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Editorial  
Dear  Readers, This first issue of SNE Volume 33, 2023, presents post-conference publications from ASIM’s 26th Symposium  
Simulation (TU Wien, July 2022). A special review board has selected these contributions, and the authors have submitted  
improved and corrected versions of their contributions, and SNE 33(1) publishes those with emphasis on modelling and simulation 
in/of digital systems (to be followed by contributions with different emphasis in the next SNE issues). The range of contributions 
underlines SNE’s broad area: coupling of simulation tools, proxel based simulation, system entity structure, Julia library for heat 
conduction, DES and reinforcement learning, virtual stochastic sensors, and route guidance in a cyber-physical lab. 
SNE Volume 33 continues another SNE tradition: SNE covers with algorithmic art graphics. Graham Horton, Professor for  
Simulation and Modelling at University Magdeburg, and ASIM-Member for many years, provides his computer-generated marbled 
pattern graphics. Graham Horton started modelling and simulating the handcraft of making marbled paper, used for covers in 
traditional bookbinding. The algorithms in behind manufacture not only approximations of handmade marbled patters, they gener-
ate new marbled patterns as type of algorithmic art: Digital Marbling. This March Graham Horton gave a keynote on Digital 
Marbling at an ASIM workshop in Magdeburg – the abstract of this presentation introduces into this very charming application of 
modelling and simulation, reprinted at the next page, together with an astonishing relation between SNE and Marbled Paper. 
I would like to thank all authors for their contributions for this issue, and thanks to members of the special post-conference review 
board for selecting the contributions; also and many thanks to the SNE Editorial Office for layout, typesetting, preparations for 
printing, electronic publishing, and much more. And many thanks to Graham Horton for his Digital Marbling Graphics, continu-
ing excellently Vlatco eri ’s, algorithmic artwork on covers of previous SNE volumes. And we are glad that after the series of 
virtual conferences we can promote again EUROSIM face-to-face conferences: the EUROSIM Congress 2023, July 2023 Amster-
dam, the conference ASIM SPL 2023, Ilmenau, in September 2023, I3M September 2023 in Athens, and others (see covers). 

Felix Breitenecker, SNE Editor-in-Chief, eic@sne-journal.org; felix.breitenecker@tuwien.ac.at 
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N S E 
Digital Marbling – Simulation of 
a Traditional Bookbinder's Craft 
Graham Horton, Computer Science Department,  

Univ. Magdeburg, 39016 Magdeburg, Germany, 
graham.horton@ovgu.de 

Up until the era of mass production, books were bound 
manually, often using elaborately decorated paper for the 
endpapers and covers. In the technique known as mar-
bling, pigments were distributed on the surface of a water 
bath, and a pattern was induced in them with a needle or 
a comb. This pattern was then "printed" by carefully lay-
ing a sheet of paper onto the surface of the liquid. 

 
Figure 1: Making spirals in the floating pigments using a 

needle. (Photo: Barbara Kelnhofer) 
Using a very simple mathematical model, many tradi-
tional marbling patterns can be recreated by simulating 
the effect of dragging a needle or comb through the water 
bath. The resulting images can be quite beautiful, espe-
cially when printed at high resolution on an A2-sized 
sheet of paper. 

The focus of the investigations are to show various 
patterns generated by the simulator. These include com-
parisons with the endpapers of various 19th and 20th cen-
tury books that show how accurate even the simple math-
ematical model can be.  

 
Figure 2: Detail from the endpaper of a 19th-century book. 

(Photo: Folger Shakespeare Library, used under 
a CC BY-SA 4.0 license). 

 
Figure 3: Simulation of the marbled pattern. 

The focus of the investigations are to show various pat-
terns generated by the simulator. These include compar-
isons with the endpapers of various 19th and 20th century 
books that show how accurate even the simple mathemat-
ical model can be.  

Furthermore, original, digitally marbled patterns can 
be generated, which - although physically feasible - have 
yet to be created by traditional craftspeople. 
 

Reproduced and modified with the permission of the author from 
Digital Marbling: Simulation of a Traditional Bookbinder’s Craft, 
Graham Horton; in Kurzbeiträge & Abstract-Beiträge ASIM 
Workshop 2023 STS/GMMS/EDU (Eds. Claudia Krull; Walter 
Commerell, Umut Durak, Andreas Körner, Thorsten Pawletta), 
ISBN ebook: 978-3-903347-62-5, DOI 10.11128/arep.22, ASIM 
Mitteilung AM 186, ARGESIM Verlag Wien, 2023, p. 5 

 

SNE and Marbled Paper 
The SNE Editorial Office found a charming relation be-
tween SNE and Marbled Paper. The office is not only 
taking care of a digital archive for all SNE issues, it also 
keeps a stock of the printed SNE issues.  

And for better 
preservation, SNE 
Volumes have 
been bound as 
book in traditional 
style – with mar-
ble paper as cover 
and with linen 
spine for the early 
volumes. 
The picture at left 
shows the mar-
bled paper-bound 
SNE Volume of 
1995 – is it analog 
or digital mar-
bling ? 



1

S N E T E C H N I C A L N O T E
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Abstract. Cast iron components have a good strength
to weight ratio. This leads to their frequent use in the
wind industry. The design of cast iron components is cur-
rently based on the use of individual simulation tools and
material data that is common to all components. In or-
der to better exploit the lightweight potential of cast iron
components, it is necessary to link the simulation soft-
ware tools and thus take into account localmaterial prop-
erties already in the design phase. This is described in
this paper using the example of a large casting for the
wind industry.

Introduction
Designers of castings are increasingly using simula-

tion tools. There are typically three steps involved:

(1) The designer creates a geometry based on the re-

quirements and calculates the stresses resulting from

the applied static operating loads and inertia forces us-

ing FEM simulation with structural analysis. In an opti-

misation loop, the component can be optimised to min-

imise the stresses under certain constraints. (2) The

casting process simulation is preformed based on the

3D CAD model. The entire casting process from pour-

ing to solidification of the melt is analysed in the form

of a CFD simulation and the casting system (feeder, ma-

terial allowance, etc.) is defined. (3) Based on the CAD

data and, if necessary, the local material properties, the

fatigue life is assessed and potential local weak spots

in the component are identified. A number of sub-steps

are required before a final design is achieved.

The use of simulation programmes for casting pro-

cess, structural and fatigue analysis is currently still car-

ried out independently. If several calculation tools are

used, there is no exchange of all relevant data, partly

due to the lack of software interfaces. There is no holis-

tic view of the simulation data.

Cast iron components are often subjected to high

mechanical loads. To ensure the safe operation of plant

and machinery, the fatigue life of the component must

be guaranteed under the assumed operating conditions

over the planned service life. New or expanded ap-

plications and increased safety requirements increase

the need for detailed life prediction. From this point

of view, the following question arises How can casting

process simulation and structural analysis contribute to

the fatigue life calculation?

In addition to simulation-based fatigue analysis, the

fatigue life of a component can also be determined ex-

perimentally, but these tests are time consuming and ex-

pensive. They also require extensive laboratory equip-

ment. In addition, component tests of this magni-

tude are almost impossible to perform experimentally.

Therefore, this route is only taken in a few cases, and

experimental validation of simulation results is also too

costly in most cases. The present work is the first at-

tempt to take into account the experimental data ob-

tained at great expense in simulation-based fatigue anal-

ysis. These data have been obtained from samples of

large castings.

1 Simulative Determination of
Local Fatigue Limits

In the following chapter, two different approaches are

presented from a methodological point of view. The

first approach describes the calculation of fatigue lim-

its based on a homogeneous material definition, i.e. the

material definition is identical for the whole component.

SNE 33(1) – 3/2023
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Locally varying material parameters are not taken into

account. The second approach describes the integration

of casting process simulation data into the fatigue anal-

ysis. Here the local material properties are defined on a

common FE mesh. Both approaches have already been

mentioned in [1, 2, 3]. This paper describes in detail the

technical realisation of the data using an example.

1.1 Procedure with Global Material Data

FEMFAT is the world’s leading solver for FE-based fa-

tigue analysis and calculates the structural durability of

statically and dynamically loaded components based on

the results of FE calculations. As an FE post-processor,

FEMFAT requires not only the structural analysis data

(FE mesh and loads) but also the material data (strength

values). The figure 1 shows the typical procedure for

calculating local fatigue limits in FEMFAT.

Figure 1: Calculation of fatigue limits with global material
data.

The following example of a large wind turbine cast-

ing illustrates the process in more detail. The poll end
or canister (the cast iron box on the end of the wind

shaft through which the sails stocks pass) of a wind tur-

bine has to withstand high cyclic loads. It is therefore

extremely important to ensure fatigue limits in areas of

high stress.

The determination of fatigue limits starts with the

import of the component geometry into the structural

analysis pre-processor to generate an FE mesh. This

step has been performed in VisPER, a component of the

structural analysis tool PERMAS 18.00.404.

Simulations to calculate the static stresses were car-

ried out using the PERMAS FE solver. For the poll end,

the resulting stresses for the different rotor positions

were investigated for a complete poll end revolution at

a distance of 45◦. For the resulting 8 positions, the me-

chanical stresses were determined with PERMAS (Fig-

ure 2).

0°

135°

von Mises
Stress
[MPa]

24

0

12

Figure 2: Simulated distribution of mechanical stresses at
two different angular positions.

The TransMAX module from FEMFAT was used to

calculate the locally endurable stresses. This provides

the user with the ability to analyse structural durability

based on load-time histories. Prior to this, a material

had to be defined for the fatigue analysis model. Typ-

ically, the option of a homogeneous material definition

from the internal FEMFAT database is used.

A material class is selected from the material

database. Based on pre-programmed ratios, the follow-

ing missing material parameters are added to a prede-

fined tensile strength for the calculation to be automati-

cally generated:

• Young’s modulus

• Yield strength

• Elongation at break

SNE 33(1) – 3/2023
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At the FE node, local fatigue limits are calculated from

material parameters that are additionally influenced by

local component properties (e.g. notch effect) and

loads. The basic procedure for calculating fatigue limits

is based on the influencing factors that increase or de-

crease the fatigue strength. The FKM (Forschungskura-

torium Maschinenbau) standard describes these factors

[4].

1.2 Integration of a Casting Process
Simulation

The casting process simulation determines the local mi-

crostructure formed by the manufacturing process. A

microstructure is formed as the metal solidifies and con-

sists of different microstructural phases with different

shape, size and distribution (grains, dendrites, lamellae,

pores) [5]. Figure 3 illustrates the distribution of a mi-

crostructural phase - pearlite - at the poll end.

Pearlite 
Content
[%]

26.3

13.3

0.3

Figure 3: Simulated microstructure fraction in the
component at room temperature.

Given the demands on the accuracy of today’s simu-

lations in the foundry industry, local material differ-

ences must be taken into account in the fatigue analysis.

One way of dealing with this is to use the local mate-

rial data from the casting process simulation. From the

microstructure, the casting process simulation can de-

termine local material values (tensile strength, Young’s

modulus, yield strength, elongation at break) in the cast-

ing in the next step (Figure 4).

Figure 5 shows the schematic description of the ap-

proach to calculate the local fatigue limits with integra-

tion of the local material data from the casting process

simulation:

For the calculation of the local material data of the poll

Figure 4: Simulated local material properties in the
component at room temperature.

Figure 5: Calculation of fatigue limits with local material
data from casting process simulation.

SNE 33(1) – 3/2023
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end, the casting process simulation was carried out in

the commercial software package MAGMASOFT®5.4.

The discretisation for the numerical solution algo-

rithm in the casting process simulation on the one hand

and in the fatigue/structural analysis on the other hand is

different: in MAGMASOFT®the discretisation is based

on the Finite Volume Method (FVM) and in the fa-

tigue/structural analysis on the Finite Element Method

(FEM). There is a need to map the results from the

casting process simulation to the FE mesh generated

in the structural analysis. The mapping is realised

by MAGMAlink, a casting process simulation module.

This makes the results of the casting process simulation

available for further processing in the fatigue analysis.

According to the state of the art, FEMFAT can read

in the local material data from the casting process sim-

ulation and use the output from the structural analysis

(FE mesh and local loads) to calculate the fatigue lim-

its for each FE node. Comparing the two approaches

(Figure 6), it can be seen that when the casting process

simulation is included, the fatigue limits are on average

between 10 % and 20 % higher. The difference at the

edge of the poll end is significantly larger, up to 50 %.

2 Consideration of
Experimental Data.

The described simulative approaches start from the

component geometry and the determination of the fa-

tigue limits is computer-aided. However, the fatigue life

analysis tool FEMFAT also offers the possibility of di-

rectly importing already existing local fatigue data in

order to perform a more specific calculation.

Ut has already been shown in several publications

that the microstructure has an influence on the fatigue

life [6, 7, 8, 9]. In particular, the ratio of pearlite to

ferrite and nodularity have been shown to be impor-

tant microstructural parameters. In this context, a high

pearlite content and a high nodularity have a positive

effect on the endurable stresses and thus on the compo-

nent fatigue. However, nodularity is not calculated by

the casting process simulation and is therefore conse-

quently not considered further.

The casting process simulation does not require the

local mechanical properties as in the purely numerical

approach, but the local microstructure.

If experimental data on the microstructure and the

associated fatigue limit are now available in a material

database, the microstructure resulting from the casting

-

=

Local fatigue limits considering 
input from casting process 

simulation 260
[MPa]

209

140

260
[MPa]

209

140

[MPa]

48.6

0

85

The highest 
differences

 Fatigue limits

Local fatigue limits considering 
homogeneous material 

definition  

-

Figure 6: Fatigue limits with homogeneous material data
and incorporating casting process simulation data

process simulation can be used to generate local fatigue

limits (Figure 7).
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Material 
database

Microstructure
Local

2NN Regression

Mapping Fatigue Limits 
(FLs)

FLs on the
FE nodes

FLs

Structural Analysis'
Output

Fatigue Analysis

Structural
Analysis

Geometry

3D CAD Tool

FE Mesh

Casting Process 
Simulation

Material Data
Local

Figure 7: Calculation of local fatigue limits using experimental data.

Since the experimental determination of microstruc-

ture/fatigue limits data is very costly, only a few data

sets are available. In order to determine the associated

fatigue limits for all the microstructure data from the

casting process simulation, these must be approximated

from the available experimental data.

Using the k-nearest neighbour algorithm (kNN) as a

regression method [10], an individual fatigue limit can

be generated for each FE node (Figure 8). Here, the

value at a FE node is weighted by the distances d of the

2 nearest neighbours proportional to their distance. In

the present work, the regression method is implemented

in the form of in-house developed MATLAB code.

The fatigue limit FL(x) for a node x is obtained

from the experimentally determined fatigue limits of the

two nearest neighbours x1 und x2 (both calculated node-

wise from the casting process simulation) according to

the equation 1:

FL(x) =
d(x,x1) ·FL(x1)+d(x,x2) ·FL(x2)

d(x,x1)+d(x,x2)
(1)

In the equation 1 the d(x,x1) and d(x,x2) represent the

distances from the FE node to the two two neares neigh-

Figure 8: 2NN regression of fatigue limits from
microstructure values.
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bours (experimental data) in two-dimensional space

consisting of two positive real numbers, the values for

microstructure parameter 1 (x-axis) and microstructure

parameter 2 (y-axis).

Finally, the fatigue limits obtained are modified by

FEMFAT’s internal algorithm using the stresses from

the structural analysis. This allows a comparison of the

fatigue limits from the three approaches described.

Compared to the calculation using the local mate-

rial properties from the casting simulation, the fatigue

limits with the regression from the microstructure data

increase again by between 10 % and 20 %. Figure 9

shows the areas with the highest differences between

the approach based on experimental data and the ap-

proach based on the local material properties. The dif-

ferences are located at the blade bearings and the con-

tact vials to the shaft.

Conclusion and Outlook

In this article, three possibilities for the simulative de-

termination of the fatigue limit have been presented on

the basis of a large cast component used in wind tur-

bine technology. The integration of experimental data

represents a new way of combining information from

simulation and experiment. It is shown that the deter-

mined fatigue limits are lower with the purely numerical

approaches than with the consideration of experimental

data, which supports the application of purely numeri-

cally determined fatigue limits in industrial practice.

The complexity of the study for the numerical deter-

mination of local fatigue limits is explained by the pur-

poseful coupling of software tools in the foundry indus-

try which have not been connected up to now. In order

to combine the different software modules, a number of

interfaces are required. Table 1 shows the formats of

the respective interfaces used in the three fatigue limit

calculation approaches.

The integration of experimental data into the nu-

merical process chain could be realized by a 2NN re-

gression. Since the acquisition of experimental data on

fatigue limits is very time-consuming, the algorithm is

currently based on very little data. The incorporation of

more experimental data will improve the prediction ac-

curacy. These should also cover significantly more mi-

crostructure classes with the associated fatigue limits.

An evaluation of the method presented here is only pos-

sible if the fatigue limit of a component is determined

both experimentally and numerically.

Local fatigue limits considering 
experimental data

Local fatigue limits considering 
input from casting process 

simulation

260
[MPa]

209

140

260
[MPa]

209

140

[MPa]

48.6

0

85
The highest 
differences

-= Fat i g-uae aFl

m

s

Figure 9: Fatigue limits considering data from casting
process simulation and considering experimental
data.
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# Interfaces between software tools Transmitted data Format
(file extension)

1. 3-D CAD tool →
Structural analysis

Geometry
-

(STL)

2. Structural analysis →
fatigue analysis

FE stresses
PERMAS

(POST)

3. Structural analysis →
fatigue analysis

FE mesh
PERMAS

(DAT)

4.
Structural analysis →
casting process simulation (MAG-

MAlink)

FE mesh
PERMAS

(DAT)

5. Casting process simulation →
fatigue analysis

Local material data
-

(UNV)

6. Casting process simulation →
regression

Local microstructure
PERMAS

(DAT)

7. Material DB →
regression

Microstructure-dependent

fatigue limits

-

(XLSX)

8. Regression →
fatigue analysis

Local fatigue limits and material

data

-

(UNV)

Table 1: Overview of the used file formats.
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Abstract. Virtual Stochastic Sensors (VSSs) [1] aim to
provide insight into stochastic processes by produc-
ing statistically relevant estimates of non-measurable
system properties. During behavior reconstruction of
these discrete stochastic systems the internal system
state changes are often described as time-homogeneous
distribution functions, as in Conversive Hidden non-
Markovian Models (CHnMMs). However, the system be-
havior might change over time or the sample, used for
the model creation, might not describe the system accu-
rately. In [2] and [3] we have shown that detecting these
changes is possible, yet the resource consumption for the
re-estimation of the model was a clear problem. In this
paper we present a solution to that problem by replacing
the used statistical tests with Kernel Density Estimation
(KDE) and by integrating the hidden model description
into the proxel-based state space simulation method. By
using the Change Adaptation Algorithm (CAA) this paper
shows that adapting to runtime changes is possible, while
preserving parameters on transitions where no change
occurs. The algorithm was tested with 5 different types
of Probability Density Functions (PDFs) which showed ac-
curate results. By using the CAA one is able to construct
adaptive models for behavior reconstruction without the
need to fully parametrize the model. In this way, loss of
modeling accuracy in themodel construction process can
be significantly decreased.

Introduction

VSSs were introduced in [4]. They are tools to recon-

struct the behavior of partially observable processes in

discrete stochastic systems. Constructing VSSs relies

in practice heavily on manually provided knowledge

about the system. But what happens if that informa-

tion becomes outdated or inaccurate during the model

construction or over time? What happens if there are

flaws in the model construction of the VSS?

To overcome this limitation this paper introduces the

CAA, which describes how a proxel-based analysis of

CHnMMs can be extended to tune the stochastic param-

eters of the system model during runtime. The imple-

mentation utilizes KDE to re-estimate the state change

distributions in every time step based on historical run-

time information. In this way potentially different sys-

tem models are available in a given time step to provide

the most accurate model and trace estimation at the end

of the behavior reconstruction.

The paper is a proof of concept to analyze whether

change adaptation in this way is possible to provide a

more realistic coupling between simulation models and

the real world and whether such adaptation can be main-

tained during the VSS’s lifetime.

1 Related Work

Measuring information in complex systems has often

physical or financial limitations, which might be re-

solved using Virtual Sensors (VSs) [5]. For stochastic

systems, by combining VSs with stochastic processes,

a so-called VSS can be constructed to measure statisti-

cally relevant estimates of non-measurable system pa-

rameters. One of these possible stochastic processes

is called CHnMM [6], which can be analyzed by the

proxel-based analysis method.

In this section, a brief overview will be given of the

previous work on VSSs and KDE with which we are

extending the concept to make change adaptation pos-

sible. Additionally, the energy distance will be intro-

duced in a few words, hence this was used during the

model evaluation.
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Conversive Hidden non-Markovian Model
The Hidden Markov Model (HMM) [7] is a well

researched technique to analyze directly not observable

models through probabilistic symbol emissions. The

HMMs assume memoryless model state changes,

which is why the concept of Hidden non-Markovian

Model (HnMM) was introduced in [8] to extend the

HMMs with state changes governed by arbitrary

continuous distribution functions. Using HnMMs one

is able to define time dependence between different

system states.

[6] introduced CHnMMs as a subclass of HnMMs

where all state changes of the hidden process of inter-

est emit a symbol for the observer, making additional

performance optimizations possible. In this paper, the

implementation of the CAA was restricted to CHnMMs

to make the proof of concept analysis easier to interpret

and to reduce the number of interference factors.

Both CHnMMs and HnMMs try to solve, simi-

larly to the HMMs, the so-called evaluation (finding

the probability that a given trace was generated by the

model) and decoding tasks (finding the most likely gen-

erator state sequence). However, instead of using the

Baum-Welch algorithm [7] or the Viterbi algorithm [7]

the so-called proxel-based analysis is used which is

briefly introduced in the next paragraph.

Proxels-Based Analysis To reconstruct the state

space of stochastic processes it is possible to use the

so-called proxel-based analysis [9] introduced in [10].

Using this technique one is able to construct container

like „probability elements” (proxels) which store all rel-

evant information of a defined discrete simulation state.

These are, as shown in Equation 1, the current system

state (m), the transition age vector (τ), the probability

of the current state (p) and the current timestamp (t).
But of course, it can be further extended, for example,

with the generator path.

Px = (m,τ, p, t) (1)

The analysis uses discrete timesteps to track the

state changes during the process. The connection be-

tween a parent proxel and its children in the next

time step is characterized by the Hazard Rate Func-

tion (HRF) in Equation 2 which describes the rate of

probability that a specific state change will happen in

the next timestep if it has not happened yet.

H(τ) =
f (τ)

1−F(τ)
(2)

The network of parent and child proxels in the simu-

lation domain construct the so-called proxel tree, which

tracks all possible system states in discrete time steps.

To prevent state-space-explosion and to provide accept-

able simulation times, impossible or very unlikely prox-

els are pruned.

Kernel Density Estimation KDE was introduced

in [11] and [12]. The idea behind the KDE is to place

small kernels K() on samples Xi in the domain and use

their aggregated sum as a PDF, as written here:

f̂ (x,b) =
1

nb

n

∑
i=1

K
(

x−Xi

b

)
(3)

Where n is the number of elements in the sample,

and b is the so-called bandwidth parameter, which is

a free smoothing parameter to „stretch” the kernels to

a possibly optimal PDF. The bandwidth selection is a

well researched topic on its own. [13] gives a detailed

overview about the different techniques and their limi-

tations.

There are multiple techniques to improve the accu-

racy of the estimated PDF. One of them is using vari-

able KDE, discussed in [13] and [14], where every sin-

gle kernel gets its own bandwidth through the weights

wi. In this way, one is able to create „spikes” in the PDF

where the underlying samples are more dense and still

preserve smooth tails and junctions, which is challeng-

ing with real world data and a constant bandwidth.

f̂ (x,b) =
1

nb

n

∑
i=1

1

wi
K
(

x−Xi

bwi

)
(4)

As the CHnMMs are working in the time domain,

boundary correction [15] can be used to restrict the

KDE computation to positive numbers.

KDE has the advantage over regular PDF definitions

that one is not bounded to a defined class of PDFs, be-

cause a wide variety can be approximated with KDE as

long as a suitable number of samples (n) is available

and one is able to choose an appropriate bandwidth (b).

Energy distance The energy distance [16] (Equa-

tion 5) describes a statistical distance based on New-
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ton’s potential energy between two independent random

samples (X and Y ) described by the Cumulative Distri-

bution Functions (CDFs) F and G. The resulting dis-

tance is 0 if and only if F = G.

D2(F,G) = 2E||X −Y ||−E||X −X ′||−E||Y −Y ′|| (5)

Compared to the popular statistical tests like the

Wald-Wolfowitz Runs Test, the Kolmogorov-Smirnov

Test [17], etc. [18] the energy distance is superior in

quantifying differences [19] and it is also closely re-

lated to the Cramér von Mises distance [20], which is

often used to quantify the difference between distribu-

tion functions.

In order to interpret the energy distance, it needs to

be normalized as written in [21] (Equation 6). The ex-

pression Dn is bounded between zero and one and it is

equal to zero if and only if the samples X and Y have

the same distribution.

Dn =
D2(F,G)

2E||X −Y || (6)

This metric can be used to quantify deviation be-

tween two distribution functions so in this paper it was

used for describing the deviation of the model transition

from the ground truth in the evaluation section.

2 Change Adaptation Algorithm
The CAA utilizes the KDE ideas described in Section

1 to construct the transition distributions in every time

step. This extension has the additional positive effect

that the state transitions are not directly linked to any el-

ementary distribution function and its prelimitary prop-

erties.

For the KDE computation a given amount of historic

samples are used, which are stored for every transition

separately using sliding windows. The basic idea is to

couple the proxels using these samples with the model

definition, in a way that every single proxel encapsu-

lates its own model representation of the CHnMM. As

a kernel the standard normal distribution was selected,

which has an infinite support, resulting in theory in

KDEs accepting new samples from the whole domain,

even outside of the current PDF with a very small but

non-zero probability.

By using KDE, the CAA extends the content of a

single time step. Before, the time step ti contained n
probable system states from which the most probable

one(s) will survive. With CAA the number of proxels in

a given time step represent m ≤ n different models with

n different system states from which the most probable

one(s) will survive.

Upon a model drift on a specific transition, the new

samples will be automatically assigned to the history

of the most probable transition as a result of Equation

2. By doing so, the new samples push out the old

model samples from the history with every new time

step and this automatically results in a reconfiguration

of the CHnMM model through the KDE. As a result,

the model is able to adjust itself to model changes with

a given delay defined by the length of the history vector

and the mean of the new samples.

Implementation To implement the CAA the tran-

sition age vector τ gets replaced by a transition vector T
which holds the age τ and the history vector hn for ev-

ery single transition in the CHnMM. The history vector

holds the last n firing time samples for the transition Ti.

Px = (m,T(τ,hn), p, t) (7)

The basic mechanisms of the CAA are shown on a

flowchart in Figure 1. The values of the history vectors

are used as a basis for the KDE. As a bandwidth se-

lector a univariate direct plug-in selector, described in

[13], was used.

In a given timestamp ti, a KDE is computed for ev-

ery active transition of every proxel. The state change

probabilities are computed based on these KDEs and

the algorithm generates all child proxels based on the

possible state changes for the time step ti+1. The history

vector of all the fired transitions gets altered based on

the current timestamp and age criteria. At the end, very

unprobable child proxels are pruned from the proxel

tree before the next time step begins.

The CAA needs an initial model injected upon start.

To do that, every transition of the first proxel at t0 is pre-

seeded with some kind of history. We used as preseed

n quantile samples with a n−1 step reqular grid from

an assumed CDF. The samples were reordered accord-

ing to the PDF so that the most probable sample gets

removed first during the sliding window approach.

KDE is a resource intensive computation. We used

a look-up-table to speed up the algorithm with a resid-

ual error in the PDF of 10−5. This error does not cause

a significant difference in the end results unlike other

computations in the background, like the Kingsbury-

Rayner formula [7], that have a much higher computa-
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Figure 1: Flowchart of the Change Adaptation Algorithm

tional error. This discretization has the negative draw-

back that very strong changes in the model result in 0

probability instead of a very small one which can result

in a died out proxel tree. This means, that in practice

the algorithm will need a roughly usable preseed at the

beginning.

Parameters There are two major parameters im-

pacting the results. One of them is the size of the history

vector represented by the window size. The other one

is the amount of improbable proxels getting removed

from the proxel tree in every time step controller by the

pruning.

Window size The window size, so the length of

the history vector, defines the memory of a given tran-

sition. By choosing higher values the algorithm gets

more robust against outliers and KDE becomes more

accurate. However, this also results in more computa-

tional complexity and the adaptation to a new change

gets slower as new samples need more time to push out

the old ones from the window. Choosing a too small

window size can result in a faster computation, but the

model will be affected by any interference on the input

side of the simulation.

Pruning There are two major strategies for prun-

ing away unlikely states. One of them is keeping only

a given number of most-likely proxels, which might

result in more inaccurate models. The other one is

defining a so-called pruning threshold which will delete

proxels if their probability gets below a given value.

In this paper we restricted ourselves to the second ap-

proach.

p(Ppruned,ti)< r max(p(Px,ti)) (8)

The pruning threshold r, as it can be seen in the

Equation 8, is defined by a fixed probability ratio of

the most probable proxel in the time step and the prox-

els which are considered too unlikely. Choosing a high

value results in a proxel tree without any real diversity

in a single time step. In most of these cases a single

model becomes prevalent and if that becomes impossi-

ble, the tree dies out. However, if one chooses a too low

value then the state space explodes and the algorithm

will run too slow (as long as enough RAM is available).

r =

⎧⎪⎨
⎪⎩

rmin if #Px,ti < #Pmin

r(#Px,ti) if #Pmin ≤ #Px,ti ≤ #Pmax

rmax if #Px,ti > #Pmax

(9)

The concept of variable pruning threshold was intro-

duced, as fixed pruning thresholds did not fulfill all the

requirements of the CAA. The basic idea is (Equation

9) to define a mathematical function between a fixed

minimum and maximum pruning threshold based on

the number of the proxels in the given time step and

use that to define a dynamic transition between those

values. This makes it possible to significantly reduce

the execution time and to prevent state space explosion

while maintaining accurate results and model estima-

tion.
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3 Experiments

Experiment setup To validate the CAA, a basic

academic example was used, originally introduced in

[6]. In this model two production lines get merged be-

fore a common quality tester. Both lines produce faulty

products with a given probability.

Figure 2: Quality tester example [6] and its ASPN [1]

The system can be described with the ASPN [1] in

Figure 2. The symbol emission probabilities were cho-

sen to be equal on both transitions in order to eliminate

possible information gain through the asymmetric prob-

abilities.

To validate the CAA, different PDFs were assigned

to the transitions describing the production line sources.

In a single experiment, Source 1 and Source 2 had al-

ways the same distribution type as ground truth to sim-

plify the comparison of the results and to be able to ne-

glect errors introduced by the KDE, as the error appears

in both distribution estimations in a similar way. Figure

2 shows the original model parametrization, which was

used to preseed the algorithm upon execution start. If

not normal distribution was used, the distribution of the

specific type under analysis had the same location and

scale parameters as mentioned in the figure.

The input data for the experiment was generated in

a way that Source 2 received ground truth information,

while for Source 1 samples from a changed distribution

were generated. For easier comparison of the results,

Scipy’s [22] location-scale(-shape) parametization was

used. Please, be aware that this parametization dif-

fers from the standard academic notation. Five distri-

bution function types were analyzed: normal, uniform,

exponential, lognormal and Weibull distribution. The

change consisted of location parameters on a grid of

[60,150] with a step size of 10, while the scale parame-

ter was tested between [5,30] with a step size of 5. For

PDF types lognormal and Weibull an additional shape

parameter was used to test a wider range of possible

changes. For every parameter combinations, 20 random

experiments were executed.

Parameter selection To analyze the impact of the

variable parameters on the experiment results, the pa-

rameters window size and pruning threshold were an-

alyzed in a way that the parameter under test was

changed on a regular grid while the other parameter was

held constant. The results can be seen in Figures 3 and

4.
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Figure 3: Impact of window size. The error is measured
between the ground truth and the model
distributions reached at tend . The accuracy plot
shows the rate of correctly classified symbols.

In Figure 3 one can see that by increasing window

size the execution time increases drastically, as the KDE

computation has O(n2) [13] computational complexity.

However, we can also see that choosing a greater win-

dow size does not automatically lead to better perfor-

mance as described in Section 2. Similarly, if we choose

the window size too small then the outliers have a nega-

tive impact on the results. The optimal window size lies

in this case between 120−130 so we chose 125 for the

experiments.
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experiment executions due to out of RAM. The
accuracy plot shows the rate of correctly classified
symbols.

In Figure 4 one can see that with increasing prun-

ing threshold the model and the symbol classification

become more inaccurate. This is a direct impact of

reduced diversity in a time step. The optimal pruning

threshold can be found around the value 0.2, however,

there is a significant risk of experiencing state space ex-

plosion.

r(#Px,ti) = 0.15(log(#Px,ti)−3)2 +0.1 (10)

To overcome these limitations variable pruning was

introduced between n = [103,105] and r = [0.1,0.7]
with Equation 10. This made it possible to reach the

same accuracy results as with the static threshold 0.2
and prevent state space explosions accurately on the

cost of ≈ 40% increase in mean execution time.

Experiment results Table 1 shows how well the

symbols were classified. The precision and recall val-

ues were also included as there is a significant differ-

ence between the number of symbol emissions on the

different transitions. Generally, it can be said, that the

classification performs quite well, however, the transi-

tion with change has a higher true positive rate (≥ 80%

compared to ≥ 75%). This is due to the higher emission

rate on the transition 1.

Surprisingly, even in case of the exponential distri-

bution, we get accurate results. Without the CAA, as

written in [2] and [3], concurrent exponential transi-

tions were always a problem for the proxel-based simu-

lations as the HRF is in this case constant and all symbol

emissions get assigned to the transition with the higher

HRF. KDE cannot fully reproduce the exponential dis-

tribution in the background, in this way, by violating the

theory of the exponential distribution we get practically

usable results.

Table 2 shows the model errors at the end of the ex-

periment. There is an expected amount of faulty re-

sults in the experiment which was basically predefined

by the setup. The defined parameters in Subsection 3

already show that there are cases when the two transi-

tions will (with a very high probability) merge. These

expectations were documented in the „Tr. merge” col-

umn of the table with ranges in square brackets. One

can see that these expectations were always fulfilled,

but the values were in the lower range. This means that

the CAA was able to distinguish in some cases between

distributions which were very close to each other, how-

ever, this is most probably pure luck.

Of course, when an algorithm tries to adjust itself to

a changing environment, the classification might flip,

which in our case means that the transitions switch

places. We label a case as a transition flip if the mean

of the resulting transitions flip compared to the ground

truth. This happened only in less then 5% of the cases,

except the lognormal distribution. It means, that the

CAA is able to accurately adjust itself to new models

while it is able to maintain a constant distributions.

If we take a look at on the bad, or better said not

fully accurate, models, the same statement can be made.

A model on a transition was considered to be bad, if

the normalized energy distance (Equation 6) between

the KDE estimate and its target distribution exceeded

the value 0.03. Please, note that this is not a p-value.

A flipped model should automatically result in a bad

model in this table, so that is responsible for a signifi-

cant amount of the bad models. However, please bear in

mind that there are model definitions very close to each

other so merged models with very slight differences in

the ground truth might not result in a bad model with or

without a transition flip. This happened in the case of

the normal and the exponential distributions. Generally,

it can be said that in ≥ 91% at least one, and in ≥ 84%

both transition models were accurate.
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Dist. type Accuracy Precision 1 Precision 2 Recall 1 Recall 2

Normal 80.60%±0.43% 83.52%±0.41% 75.50%±0.50% 83.17%±0.43% 75.95%±0.48%

Uniform 89.92%±0.45% 91.71%±0.36% 86.59%±0.66% 91.25%±0.38% 86.69%±0.66%

Exponential 84.15%±0.37% 86.67%±0.37% 80.05%±0.39% 85.82%±0.38% 81.25%±0.39%

Lognormal 80.86%±0.28% 80.18%±0.33% 81.05%±0.25% 83.82%±0.28% 77.36%±0.29%

Weibull 88.07%±0.24% 89.27%±0.24% 85.96%±0.27% 89.30%±0.23% 85.93%±0.27%

Table 1:Model state classification results. The values with 1 in the header, refer to the transition where a model change was
introduced, while the values with 2 in the header refer to a transition where the model was kept constant.

Dist. type Bad model tr. 1 Bad model tr. 2 Bad model both Tr. flips Tr. merge

Normal 1.44% 2.03% 1.11% 1.81% 4.54%, [2.78%−5.56%]

Uniform 3.29% 3.29% 2.92% 0.74% 1.39%, [1.39%−2.78%]

Exponential 5.28% 3.52% 1.81% 2.96% 3.94%, [2.78%−5.56%]

Lognormal 15.15% 12.45% 8.03% 7.39% 5.31%, [2.92%−5.84%]

Weibull 7.39% 5.82% 4.81% 3.98% 3.41%, [2.38%−4.76%]

Table 2:Model estimation results. The values with 1 in the header, refer to the transition where a model change was
introduced, while the values with 2 in the header refer to a transition where the model was kept constant. The values
in [ ] in the Transition merge column refer to the expected rate of transition merges due to the experiment setup.

One can also see that the lognormal distribution re-

sults are by far the worst for the CAA. However, the-

oretically there should be no significant limitation for

this distribution type. A high amount of bad models

can be traced back to transition flips. After a deeper

analysis, it turned out that 90% of the models classified

to be bad can be traced back to heavily tailed lognormal

distributions. This is most probably a result of inaccu-

rate KDEs and a too small window size. We assume

that by increasing the window size these model prob-

lems would disappear.

The CAA is highly parallelized in a time step and it

has a low memory footprint (around 1-2 GB-s) com-

pared to the previous algorithm described in [2] and

[3]. As a result, the average execution time varied be-

tween 1-5 minutes which is superior to the old algo-

rithm. However, this is still around 10−20x higher than

the same VSS without the CAA.

4 Conclusion

The experiments show that the CAA is efficiently able

to track and to adapt to model changes in CHnMMs

positively affecting the symbol classification accuracy.

Doing so does not affect the capability of withstanding

changes on transitions where no change occurred.

By using the algorithm, the construction of CHnMM

based VSSs is possible without deep analysis of the

model parameters. It is enough to inject a distribution

independent sample upon start.

The CAA also resolves some old practical issues

with Proxel-based simulations, like the problem of

concurrent exponential distributions, limitation through

fixed distribution types and runtime changes of the

model, which were not manageable before.

There is no theoretical limitation that would speak

against the application of the CAA. It results in a very

high probability of better evaluation and decoding re-

sults than manually parametrized models. Therefore, its

usage is generally encouraged. However, if higher exe-

cution times are not acceptable, one might want to com-

promise and enable the functionality only on selected

transitions.

Applications and Future Research The CAA

opens up more accurate simulation possibilities for

non-stationary models, like production lines and other

human-influenced system.
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Future research possibilities include the general-

ization of the CAA for VSS related problems beside

CHnMMs. The transition flip problem could be reduced

by adding penalty terms for transition movements. Ad-

ditionally, the variable pruning can be evaluated as gen-

eral pruning algorithm for VSSs.
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Abstract. Modeling and Simulation (M&S) is widely
used in various fields of engineering, manufacturing or
process industry to investigate different system variants.
An increasing problem of M&S is the complexity and va-
riety of system variants. This concerns on the one hand
the modeling effort and on the other hand the manage-
ment of system variants in simulation studies. A general
approach to the specification of different system vari-
ants is offered by the System Entity Structure (SES). It
describes a set of system designs with different system
structures and parameter configurations. In combina-
tion with a Model Base (MB), an SES can be used to de-
scribe different configurations of simulationmodels. The
SES/MB framework and extended software architectures
based on it define methods for the automated selection
of system/model variants as well as for the generation
and execution of simulation models. In this paper, the
special descriptive element of the SES, themulti-aspect, is
discussed. It is shown, how with hierarchically arranged
multi-aspects certain forms of system variants can be
specified very efficiently. Furthermore, a method for an
automated derivation of system variants is presented in
the context of hierarchical multi-aspects. This is impor-
tant for the automation of simulation studies. For a prac-
tical illustration of the general method, it is presented us-
ing a problem from the process industry.

Introduction

Today’s systems are often characterized by a high de-

gree of variability. Variability modeling means to de-

scribe several system configurations. A system config-

uration represents one variant characterized by a sys-

tem structure and parameter settings. Zeigler [1] intro-

duced with the System Entity Structure (SES) a gen-

eral high level approach for variability modeling. To

describe and manage different configurations of simula-

tion models, the SES was combined with a Model Base

(MB) and extended to an SES/MB framework [2, 3].

The MB is a repository for organizing a set of basic

dynamic models. Moreover, the framework specifies

two general methods: (i) the pruning method for select-

ing specific system configurations from an SES and (ii)

the build method for generating executable Simulation

Models (SMs). The general framework does not define

concrete algorithms for these methods.

Since the introduction of the SES/MB framework,

it has been continuously developed by different re-

searchers, such as presented in [4, 5, 6, 7, 8, 9, 10].

There are several approaches to the pruning method.

Originally, pruning is an interactive process. However,

interactive pruning is costly and error prone for a high

number of variants coded in an SES [6]. Therefore, au-

tomation of the pruning process is crucial.

The automated goal-driven selection of system vari-

ants is a prerequisite for automating simulation studies

involving different system configurations. Accordingly,

Schmidt [9] proposes an extended SES/MB-based soft-

ware architecture to automate simulation studies in the

MATLAB/Simulink environment. Based on [9], a soft-
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ware architecture is developed in [10] that supports the

generation of executable simulation models for differ-

ent target simulators. Among other things, this is based

on the use of the Functional Mock-up Interface (FMI).

In particular, the build method and the MB have been

further developed so that, in addition to the SES, the

MB is also largely simulator-independent.

A long unsolved problem has been the automated

derivation of system configurations from an SES when

using multi-aspects hierarchically in an SES [5, 6]. Zei-

gler and Hammonds [5] propose restructurings of the

SES for this purpose. In [11], the authors developed

an alternative approach which, in their view, is much

easier to implement. This paper focuses on the basic

approach in [11]. SES modeling with multi-aspects is

introduced step by step and deepened by means of an

example from the process industry. Before that, basic

aspects of SES’ are briefly discussed and an SES/MB-

based software architecture is presented, in which the

pruning method has been integrated to automate simu-

lation studies.

1 Some Basics of SES

An SES is a tree structure with entity nodes, descriptive

nodes, and attributes. While entity nodes describe an

object of the real or imaginary world, descriptive nodes

specify the relations among at least two entities. The

descriptive nodes are divided into aspect, multi-aspect,

and specialization node types. Aspect and multi-aspect

nodes describe the composition of an entity. Coupling

relations between entities can be specified in a special

attribute (couplings). The multi-aspect node is a special

aspect node that specifies a composition of several en-

tities of the same kind. Number of Replications (num-

Rep) is an additional attribute, which can be used to de-

fine a variable number of entities. Specialization nodes

specify the taxonomy of an entity. For automated prun-

ing specialization nodes have to define a selection rule

as attribute. Zeigler [1, 5] defined six axioms for the

construction and pruning of an SES. Applying the ax-

ioms, it follows among other things, that the root node

is always an entity, representing several or one system

configuration. The leaf nodes represent entities that are

not further decomposed. Like descriptive nodes, entity

nodes can specify attributes to define characteristic fea-

tures. For example, as Schmidt [9] shows, it is useful to

define the reference to a model in an MB and its param-

eter settings as attributes of a leaf node.

In terms of variant and variability modeling, multi-

aspect and specialization nodes represent variation

points. In order to derive one specific system config-

uration by pruning an SES all variation points have to

be resolved by evaluating the node attributes. However,

not only attributes at nodes of variation points have to be

evaluated. Pruning can also involve adjustments to cou-

pling relationships or attribute changes to entity nodes

when resolving specializations. The result of each prun-

ing operation is a Pruned Entity Structure (PES). A PES

codes exactly one system configuration. There are sev-

eral ways to implement a pruning method [4, 6]: (i) in-

teractive pruning, (ii) automated pruning, (iii) enumera-

tive pruning to derive all possible variants, (iv) selective

pruning to derive one variant, etc. This paper focuses

on the last one, the automated, goal-directed selection

of exactly one system variant by pruning. For this pur-

pose, we use the extension of the SES with informa-

tion about pruning in the node attributes according to

[8, 9, 12].

2 An Extended SES/MB-based
Software Architecture

For applications in the field of Modeling and Simulation

(M&S), the SES/MB framework was introduced [2, 3].

Basic dynamic models, which are referenced from leaf

nodes in an SES, are organized in an MB. In addition

to the pruning method discussed previously, the frame-

work must provide a build method for generating ex-

ecutable SMs. In the following, we briefly present an

extended SES/MB-based software architecture, which

supports an automation of simulation studies.

The architecture is shown in Figure 1. The con-

cept of the architecture was introduced in [8]. Besides

the two new components, Experiment Control (EC) and

Execution Unit (EU), also some new SES features like

SES variables (SESvars) and SES functions (SESfcns)

have been introduced.

The EC is a higher-level control unit. It defines the

experiment goals, steps, and settings. Experiment steps

and settings can reactively depend on previous simula-

tion results. The EC activates the other components and

evaluates their operations. The EU is an interface to tar-

get simulators on which the generated SM is executed.

It is a kind of wrapper and uses the Application Pro-

gramming Interface (API) of a target simulator to exe-

cute the simulation and to collect results. The SES/MB

framework provides an interface to communicate with

SNE 33(1) – 3/2023



19

Folkerts et al. Specification and Automated Selection of System Variants

Figure 1: Extended SES/MB-based software architecture.

the EC. The newly defined SESvars are used as input

interface. As output, the framework returns the SM de-

rived by pruning and generated by the build method to

the EC.

Using SESvars, value assignments to attributes of

the SES can be defined variably and depending on set-

tings in the EC. The value of the SESvars is determined

before a pruning operation depending on the experiment

specification in the EC. With regard to the SES, the

SESvars are variables with a global scope. The same

applies to the newly introduced SESfcns. SESfcns al-

low the specification of procedural knowledge and can

be called in attributes of the SES. A typical application

is the definition of dynamic coupling relations [8].

Currently there are two implementations of the ar-

chitecture, which are freely reusable [13, 14].

3 Modeling and Pruning of SES
with Multi-Aspect Nodes

Multi-aspect nodes are a powerful modeling element.

However, pruning without user interaction is challeng-

ing for multi-aspects with a succeeding specialization

or for several multi-aspect nodes in one path. Unlike

the other descriptive nodes, pruning a multi-aspect does

not lead to a reduction of the tree, but to an expansion

due to the replication of the following entity node.

Restructuring SES’ to avoid hierarchies of multi-

aspects and specializations as suggested in [5] is chal-

lenging to automatize. Additional attributes may be

needed for the restructured SES describing the same set

of system configurations and it is doubtful how values

can be assigned to these attributes during pruning. In

the next subsections it is demonstrated how hierarchies

of multi-aspect nodes in combination with specializa-

tion nodes can be pruned automatically.

For illustration, we use a problem from the field of

process industry, which is stepwise extended. Flexibi-

lization in the process industry through modularization

leads to a large number of process alternatives and pa-

rameter variants in plant design and operation [15]. On

the other hand, modularization increases the reusabil-

ity of models or model components [16]. The vari-

ant management in modular plant design according to

[17] could be efficiently handled with the SES/MB ap-

proach.

3.1 Single Multi-Aspect

The simplest case is an SES with a single multi-aspect

in a path as depicted in Figure 2. Here, the SES spec-

ifies a plant system that can consist of any number of

identical partial plants.

In the SES tree, the root entity plant is followed

by the multi-aspect node plantMASP with the attributes

numRep and couplings and this is followed by the en-

tity node partialPlant with the attribute _partialPlant.
The numRep attribute at node plantMASP describes the

varying number of partialPlants and the couplings at-

tribute describes their coupling relations.

Above the SES tree the SESvar NumPartialPlants
is defined as input interface. The following Semantic

Condition describes the permissible value range of the
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Figure 2: SES with a single multi-aspect, derivation of a possible PES, and the resulting model.

SESvar NumPartialPlants. After that the attribute num-
Rep is defined using the SESvar NumPartialPlants and

the couplings attribute using an SESfcn. The SESfcn

cplfcn is called with the implicit variables PARENT and

CHILDREN, and the numRep attribute as input parame-

ters. The implicit variables refer to the parent and chil-

dren nodes of the multi-aspect. The SESfcn specifies a

parallel connection of partial plants. The attribute val-

ues were not defined directly in the tree only for reasons

of clarity.

Before pruning, the SESvar must be assigned a

value to initialize the attribute numRep. Then, during

pruning the entity node partialPlant is replicated ac-

cording to the current value of its attribute numRep.

Since entities are replicated at a multi-aspect node, the

entities following a multi-aspect are called generating

entity in [5]. We propose to add at a generating en-

tity node an attribute starting with an underscore fol-

lowed by the name of the generating entity. The value

of this underscore attribute remains undefined in the

SES. Pruning implicitly assigns a value that represents

a numbering of the generated entities. Thus, the en-

tities are distinguishable based on the attribute value.

The reason of this procedure is demonstrated in the next

subsection.

Under the SES, Figure 2 shows the derivation of a

possible PES by pruning. In the example, the value

two was assigned to the SESvar NumPartialPlants be-

fore pruning. Accordingly, two replications of the en-

tity node partialPlant are generated with the names

partialPlant_1 and partialPlant_2, and their attribute

values are implicitly assigned to them. Also, the

multi-aspect node is converted into an aspect node and

the couplings attribute is computed using the SESfcn.

Thus, the aspect node describes the parallel composi-

tion of the two partial plants.

The derived PES describes exactly one system con-

figuration. If one extends the leaf node partialPlant by

an attribute with a link to a basic model in an MB, an

SM could be generated with the build method as shown

in the resulting model. To focus on the new extensions,

the specification of coupling relations and some other

attributes, such as references to the MB, are omitted in

the following subsections and the build method is not

considered.

3.2 Multi-Aspect with Succeeding
Specialization

The example from Section 3.1 is now extended in the

form of describing configurations of a plant system con-

sisting of a variable set of subplants with identical in-

put/output interfaces, but which are structured inter-

nally differently. The two subplant types of power sta-

tion and waste treatment are used as an example. The

further structural decomposition of the subplants is ne-

glected here, but it is shown in the next subsection in

Figure 4.

Figure 3 shows in the left part the specification of

the problem with an SES. A specialization node called

partialPlantSPEC is added to the SES following the

generating entity partialPlant of the multi-aspect plant-
MASP. The specialization node defines a taxonomy of

its parent node partialPlant, which can be assigned to

either the power station or waste treatment category.
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The child entity nodes describe the categories. How the

category is assigned when pruning the SES is defined in

the specrule attribute of the specialization.

The box above the SES tree in Figure 3 defines

the input interface and the two attributes numRep and

specrule of the SES. The input interface has been ex-

tended by the SESvar PartialPlantTypes. The Semantic

Condition specifies that the SESvar PartialPlantTypes
is a vector whose dimension must correspond to the

value of the SESvar NumPartialPlants and whose el-

ements can have the values ’ps’ or ’wt’.
The Semantic Condition is followed by the defini-

tion of an SESfcn and the two SES attributes. The

attribute numRep is defined analog to the example in

Figure 2. The specrule attribute assigned to the par-
tialPlantSPEC node defines rules for selecting the par-

tial plant category using the SESfcn.

The middle and right tree in Figure 3 show

step-by-step results of a pruning operation. In

the example shown, the SESvar were previously

assigned as follows: NumPartialPlants = 2 and

PartialPlantTypes = [′ps′,′ wt′].
In the 1st pruning step the multi-aspect plantMASP is

resolved and the two entities partialPlant_1 and par-
tialPlant_2 are generated. The subsequent subtree start-

ing with the specialization node is appended to each of

the generated entities. The result of this step is called

intermediate PES. In the 2nd step the variation point

specified by the specialization partialPlantSPEC is re-

solved. Pruning a specialization results in the union

of the parent node with one selected child. Children,

which are not selected, are removed like the specializa-

tion node itself. The selection is controlled by the rules

in the specrule attribute. In this example, the SESfcn

ppTypes is called in the specrule. It receives as input

arguments the value of the underscore attribute _par-
tialPlant of the parent node and the vector defined in

the SESvar PartialPlantTypes. Depending on the value

in _partialPlant an element of the vector PartialPlant-
Types is returned, which describes the category to be

selected and thus the selection of a child node. The se-

lected child node and the parent node are merged into

one entity node, as indicated by the merged node name

in the PES.

The underscore attribute on the generating entity of

a multi-aspect and the implicit value assignment during

pruning when generating the entities makes branches in

the tree distinguishable. The distinguishability enables

the subsequent automated assignment to different cate-

gories when resolving the specialization node.

3.3 Several Multi-Aspects and Specializations
in a Common Path

The introduced example is now extended to two multi-

aspects and two specializations in a common path. A

third category of subplant, called chemicalProduction,

is introduced. A plant may comprise several subplants

of this type. A subplant chemicalProduction may in

turn consist of a varying number of further subplants,

called chemicalSubProduction, serving either acid or

base production. This extension increases the number

of possible system configurations exponentially.

Figure 4 shows the specification of the extended

problem with an SES and Figure 5 shows step by step

the pruning to derive a possible PES.

The SES. The first four layers of the tree correspond

to the SES in Figure 3. In the fourth layer, the entity

node chemicalProduction was added as a further cate-

gory of a partialPlant. The configuration of the power-
Station and wasteTreatment type subplants is not illus-

trated.

The multi-aspect chemicalProductionMASP with

the subsequent entity node chemicalSubProduction de-

scribes the composition of any entity chemicalProduc-
tion from interface-compatible entities chemicalSub-
Production. Through the subsequent specialization

node chemicalSubProductionSPEC, a categorization of

each entity chemicalSubProduction into acid or base
production is performed.

The box above the SES tree specifies the necessary

SESvars, SESfcns, and node attributes. Their semantics

are explained below in the step-by-step description of

pruning to derive exactly one system configuration.

A pruning example. The SES input interface is

extended by the two SESvars NumChemicalSubPro-
ductions and ChemicalProductionTypes, which are for-

mally defined in the Semantic Condition. To derive a

system variant, the four variables must be assigned val-

ues before pruning. We derive a system configuration

as depicted in Figure 5.

1st and 2nd pruning steps: The 1st pruning step

is performed analogously to Section 3.1. According

to the numRep1 attribute at the plantMASP node, four

entity nodes partialPlant are generated. Then, the

2nd pruning step is executed analogously to Section
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∈  ∧

∧  ∈ ∧

Figure 3: SES with a multi-aspect followed by a specialization and stepwise derivation of a possible PES.

3.2. By pruning the node partialPlantSPEC with the

attribute specrule1, the four previously created entity

nodes partialPlant_1 ... partialPlant_4 are specialized

according to the value assignment of the SESvar Par-
tialPlantTypes to: powerStation_partialPlant_1,

chemicalProduction_partialPlant_2, chemical-
Production_partialPlant_3, and wasteTreat-
ment_partialPlant_4. The last operation of the

2nd pruning step is to attach the remaining subtree

of the SES to the two entity nodes chemical-
Production_partialPlant_2 and chemicalProduc-
tion_partialPlant_3. The result of these pruning steps

is illustrated in Figure 5 as intermediate PES 2.

3rd pruning step: In the third pruning step the

two nodes chemicalProductionMASP are resolved. For

each of the two nodes, the number of replications of

the chemicalSubProduction node to generate is com-

puted by the attribute numRep2 using the SESfcn cp-
NumFun. The principle operation of cpNumFun corre-

sponds to ppTypesFun in Section 3.2 (Figure 3). Func-

tion cpNumFun evaluates the underscore attribute _par-
tialPlant at the parent in the intermediate PES 2 as

well as the SESvar PartialPlantTypes and NumChem-
icalSubProductions and calculates the number of enti-

ties to be generated. Besides, an underscore attribute

is implicitly added for each chemicalSubProduction_i
node generated. The variability of a multi-aspect is re-

solved after entity replication. It is renamed to an aspect

and the remaining subtree of the SES is attached to each

node created. In this case, the subtree starts with chem-
icalSubProductionSPEC. The result of the 3rd pruning

step is called intermediate PES 3 in Figure 5. It should

be noted that the couplings attribute must also be ad-

justed, as shown in Section 3.1.

4th pruning step: In the fourth pruning step, the

specialization chemicalSubProductionSPEC is resolved

for each entity chemicalSubProduction_i. This results

in the categorization of each chemicalSubProduction_i
into an acid or base production. The value assign-

ments of the SESvar ChemicalProductionTypes define

the system configuration to be derived in this respect.

The necessary selection rules are variably defined in

the specrule2 attribute of the SES using the SESfcn cp-
TypesFun. The operation of cpTypesFun corresponds

to the previous explanations of the SESfcn. The return

value ’ac’ or ’ba’ decides which specialization to se-

lect. Deleting the specialization node and uniting the

selected child node with the parent node is done anal-

ogously to Section 3.2. The final result of pruning is

shown with the PES in Figure 5.

Short evaluation. The implicitly managed under-

score attribute on entities generated during pruning in

combination with SESfcns allows automated derivation

of a system configuration (PES) specified with SES-

var. However, the complexity of SESfcns increases sig-

nificantly as the number of multi-aspects in a path in-

creases. The axiom of uniformity specified for the SES

states: nodes with the same name need to have the same

variables and isomorphic subtrees. In the SES this ax-

iom is fulfilled, but relaxed in the PES. In Figure 5 the

nodes chemicalProductionDEC do not have isomorphic
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Figure 4: SES with two multi-aspects in one path and each followed by a specialization.

subtrees. In the context of simulation engineering this

does not pose any problem. The extended pruning ap-

proach is implemented in the Python-based toolset [14].

4 Conclusion
The example has shown that the combination of mul-

tiple multi-aspects with subsequent specializations in

an SES path supports a compact specification of a

large number of system variants. The introduction

of an implicitly managed attribute on entities gener-

ated by multi-aspects during pruning supports an au-

tomated derivation of a goal-directed system configura-

tion (PES). Thus, an automatic model generation using

the extended SES/MB architecture is supported.

SNE 33(1) – 3/2023



24

Folkerts et al. Specification and Automated Selection of System Variants

Figure 5: Step-by-step derivation of a system variant by pruning.
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Abstract. Heat conduction modeling in three dimen-
sions with boundary actuation plays an important role
in thermal process engineering, for example in case of
heating plates, laser welding or 3D printing. Here, the
actuators and the induced energy have to be described
exactly for such processes to guarantee a high simula-
tion quality. We introduce Hestia.jl, a software library to
model three-dimensional heat conduction with multiple
spatially distributed heat sources on the boundary.

Introduction

The heat equation is a standard example in numerical

analysis and control theory. Several software tools and

libraries like OPENFOAM [1], FENICS [2], TRIXI.JL

[3] and VORONOIFVM.JL [4] exist to solve heat equa-

tion models in one, two or three dimensions. These

software tools are general purpose solvers for (specific

types of) partial differential equations, which means

they are also applicable for other models like the Poi-

son or Burgers’ equation. However, they often require

solid knowledge in the theory of finite volume or finite

element methods.

We present HESTIA.JL [5], a Julia library [6] to sim-

ulate heat conduction in one, two and three dimensions

with boundary actuation. A discretized heat conduction

model is created in few steps using HESTIA.JL, without

deep knowledge of numerical analysis. This heat con-

duction model is solved in time using high-order nu-

merical integrators provided by DIFFERENTIALEQUA-

TIONS.JL [7].

1 Problem formulation

Heat conduction is often modeled to occur inside

geometrical objects like one-dimensional rods Ω =
(0,L), two-dimensional plates Ω = (0,L)× (0,W ) and

three-dimensional cuboids Ω= (0,L)×(0,W )×(0,H).
These objects are implemented in HESTIA.JL as data

types HeatRod, HeatPlate and HeatCuboid to store

the original dimensions and the spatial approximation

including sampling and number of grid points.

We distinguish linear and quasi-linear heat conduc-

tion depending on the definition of its physical prop-

erties: thermal conductivity λ , specific heat capacity c
and mass density ρ . Constant properties (in case of lin-

ear heat conduction) are stored as a StaticIsoProperty
whereas temperature-dependent properties (in case

of quasi-linear heat conduction) are stored as a

DynamicIsoProperty. In particular, temperature-

dependent properties are assumed to be modeled as

power series, e.g. λ (Θ) = ∑N
n=1 an Θn−1, and the co-

efficients are saved in an array, e.g [a1, · · · ,aN ]. So, we

assume the quasi-linear heat conduction model

ρ(ϑ) c(ϑ)
∂ϑ(t,x)

∂ t
= div [λ (ϑ) ∇ϑ(t,x)]

with (t,x) ∈ (0,T )× Ω and final time T > 0 to be a

generalization of the linear heat equation.

On boundary ∂Ω the variation of temperature ϑ is

affected by the boundary conditions, namely linear heat

transfer

−h(x) ([ϑ(·,x)−Θamb(x)])

and nonlinear heat radiation

−ε(x) σ
[
ϑ(·,x)4 −Θamb(x)4

]
to the environment with ambient temperature Θamb,

heat transfer coefficient h, emissivity ε and Stefan-

SNE 33(1) – 3/2023



28

Scholz and Berger A Julia Library for Heat Conduction Modeling

Boltzmann constant σ , see also [8]. The parameters h,

ε and Θamb are stored in data type Emission and can be

defined for each boundary side separately, see Table 1.

West {0}× [0,W ]× [0,H]

East {L}× [0,W ]× [0,H]

South [0,L]×{0}× [0,H]

North [0,L]×{W}× [0,H]

Underside [0,L]× [0,W ]×{0}
Topside [0,L]× [0,W ]×{H}

Table 1: Names and positions of boundary sides.

2 Actuator configuration

Actuators are only assumed on boundary sides - not

inside the geometrical object. The actuated boundary

sides (west, east, etc.) are partitioned using a checker-

board pattern and for each partition βn an actuator and

its spatial configuration bp can be defined as introduced

in [9]. This spatial configuration describes the possible

spatially distributed intensity of actuation ranging from

zero (no actuation) to one (full actuation). We define a

radial symmetric configuration as

bp(x) =

{
mp · exp

(−‖Mp(x− xc,n)‖2νp
)

for x ∈ βn,

0 for x ∈ BA \βn

with scaling m ∈ [0,1], curvature matrix M ∈ R
3×3,

power ν ∈ N>0 and central point xc,n ∈ βn of the

n-th partition. These coefficients are stored as

RadialConfiguration. The choice of a spatial con-

figuration shall approximate real-world scenarios where

heating elements may not be able to induce the same

amount of energy at each position of its surface. An

example partition and its related actuator configuration

are illustrated in Figure 1.

3 Demonstration example

Next, we explain how to build a simulation of a cooling-

down and heating-up process for a three-dimensional

cuboid. A full listing can be found on GitHub [10].

Setting up the model

We specify the physical properties of a quasi-linear heat

conduction model as ρ := 7800,

c(Θ) := 330+0.4 Θ and

λ (Θ) := 10+0.2 Θ−10−4 Θ2.

These coefficients are stored in arrays as noted in Sec-

tion 1 and a DynamicIsoProperty is created as in

Listing 1.

property =
createDynamicIsoProperty(
[10.0, 0.2, −1e−4], [7800], [330, 0.4])

Listing 1: Create property type for quasi-linear dynamics.

We design a cuboid of length L = 0.3, width

W = 0.2 and height H = 0.1, which is discretized by 40

cells in x1-, 24 cells in x2- and 10 cells in x3-direction.

The model is built as in Listing 2

cuboid =
HeatCuboid(0.3, 0.2, 0.1, 40, 24, 10, property)

Listing 2: Create cuboid model.

The ambient temperature of the boundary conditions

is set to 300 Kelvin. On boundaries west and east we

assume the heat transfer coefficient h = 10 and emis-

sivity ε = 0.6, see Listing 3. On boundaries north and

east we consider only heat transfer with h = 10 and

no heat radiation, all other boundary sides are consid-

ered with zero-Neumann boundary conditions (h = 0

and ε = 0) and do not have to be implemented explic-

itly.

boundary = initBoundary(cuboid)
emission = createEmission(10, 0.6, 300)
setEmission!(boundary, emission, :west)
Listing 3: Specify boundary conditions.

Cooling-down process

Now, the heat equation is approximated in space and

forms an ordinary differential equation (ODE) which is

solved with DIFFERENTIALEQUATIONS.JL. The spec-

ification (geometry, property, boundary conditions) and

the temperatures are handed over to the diffusion!
function to compute the right-hand side of the ODE,

see Listing 4. The cool_down! function forms a stan-

dard interface for numerical ODE integration methods

provided by DIFFERENTIALEQUATIONS.JL.
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cool_down!(dv, v, p, t) =
diffusion!(dv, v, cuboid, property, boundary)

Listing 4: Define interface for ODE solver for cooling-down
process.

The cooling-down process is not depicted here be-

cause we focus on the heating-up process as described

next.

Width

H
ei

gh
t

Config. b2

Actuator 13

Config. b2

Actuator 14

Config. b1

Actuator 15
no actuation

(a) Boundary partition

(b) Actuator configuration

Figure 1: Partition (a) and configuration (b) on east
boundary at x1 = L with configurations
b1: (m1,M1,ν1) = (1.0,50 I3×3,3) and
b2: (m2,M2,ν2) = (0.5,30 I3×3,2).

Heating-up process

The heating-up process extends the previous steps by

specifying the position and spatial configuration of ac-

tuators on the boundary sides as discussed in Section

2. In this example, we assume actuation on boundaries

UNDERSIDE and EAST. The underside is subdivided in

4× 3 partitions and for each of it an individual actua-

tor with configuration b1 where m1 = 1, M1 = 50 I3×3,

ν1 = 3 is specified as in Listing 5.

config = setConfiguration(1.0, 3, 50)

Figure 2: Temperature on the underside at x3 = 0.

setIOSetup!( actuation, cuboid, (4,3),
config , :underside )

Listing 5: Specify actuation on underside.

Boundary EAST is subdivided manually with

2 × 2 partitions, as portrayed in Figure 1, where

two fields are defined by configuration b2 with

m2 = 0.5, M2 = 30 I3×3, ν2 = 2, one field is defined by

b1 as noted above and one field is not actuated. See also

the complete listing [10].

A constant heat input un(t) = 4 · 105 for actuator

n = 1, . . . ,15 (12 actuators on the underside and 3 on

the east boundary) is set and the ODE interface is im-

plemented as in Listing 6.

u_in = 4e5 * ones(15)
heating_up!(dv, v, param, t) =
diffusion!(dv, v, cuboid, property,

boundary, actuation, u_in)
Listing 6: Define interface for ODE solver for heating-up

process.

The heating-up process is simulated for Tf = 200

seconds and the final temperature distribution on the un-

derside (at x3 = 0) and east boundary (at x1 = L) are por-

trayed in Figure 2 and 3. They unveil the strong influ-

ence of the actuator configuration on the resulting tem-

perature distribution which reaches up to 470 Kelvin. A

three-dimensional temperature distribution is illustrated

in Figure 4 for temperatures above 360 Kelvin.

4 Conclusion
We introduced the software library HESTIA.JL for mod-

eling of three-dimensional heat conduction with bound-

ary actuation. The recent version is able to approximate

linear and quasi-linear (isotropic) heat conduction and
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Figure 3: Temperature on the east boundary at x1 = L.

Figure 4: Temperature distribution in the cuboid for
temperatures higher than 360 Kelvin.

to handle radial symmetric actuator configurations. Our

further research will focus on the development of opti-

mal control modules for HESTIA.JL, and on its good in-

tegration in Julia’s Scientific Machine Learning ecosys-

tem.
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Abstract. A novel kNN-based approximation method
for Reinforcement Learning (RL) is used to control and
optimize a Discrete Event Simulation (DES). The method
does not require design parameters, is suitable for un-
known and new simulation environments, and can han-
dle irregular and partially sparse state space. We show in
a demonstrative queuing simulation that the method is
more robust than artificial neural networks and achieves
comparable performance.

Introduction
In this contribution we want to show how Discrete

Event Simulations can be controlled and optimized us-

ing reinforcement learning. From a general perspective,

it is promising to optimize simulations using RL. It pro-

vides the ideal framework to represent time-dependent

decision problems in a very natural approach, while

the simulations can generate sufficient d ata. Changes

in the dynamics of environment can also be addressed

via different exploration strategies. Although a large

number of powerful algorithms have emerged since the

1960s, the broad availability of powerful computational

resources, has extended its applicability in many areas.

Starting with the impressive achievements of DeepQ-

Networks [8] in 2013, this form of machine learning

was becoming increasingly popular. Controlling a sim-

ulation with RL is follows the framework of Markov

Decision Processes (MDPs), where an agent interacts

with an environment. The agent receives the state of

the environment and decides on an action, while the en-

vironment responds with a new state and a reward. The

agent tries to choose his actions in a way that the cumu-

lative reward is maximized. The simulation therefore

represents the environment, in which the agent interacts

within the described loop.

While the basic architecture is very clear, the dif-

ficulty often arises at dealing with the formal require-

ments of the framework. It is a important requirement

to represent the simulation as an MDP. While the op-

timization goals and control options can often be rep-

resented very directly with a corresponding reward and

action set, the so-called Markov property must be ful-

filled for the state variable: The entire (relevant) infor-

mation must be able to be encoded in a single state

which has to be independent of its history. In order

to fulfill these preconditions feasibly, there are various

approaches: The simulation can already be developed

with the background of this requirement and the corre-

sponding state variables can be equipped with a well-

suited encoding. Though it has to be mentioned here

that special knowledge about the nature of the simula-

tion is relevant. This somewhat undermines the claim

of a model-free method. As an alternative to the "hand-

crafted" states, one can take the internal simulation vari-

ables directly. These can basically be used as states

in the MDP framework and should satisfy the Markov

property, but it sadly leads to a very high complexity.

In addition, the resulting state space is very irregular

- many combinations of the individual components of

the state vector are not even possible due to the simula-

tion logic. Large areas of the state space are therefore

not used, while in other areas there is a lot of informa-

tion in a very dense form. Hence, a suitable approxi-

mation method has to be found, which can handle these

specific properties sufficiently well. This contribution

presents a non-parametric approximation method based

on the idea of k-nearest-neighbor classification algo-

rithm, which is very well suited for the mentioned chal-

lenges. We demonstrate the method in the context of

classical Q-learning and Monte-Carlo algorithms.
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Related Work
We want to give a small selection of publications,

which illustrate the successful application and then

go into specific l imitations: I n 1 998, Mahadevan

and Theocharous [7] use the customized algorithm

"SMART" to optimize transfer lines from a fab in-

cluding predictive maintance. The results show supe-

rior performance compared to the classical ’KANBAN’

heuristic. In Waschneck et al. (2018) [11], DQN is suc-

cessfully applied to control a digital twin of a semicon-

ductor fab. The DQN actions control specific dispatch

heuristics to increase overall performance. Shuhui Qu,

Jie Wang, and Shivani (2016) [9] use RL to solve a dis-

patching problem in factories. A simulation was cre-

ated special as MDP and the learned rules are more cost

effective than most well-known heuristics. Doltsinis,

Ferreira, and Lohse (2014) [3] use RL to optimize a

production startup in an ’automatic assembly station’.

The use of a batched Q-learning algorithm shows the

general suitability of this decision-supported approach.

Some selection of general approaches, which focuses

on the general connectivity of RL with simulations:

Capocchi et al. (2022) [5] show how DEVS proper-

ties can be used within a RL integration focusing on

temporal, hierarchical and multi-agent aspects. Lang

et al. (2021) [6] demonstrate the application of DEVS

to a production planning problem. In this approach, it

is shown how control can be performed using a stan-

dardised interface (OpenAi Gym). In Greasley (2020)

[4], various software products from simulation and ma-

chine learning are examined for connectivity. Some in-

teresting considerations are also made about the struc-

ture of a useful connectivity component. In Choo et

al. (2020)[2], the general problem that discrete event

simulations cannot be directly translated into MDP is

pointed out. It is proposed to translate the state space

and action space of the simulation into their counter-

parts in the RL formalism using equivalence classes.

The approach sounds interesting, but unfortunately no

statement is made about the concrete form of the rela-

tionship.

Method
.1 Architecture

The architecture of our setup can be summarized in Fig-

ure 1. For the interface of the simulation we use the in-

terface of OpenAi-Gym [1], by which the states, actions

and the reward are exchanged. The simulation-internal

variables are made accessible to the agent as a state vec-

tor without further processing. The agent has no further

information about the model apart from the state vec-

tor and the simulation is technically controlled by this

model-free agent. Both the implementation of the code

for the approximation and learning feature, as well as

the implementation of the simulation was done in the

programming language Julia. The framework "SimJu-

lia" was used for the simulation and the modeling fol-

lows the agent-based paradigm.

Figure 1: General overview of the architecture of the
simulation and the RL agent. The approximator
must represent the underlying state space
sufficiently well.

.2 Approximation Method for
Reinforcement Learning

On the agent side, we strongly separate between the el-

ements of "learner", "approximator" and "policy". This

is also illustrated in Figure1. For the case-study below,

we use the update rules from classical Q-learning. For

the state space S, action space A, α ∈ R, γ ∈ R and a

possible reward r ∈ R the update rule can be written as

q(s,a) := q(s,a)+α(r+ γ max
a∈A(s′)

(q(s′,a))−q(s,a)).

(1)

with s ∈ S and a ∈ A. We use this update rule in connec-

tion with various approximation methods such as "State

Aggregation", "Tile-Coding" and "Linear Regression".

We also use Monte-Carlo-1st-Visit [10] and a Deep

Q-Network [8] with two different capacities as a refer-

ence.

Since A is finite, an optimal policy π is immediately

calculated as

π(s) := argmaxa∈A(s)q(s,a), (2)
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Figure 2: Performance of k-NN approximation in combination with Q-Learning and first-visit Monte Carlo compared to other
common approximation methods, in simple-deterministic (n = 20), simple stochastic (n = 20), complex-deterministic
(n = 20), and complex-stochastic tasks (n = 20).

where ties are broken randomly, after having computed

the action-value function q.

Our method for approximating q(s,a) is based on

the idea that the collected interactions between agents

and environment are grouped into (k-d)-Trees to the re-

spective action a ∈ A. The RL update rules provide an

error that is added to the current estimate of an exist-

ing query. To obtain q(s,a) in a query, every KD-tree

is searched individually for the k nearest neighbors of a

state for each action and the q-value is calculated by the

arithmetic mean over the k stored values.

Queuing Simulation as Case
Study

.1 Simulation Description

We consider 4 different scenarios from a typical queu-

ing simulation at a service desk. In the simple model,

the agent can change the configuration o nce i n each

time window between 0 and 5 open cash registers, while

in the more complex model 10 changes can be made per

time window and it is possible to open up to 7 cash reg-

isters simultaneously. The service time for each cus-

tomer is 0.25 hours, and the staff budget is 5 hours

in both cases. In the stochastic case, the arrival times

are sampled from a Poisson distribution where we have

peaks in the later morning and in afternoon. The pa-

tience p of the customers is sampled from a uniform dis-

tribution between 3 and 5, and the service time is sam-

pled from a normal distribution with mean 0.25 hours

and standard deviation σ = 0.05 hours. In the more

complex case, the agent can make a decision and rede-

ploy staff 10 times per hour. Therefore, the complexity

increases slightly. This simulation is designed in such

a way that in the deterministic case, 60 customers visit

the bank per day, and 15 staff hours would theoretically

be required to serve for all customers. However, there

are far too few resources. The state-space of the agent

consists of the time of day, the length of the queue, and

the number of open desks. One episode is divided into

ten-time units. A reward of +10 is received for a com-

pleted request and −10 for an abort.

.2 Experimental Results

Over 10k episodes were simulated for all 4 scenarios.

Mean and standard deviation were determined over 20

independent runs. Known approximation methods from

the literature were taken up as a comparison. These

were configured to the best of our k nowledge. The re-

sults can be seen in Figure 2.

In the simple case, classical DQN can adapt very

well to both the deterministic and the stochastic vari-

ants. Linear regression, even in the simple case, is able

to provide useful state approximation only at a very

late stage. In the more complex case, the kNN variants

lead very quickly to a good policy, while other methods

would probably require further and more costly adap-

tation of the design parameters. We can verify that the

approximation by the kNN method works sufficiently

well in both cases and that classical methods by state

aggregation do not have sufficiently well approximation

properties in connection with RL. Neural networks also

provide a good performance, but were complex to con-

figure in order to achieve a learning behavior.
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Discussion and Conclusion
We observe that the state space approximation by k-

NN is superior to classical simple methods. In perfor-

mance comparison with DQN, the universal approxima-

tion property of neural networks can provide good per-

formance here. A fairly big advantage of this method

in the context of simulations is the robustness against

proper ranges of values in the state representation and

the necessary design parameters in the approximation

itself. These are serious advantages in the development

and actual usage as an optimization method. While

in parametric approximation methods one has to find

a very balanced dimensioning for a good performance,

this is not necessary in the present case. Furthermore,

the simulation variables can be taken directly and do not

need to be specially prepared by some pre-processing.

This is remarkable especially in the case of neural net-

works, where the performance can be very relevant

mostly due to the size of the network and also the en-

coding of the information in the first l ayer. While the

kNN approximation does not require any design param-

eters, for the other methods a complex evaluation pro-

cess was necessary to show any learning behavior at all.

Especially the choice of the neural network leaves only

a narrow range between over and underfitting. There-

fore, we see the advantages of the k-NN approximation

in connection with classical RL algorithms especially in

the parameter-free operation.

Future Work
Subsequently, we will look at how well this method

works for more complex simulations with non-

equidistant decision logic. We also want to extend our

basic architecture to agent-based simulations that are

not explicitly designed for use within an MDP. Another

opportunity is to apply this non-parametric method with

current policy gradient algorithms in the actor-critic de-

sign pattern. We expect it to be particularly well suited

in the stochastic case.
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Abstract. Virtual stochastic sensors (VSS) enable the re-
construction of unobserved behavior of discrete or hy-
brid stochastic systems from observable output. Aug-
mented stochastic Petri nets (ASPN) are user models for
VSS and describe discrete stochastic models that pro-
duce discrete output symbols based on the transitions or
system states. Hybrid ASPN (H-ASPN) can describe hybrid
stochastic systemswith continuous quantities that are in-
fluenced by and interact with the discrete system parts,
producing samples of these continuous system quanti-
ties as observable output. Real-world systems often con-
tain both of these types of observable output. In house-
hold energy models, the total consumption is a continu-
ous quantity that can be sampled regularly. Additionally,
the usage behavior of some appliances might be known
in advance or can be monitored easily, resulting in ob-
servable discrete symbols. Being able to utilize both of
these for behavior reconstruction, promises better re-
sults than using either one alone. In this paper, we de-
scribe an extended H-ASPN paradigm for modeling sym-
bol output as well as sample measurement for partially
observable hybrid stochastic systems. We demonstrate
the paradigm on a small non-intrusive appliance load
monitoring (NIALM) example and test the behavior re-
construction. The extended H-ASPN modeling paradigm
enables faster andmore reliable behavior reconstruction
results, when using both observable symbols and sam-
ples. The experimental results indicate that extended H-
ASPN could lead the way to practically feasible VSS for
hybrid systems.

Introduction
Simulation and modeling are used in a forward manner

to observe existing systems, build abstract representa-

tions and experiment with these in order to draw conclu-

sions on the original systems behavior. Many systems

are however not directly observable, but only through

their output or interaction with the environment. To

analyze these partially observable systems, a backward

approach of behavior reconstruction based on the ob-

served output becomes necessary.

Virtual stochastic sensors (VSS) formalize and

solve the inverse problem of determining unobservable

likely stochastic system behavior based on observable

stochastic output. In [1] VSS for discrete and hybrid

systems are formalized and tested on academic and real-

world applications. Two VSS user models are intro-

duced: Augmented stochastic Petri nets (ASPN) can de-

scribe discrete systems that generate output in the form

of discrete observable symbols from an alphabet. This

output can be triggered by the firing of a transition or

based on the current system state. Hybrid augmented

stochastic Petri nets (H-ASPN) describe hybrid stochas-

tic systems with continuous reward measures that are

sampled independently of the system behavior to gen-

erate output protocols.

In a partially observable real-world system, the sym-

bols or samples that are observable can be very differ-

ent in nature and generated by a wide range of pro-

cesses: light barriers can detect the passing of an object

or person; physical sensors can measure temperature,

air pressure, or light intensity; RFID readers can detect

the time and ID of an item passing or residing within

their range. Most of these can be categorized as either

sample or discrete symbol, but a single system may gen-

erate both types of observable output. e.g. smart meters

can record household energy consumption, which is a

continuous measure, and electrical usage monitors can

detect when a specific appliance was switched on and

off, which can be interpreted as a specific symbol. Cur-

rently, ASPN can model discrete signal emissions, and

H-ASPN the samples of continuous measures, but there

exists no modeling paradigm, that can incorporate both

types of emissions. Restricting the model to only one

type of emission would disregard readily available in-

formation and therefore likely lead to mediocre results
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compared to an approach including both types of emis-

sions. Therefore, we introduce a model type that can

represent both samples and symbols.

In Section 1 some background on VSS and other

related work is given. The formalization of an ex-

tended hybrid augmented stochastic Petri net is shown

in Section 2, also addressing necessary changes to the

underlying solution algorithm. We demonstrate the

paradigm and the behavior reconstruction capability us-

ing a NIALM problem in Section 3, showing the benefit

of combining symbol and sample output. Section 4 will

discuss the results and implications.

1 State of the Art

The concept of virtual stochastic sensors (VSS) was

introduced in [2] and has since evolved into a frame-

work to describe and solve backward problems in mod-

eling and simulation ([1]). VSS enable the behavior

reconstruction of a broad range of partially observable

stochastic systems based on the observable output.

Originally, hidden non-Markovian models (HnMM)

were developed as computational models for VSS

([3]). Increasing feasibility, conversive hidden non-

Markovian models restrict the modeling power to en-

able a much more efficient solution ([4]). Hybrid

hidden non-Markovian models (HHnMM) expand the

paradigm to include continuous measures ([5]). The

Proxel method ([6]) is used for the actual behavior

reconstruction task. It is a state space-based simula-

tion method, which enables a deterministic analysis of

stochastic models with arbitrarily distributed process

durations employing the method of supplementary vari-

ables. Behavior reconstruction for discrete systems of

realistic size is currently feasible. However, the ex-

tension to hybrid systems increases the computational

complexity drastically, making hybrid VSS only appli-

cable to small scale academic models so far.

The user models defined for VSS are augmented

stochastic Petri-nets (ASPN), which were first intro-

duced in [4]. ASPN are based on well known stochas-

tic Petri net paradigms ([7, 8]) and expand these us-

ing ideas from hidden Markov models (HMM) ([9]) by

emissions of discrete symbols. These emissions can ei-

ther depend on the current system state or can be trig-

gered by the firing of a transition. In both cases, the

emission time is recorded in a protocol along with the

emitted symbol. The hybrid components in H-ASPN

are modeled using ideas from stochastic reward nets

(SRN) ([10]) and fluid stochastic Petri nets (FSPN)

([11, 12]). The observable output of a hybrid ASPN

is generated by an independent sampling process, that

records the values of one or more of the continuous

quantities in a protocol along with the sampling time

stamp. [1]

By utilizing both continuous and discrete output for

VSS behavior reconstruction, we hope to increase the

degree of observability of the systems. The concept

of observability is also found in control theory, where

Kalman filters are used to estimate the development of

a system. What is also similar to VSS is the goal of

determining a systems internal state from external mea-

surements. Originally, Kalman Filters are designed to

estimate the development of deterministic linear sys-

tems in discrete steps. Since then, Kalman Filters have

been extended to deal with stochastic and non-linear

systems and are widely used to predict unobserved or

future states of such systems. The general idea is to

predict the system development based on an estimate of

the current state, and then correct the prediction based

on possibly noisy measurements. [13, 14]

VSS differ from Kalman Filters in that it is not nec-

essary to formalize the exact structure of the state and

observation equations, including the noise and error

terms. Instead, by mimicking the system development

and exploring the expanded model state space step by

step, we not only avoid the mathematical complexity of

Kalman Filters, but also allow for infrequent measure-

ments, observations stemming from state changes and

completely unobservable states. VSS represent an addi-

tion to the myriad of tools for estimating unobservable

quantities and can be employed when the structure and

dynamics of the partially observable system are known

and can be described by a discrete or hybrid stochastic

model such as the ones presented here.

2 Hybrid Augmented Stochastic
Petri Nets

In this section, we describe the combination of ASPN

and H-ASPN in detail, including the individual model

components. The notation and semantics use the for-

malization from [1]. Therefore, the individual elements

do not differ from the ones described there, but only

their combination.

Formally, an H-ASPN is a tuple

HnMM = (P,T, I,O,H,M0,V,b,W,w0,GF, ir,rr)
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with the following elements:

• P = {p1 . . . p|P|} is a set of Places representing

physical locations or system states. The marking

of the H-ASPN is given by the distribution of to-

kens in the places of the net M ∈ M̂ = N
|P|.

• T = {t1, ...t|T |} is a set of transitions, which is par-

titioned into a set of immediate transitions TI and a

set of timed transitions TT .

– An element of TI is associated with a prob-

ability TI → [0,1], denoting the firing proba-

bility in competition situations. If the proba-

bility is not stated, it defaults to 1. Immedi-

ate transitions can fire as soon as they are en-

abled, according to their assigned probability.

– An element of TT is associated with an ar-

bitrary continuous distribution function and

possibly a memory policy (race-age or race-

enable). This distribution describes the firing

time, which needs to elapse between enabling

and firing of a transition.

• I,O,H : P× T → N0 are incidence functions and

specify the connection between places and transi-

tions.

– If I(p, t)> 0, an input arc leads from place p
to transition t. The value of I(p, t) determines

the number of tokens that need to be present

in place p for transition t to be enabled, and

likewise the number of tokens destroyed in p,

when t fires.

– If O(p, t) > 0, an output arc leads from tran-

sition t to place p. The value of O(p, t) deter-

mines the number of tokens that are created

in place p when t fires.

– If H(p, t) > 0, an inhibitor arc leads from

place p to transition t. The value of H(p, t)
determines the number of tokens that need to

be present in p for transition t to be disabled.

• M0 = (m1 . . .m|P|) (M0 : P → N0) holds the ini-

tial marking of the H-ASPN, where mi denotes the

number of tokens in place pi at the initialization of

the system.

• V = {v1 . . .v|V |} is the set of discrete output sym-

bols of the net.

• b : V ×P∪V ×T → [0,1] describes the output be-

havior of the net, mapping the element generating

the output and the output symbol to an output prob-

ability. In most cases, outputs are associated either

to transitions or to places, a combination is how-

ever also conceivable and therefore not ruled out.

– If the output is generated depending on the

current system state, then b : V ×P → [0,1].
If a state can produce output symbols, then

the sum of the probabilities of all output sym-

bols of the state must be 1: ∃b(vi, p j)> 0 ⇒
∑k=1...|V | b(vk, p j) = 1.

– If the output is generated depending on the

ASPN transitions, then b : V ×T → [0,1]. If

a transition can produce output symbols, then

the sum of the probabilities of all output sym-

bols of that particular transition must be 1:

∃b(vi, t j)> 0 ⇒ ∑k=1...|V | b(vk, t j) = 1.

• W : {w1 . . .w|W |} is a set of variables, representing

continuous system quantities. The current values

of these quantities are given in w|W | ∈ Ŵ = R
|W |.

• w0 = (w1 . . .w|W |) contains the initial values of the

continuous system quantities.

• GF : T ×N
|P| ×R

|W | → 0,1 describes the marking

dependent guard of each transition. If the Boolean

expression evaluates to 1, the transition is enabled,

and it is disabled otherwise.

• ir : T × M̂ ×Ŵ → R (or R|W |) describes a type of

impulse reward, which can change the value of a

continuous quantity immediately. The change can

be dependent on the current marking of the ASPN.

• rr : P× M̂ ×Ŵ → R (or R|W |) describes a type of

rate reward, which can change the value of a con-

tinuous quantity continuously. The rate of change

can be dependent on the current marking of the

net. The rate reward can be associated to a specific

place or can be completely independent of the dis-

crete system state and be represented by an ODE.

The marking of the places and the values of

the continuous quantities together form the potential

state space of the H-ASPN M̂ × Ŵ . The elements

P,T, I,O,H,M0 were taken from Petri nets and are

widely known. For more details on the semantics and

dynamics of SPN refer to general Petri net literature

[7, 8].

Elements V and b hold the augmentation informa-

tion. The specific output semantics are the following:
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when a transition with associated output symbols fires,

one of these symbols is emitted, sampled according to

their probabilities. When symbols are associated with

places or specific system states, observations are made

through an independent process. The symbol is sam-

pled depending on the current system state and associ-

ated output symbols. Observed outputs are collected in

a protocol with their respective emission or sampling

time stamps. Samples of the continuous measures can

be taken at any time, and will be collected in a pro-

tocol associated with the time when they were drawn.

The protocol can contain values of different continu-

ous quantities, but not every continuous system quantity

must be represented.

2.1 Modifications to Computational Model
and Solution Algorithm

In order to enable behavior reconstruction for this mod-

ified H-ASPN model type, we also need to adapt the

computational model and solution algorithm. Analo-

gously to the combination of the user models, the com-

putational model was created by combining the output

processes of hidden non-Markovian models (HnMM)

and hybrid hidden non-Markovian models (HHnMM)

[1] to incorporate discrete symbol emissions as well as

samples of continuous model variables.

As solution method, we extended the Proxel-based

analysis algorithm for hybrid models (see [1, 5]) to per-

form behavior reconstruction for extended H-ASPN.

The trace can now contain samples of the continuous

model quantities as well as discrete output symbols, and

both will be handled accordingly. As described in [5],

the parametrization process for the Proxel method for

hybrid systems is tedious, since the inclusion of contin-

uous variables considerably increases the complexity of

the models. Countering the inherent problem of state-

space explosion of the Proxel method becomes more

difficult with more method parameters. Instead of hav-

ing a binary decision on the validity of a Proxel, as with

discrete outputs, the estimate of the continuous mea-

sure in the Proxel can be within ε of the observed sam-

ple. The size of ε and the cutoff probability or number

for pruning the Proxel tree both need to be balanced,

in order to achieve a useful reconstruction result in a

computationally feasible manner.

In the following experiment section, we will show

how the behavior reconstruction works for the extended

paradigm.

3 Example and Experiments

For our proof of concept, we will use a small example

constructed from the UMass Smart* Data Set for Sus-

tainability [15] (2013 release). The data was gathered

from several private homes over the period of several

months, and includes aggregate power readings, circuit

and appliance level consumption as well as environ-

mental data. The goal of non-intrusive appliance load

monitoring (NIALM) is to dis-aggregate a cumulative

household energy consumption into the contributions

of individual appliances or circuits. For demonstra-

tion purposes, we have chosen a subset of three circuits

with different characteristics from House A, namely the

Dryer, MasterLights and CounterOutlets1. For a de-

tailed description of the model construction, please re-

fer to [16]. The data set uses UNIX time stamps, and

thus seconds as basic time unit. The goal for the exper-

iments is to determine the unobserved system behavior

in terms of appliance state changes from the cumulative

power consumption, with and without information on

individual appliances state changes.

3.1 NIALM Example System

We parameterized the model using the circuit level

data of five consecutive days (May 6th to 10th), and

performed behavior reconstruction using the aggregate

power consumption of the following day (May 11th).

The graphical representation of the H-ASPN can be

found in Figure 1. Well known Petri-net elements are

represented as follows, places as circles, timed transi-

tions as open rectangles, immediate transitions as verti-

cal bars associated with a probability, and arcs as solid

line arrows. The places represent tangible appliance us-

age states (Dr1, Dr2, Dr3, ML1, ML2, CO1, CO2). The

timed transitions associated with the state changes of

the MasterLights (MLon, MLoff ) and the CounterOut-
lets (COon, COoff ) emit a symbol when firing, denoted

by a dotted arrow. The different rate rewards in the dif-

ferent appliance states are depicted by dashed arrows

annotated with the average consumption rate in that

state. Since the appliances have separate state spaces,

the rewards of the currently active states are added to

form the overall current consumption (collected in Re-
ward r). For clarity reasons, not all elements of the H-

ASPN are named.

In the formal description of the H-ASPN in Figure

2, H, ir and GF are omitted, since the system does not
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Figure 1: H-ASPN of the NIALM Example Process

include inhibitor arcs, impulse rewards or guard func-

tions.

The timed transitions governing the appliance state

changes were fitted with Weibull distributions and Ex-

ponential distributions with the same expected values.

The Weibull distribution was used, since it mimics the

actual switching behavior of the appliances best [16],

and the Exponential distribution as comparison, be-

cause it is least restrictive, being memoryless. In con-

trast to the models used in [16], where histograms are

used to represent a small number of different consump-

tion levels per state, we only used one average power

consumption value per state.

3.2 Validation Experiment

The cumulative consumption trace of May 11th was

extracted from the Smart* Data Set, as were the state

change points of the MasterLights and the CounterOut-
lets1. The time stamps were normalized to start at 0

with the first item of the trace. An excerpt of the trace

is depicted in Table 1. The ground truth, in terms of

state changes in all three appliances is also known from

the data set and depicted in Table 2, where one can see,

that on the test day, the Dryer was not in use at all, but

stayed in state Dr1 with the lowest consumption.

In the experiments, we want to test, how includ-

Trace
Time Stamp Sample/Symbol

... ...

5169 287789

6175 466894

6175 MLon
6178 467708

6287 498265

6358 518035

6362 519155

6554 529992

6554 MLo f f
6714 538616

... ...

Table 1: Excerpt of the Cumulative Consumption Trace with
Symbols

ing some symbols in the trace affects the accuracy of

the reconstruction, compared to a reconstruction based

only on samples. Therefore, we constructed the model

in different variations: (0) no symbol emissions at all,

(1) state changes of the MasterLights and CounterOut-
lets are detectable, however cannot be distinguished

through the symbol emitted, (2) the state changes of

MasterLights and CounterOutlets are detectable and

can be distinguished from their symbols, which corre-

sponds to the model formalized in the previous section.
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Circuits = (P,T, I,O,M0,V,b,W,�v,rr)

P = {Dr1,Dr2,Dr3,Dr1Done,Dr2Done,

ML1,ML2,CO1,CO2}
TI = {Dr1to2,Dr1to3,Dr2to1,Dr2to3}
TT = {Dr1T ,Dr2T ,Dr3T ,ML1T ,ML2T ,

CO1T ,CO2T}

I(p, t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 : (p = Dr1∧ t = Dr1T )
∨(p = Dr3∧ t = Dr2T )
∨(p = Dr2∧ t = Dr3T (
∨(p = Dr1Done∧
(t = Dr1to2∨ t = Dr1to3))
∨(p = Dr2Done∧
(t = Dr2to1∨ t = Dr2to3))
∨(p = ML1∧ t = ML1T )
∨(p = ML2∧ t = ML2T )
∨(p =CO1∧ t =CO1T )
∨(p =CO2∧ t =CO2T )

0 : else

O(p, t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 : p = Dr1Done ∧ t = Dr1T
∨p = Dr2Done ∧ t = Dr2T
∨p = Dr1∧ t = Dr2to1

∨p = Dr2∧ t = Dr1to2

∨p = Dr2∧ t = Dr3to2

∨p = Dr3∧ t = Dr1to3

∨p = Dr3∧ t = Dr2to3

∨p = ML1∧ t = ML2T
∨p = ML2∧ t = ML1T
∨p =CO1∧ t =CO2T
∨p =CO2∧ t =CO1T

0 : else

M0 = (1,0,0,0,0,1,0,1,0)

V = {MLon,MLo f f ,COon,COo f f}
b(MLon,ML1T ) = 1

b(MLo f f ,ML2T ) = 1

b(COon,CO1T ) = 1

b(COo f f ,CO2T ) = 1

else b(v, t) = 0

W = r

�w0 = (0)

rr(Dr1) = 4.5

rr(Dr2) = 1071

rr(Dr3) = 5918

rr(ML1) = 46

rr(ML2) = 283

rr(CO1) = 5.7

rr(CO2) = 1500

Figure 2: Formal description of H-ASPN of the NIALM Example Process
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Generating Path
Time Stamp State Change

6175 ML1T
6554 ML2T
6982 ML1T
7381 ML2T
7659 CO1T
7874 CO2T

Table 2: Ground Truth for Appliance State Changes

In case (0), the trace only contains samples of the con-

tinuous quantity, and the times when they were mea-

sured. In cases (1) and (2) the trace also contains sym-

bols with the time stamps of when they were emitted.

For the experiments, we used a maximum simula-

tion time of 10,000, encompassing all symbols and state

changes in the ground truth, and a Proxel discretization

time step of 60 seconds. For all experiments shown

here, we varied the ε cutoff threshold and Proxel cutoff

number to result in a feasible run, with smallest possible

ε . Both parameters affect the number of paths discov-

ered and the runtime [5, 1], and therefore will not be

compared here directly. The ε parameter had to be cho-

sen at 10,000 or more, since the time step of 60 could re-

sult in large gaps between actual and reconstructed state

change times, resulting in larger deviations between the

actual and the reconstructed consumption.

As a first test, we ran the Proxel analysis algorithm

with the version (0) models and traces without symbol

emissions. The model with Weibull distributions re-

sulted in paths with 166-170 state changes, which cor-

responds to one state change in almost every time step

of the analysis, most of these of MasterLights or Coun-
terOutlet. Thus the reconstructed paths using the model

with Weibull distributions bear no resemblance to the

ground truth path, and are therefore not practically use-

ful. The most likely path reconstructed using the model

with Exponential distributions is shown in Table 3. The

algorithm failed to reconstruct the state changes in the

MasterLights, mis-matching two of them as Counter-
Outlet switches, but at least matching the switch tim-

ings. Considering the ambiguity and large time step size

of the reconstruction, this is a mediocre result.

As a next step, we used model variant (2), where

MasterLight and CounterOutlets1 state changes are de-

tectable and can be distinguished by the symbols emit-

ted. Unfortunately, the paths reconstructed using the

model with Weibull distributions again contained one

state change in almost every time step, and were there-

Reconstructed Path
Time Stamp State Change

6120 CO1T
6240 CO2T
7620 CO1T
7920 CO2T

Table 3: Reconstructed Path Without Detectable State
Changes

fore not useful here. The most likely path reconstructed

using the model with Exponential distributions is shown

in Table 4. The path resembles the ground truth very

closely, only the Dryer state change from Dr1 to Dr2

at 6120 and back again 2 minutes later does not corre-

spond to the actual system behavior. This shows that,

even if only some state changes are detectable, the re-

construction resembles the ground truth much better

than without detectable state changes.

Reconstructed Path
Time Stamp State Change

6120 DR1T
6120 DR1to2

6180 ML1T
6240 DR2T
6240 DR2to1

6600 ML2T
7020 ML1T
7440 ML2T
7680 CO1T
7920 CO2T

Table 4: Reconstructed Path With Distinguishable State
Changes

In model variant (1) all detectable state changes emit

the same symbol, which decreases the systems degree

of observability by making the state changes indistin-

guishable. The reconstructed most likely path still cor-

responds to the one with distinguishable state changes

depicted in Table 3, correctly matching MasterLight
and CounterOutlets1 state changes.

3.3 Performance Analysis

We also want to compare the algorithm performance

when including or excluding symbols. We will only use

the two models using Exponential distributions, since

only these resulted in useful reconstructions. When

comparing the runtime for both algorithms with the

same ε and cutoff threshold parameters, the analysis of
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the model without symbol emissions needs 20 seconds,

whereas the analysis when including symbols needs

only about 4 seconds.

Figure 3 shows the development of the number of

valid paths over time. The upper graph shows the num-

ber oscillating around 1500 but staying above 500 af-

ter an initial period. The lower graph shows more pro-

nounced drops in this number, some of which can be

associated to observed symbols. This is due to the

higher degree of observability of the model including

detectable state changes, and thus a larger number of

paths becoming invalid throughout the analysis.

Figure 3: Valid Paths Over Simulation Time Without (Top)
And With (Bottom) Detectable State Changes

Figure 4 shows the development of the trace proba-

bility in log scaling over time. In both cases, the proba-

bility decreases gradually, until the first detectable state

change, also in the model without state change detec-

tion. In the lower graph, each detectable state change

leads to a more noticeable drop in trace probability,

since invalidating paths decrease the remaining prob-

ability in the analysis.

3.4 Result Discussion

Since the application example presented here is in-

tended only as a proof of concept for the usefulness of

Figure 4: Trace Probability Over Simulation Time Without
(Top) And With (Bottom) Detectable State Changes

extended Hybrid-ASPN, improving the results further is

future work, and needs more extensive research. Based

on these experiments, we can conclude, that behavior

reconstruction based on a combination of discrete sym-

bol emissions and samples of continuous measures is

possible using the Proxel-based method. Furthermore,

is the reconstruction accuracy of the method consider-

ably improved by using the combination of symbols and

samples. In the example tested here, the model was to

coarse to allow accurate reconstruction only based on

samples of the continuous quantity. Only the inclusion

of samples resulted in reconstructed paths close to the

ground truth. Increasing the models degree of observ-

ability through the inclusion of symbols, results in a 5

times faster runtime for the example investigated here.

This is due to a smaller number of possible paths that

need to be tracked during the analysis, thus resulting in

a reduction in state space explosion.

4 Conclusion and Outlook

The paper introduced a user model for virtual stochastic

sensors to perform behavior reconstruction of partially

observable hybrid systems based on observable out-

put. In contrast to the user models so far, the extended
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Hybrid-ASPN enable the modeling of two different

types of system output, samples of continuous mea-

sures as well as discrete symbols. The new paradigm

is demonstrated using a NIALM example problem. The

reconstruction experiment shows that being able to uti-

lize both symbols and samples for behavior reconstruc-

tion considerably increases the method performance

and result accuracy. The increase in performance when

including symbols along with sample output shows a

way of making virtual stochastic sensors for hybrid sys-

tems feasible. Future work must include further inves-

tigation of the presented application in NIALM. Com-

plete household models should be tested, as well as a

more detailed representation of the state output. This

and further real world application scenarios can lead to

practically feasible VSS for partially observable hybrid

stochastic systems.
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Abstract. This paper presents a domain-specific con-
figurable, modular platform for route guidance and tra-
jectory planning (doplar) of intelligent vehicles in differ-
ent cyber-physical traffic systems, which can be used in
projects of different domains. Due to its modular struc-
ture, this platform can be used both in road traffic and
in the context of Industry 4.0 or Smart Home applica-
tions. The big advantage of this platform is that core
modules such as the route guidance can be retained and
only individual modules, e.g. for wireless communica-
tion, must be adjusted. The goal of the entire platform is
to plan an optimized vehicle operation according travel
time and energy consumption, incorporating dynamic
environmental data available from wireless communica-
tion within the cyber-physical transport system.

Introduction
A key characteristic of a cyber-physical system is the

blurring of boundaries between mechatronic compo-

nents that communicate via a network infrastructure

such as the internet. This steadily increasing degree

of networking and functional diversity is leading to in-

creasingly complex, distributed systems with more and

more intelligent functions. Such systems are charac-

terized by the integration of a wide variety of compo-

nents with different requirements for real-time capabil-

ity, safety and timing, which must all interact reliably

within the framework of the CPS. Accordingly, model-

ing, synthesis as well as validation are complex. Real-

time realization and testing in particular requires a lot

of effort due to the lack of a real environment and real

communication partners [1].

An intelligent vehicle must be capable of perform-

ing the four basic tasks of measuring, recognition, plan-

ning and execution in order to achieve its intrinsically

set or extrinsically motivated goal. First of all, it must

detect (measure) its environment with sensors and pro-

cess (recognize) the sensor information for environ-

ment perception. Based on that, the autonomous sys-

tem makes decisions about its behavior and its inter-

action with the environment (planning) and finally re-

alizes these decisions with the help of its actuators to

execute the basic movement.

Motivation
At Ostfalia University, several transdisciplinary joint

projects are being carried out in which cyber-physical

systems are investigated in various domains, such as

road traffic, Industry 4.0 or Smart Home.

This paper presents the domain-specific config-

urable, modular platform for route guidance and trajec-

tory planing (doplar) of automated transportation sys-

tems in cyber-physical traffic system, which can be ap-

plied to every of these above introduced and further

projects in order to develop reuseable functions. The

aim of this platform is the planning of an optimized

vehicle operation with regard to travel time and en-

ergy consumption, including dynamic environmental

data from wireless communication within the cyber-

physical transport system. The paper will detail on

the route guidance and its exemplary application for a

cyber-physical laboratory test field for intelligent mo-

bility applications [2] developed at Ostfalia.

Methodology
It is obvious that the development of cyber-physical

systems in general or of the platform doplar requires

a clearly structured, methodical approach due to the

complex and interconnected individual functions. In or-

der to master the overall complexity and the interdisci-

plinary research and development process in the fields

of mechanics, electronics as well as control, informa-

tion and communication technology, a systematic struc-

turing of the entire mechatronic system is necessary.
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Cyber-physical Production System IoT-Module 
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Fig. 1: Mechatronic structuring and hierarchization of a cyber-physical industry 4.0 production plant

With the help of mechatronic structuring according

to [1], the entire system is structured hierarchically in

a top-down process starting from the main function and

subdivided into partial and/or sub-functions. The indi-

vidual functions are encapsulated in modules with de-

fined interfaces, which can be combined into groups to

fulfill higher functionalities. This mechatronic structur-

ing is carried out on four levels:

• Mechatronic Function Module (MFM): The lowest

hierarchical level is made up of the MFM, consist-

ing of mechatronic systems that cannot be further

divided, including the mechanical support struc-

ture, sensors, actuators, bus communication and

information processing. Each encapsulated MFM

has a defined functionality and describes the dy-

namics of the system.

• Mechatronic Function Group (MFG): MFGs are

created by coupling several MFMs and adding a

higher-level information processing. MFGs enable

the implementation of more sophisticated func-

tions by using the subordinate MFMs with their

actuators.

• Autonomous Mechatronic System (AMS): The

overall mechatronic system forms the next hier-

archical level of the AMS by combining several

MFGs. After processing the available information,

set values for subordinate MFGs and MFMs are

generated.

• Networked Mechatronic System (NMS): If several

AMSs are operated side by side, e.g. to process

a customer order, a higher level of coordination is

required. This coupling with information technol-

ogy at the highest level is a NMS, or in this case

a cyber-physical production system, which corre-

sponds to an industrial 4.0 production line or an

industrial 4.0 factory. The product information is

managed by the high-level cyber-physical produc-

tion system and forwarded to all relevant compo-

nents of the production line, e.g. via WLAN.

Figure 1 exemplary illustrates the modular and hierar-

chical structure of an autonomous industrial 4.0 produc-

tion plant consisting of several AGVs and production

machines as focussed in the project Synus, which is the

basis of the pilot application focused in this article. By

adding or exchanging MFM, MFG or AMS, the NMS

can be configured as required.

At the lowest level for the AGVs there are four

MFMs with smart drive units for the realization of the

set forces and moments and one MFM for the power

supply, which consists of the battery modules and the

battery management, which, among other things, mon-

itors the battery during operation and balances the

charge. The integrated dynamics control for controlled

vehicle dynamics and the energy management for con-

trolling and monitoring the energy flows are arranged

hierarchically above. AGVs and production machines

as mechtronic complete systems are arranged hierarchi-

cally one level higher than AMS.

The highest level of the NMS is formed by the cou-

pling with information technology of the AGVs and

production machines in the production plant. Mecha-

tronic structuring is followed by mechatronic composi-

tion. In a bottom-up process, each module, starting with

the lowest hierarchy level of the MFM, is designed, val-

idated and successively integrated into the higher-level

overall system in a model-based, verification-oriented

process using the defined interfaces.
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1 State of the Art
The following is an overview of the state of the art with

regard to all functions necessary for the route guidance

of the doplar platform.

1.1 Mapping

The basis for the route guidance are maps, which can

first be divided into geometric and topological maps as

well as hybrid intermediate forms. Topological maps

are based on graphs and only provide nodes and weight-

ings without directly accessible links to the real world.

These maps are used for route planning [3]. Geometric

maps, on the other hand, reproduce the environment ex-

actly by projecting it e.g. onto a two-dimensional sur-

face (grid maps such as building ground plans, [4] or

three-dimensionally with elevation data as terrain maps,

[5]). A special form is created by assigning features to

special contours on the map (feature maps, edges and

walls, etc., [6], [7]). The result of the environment per-

ception by the vehicle sensors are environment maps,

whereby the form of representation depends very much

on the sensors used and the output data of the fusion

structure. The maps must be converted to topological.

1.2 Route planning

Conventional navigation functions are mainly based on

topological maps and rarely directly on geometric maps

or hybrid hybrids. Simple approaches for direct nav-

igation on grid maps would be the Manhattan metric

[8] or the more centralistic French railway metric [9].

More general are the navigation algorithms based on

topological maps using graphs on which the methods of

graph theory can be applied. Navigation in this context

is only a problem of the shortest paths, if the nodes and

weightings of the graph have been reasonably defined

in advance. The exact formulation of the problem is

crucial to answer the complexity question. If the graph

is set without negative weights, the Dijkstra algorithm

[10], which is also regarded as the basis of map navi-

gation systems, offers the shortest runtime. If you limit

the search field with e.g. the A* algorithm [11], you get

even shorter runtimes, but at the expense of the reliable

identification of the shortest path. Here it is possible

that a shorter way is not found due to the restriction al-

though it can be proven. If negative weights are set up,

e.g. to favour certain paths or edges or to reward them

for use, the Bellman-Ford algorithm [12] achieves the

shortest runtime. These algorithms all start at a start

point and propagate to the end point. As soon as this

is reached, the algorithm usually ends, since this is the

shortest path as the abort criterion.

This is different with the algorithms of [13] and [14],

which are founded on the work of [15] and are each

based on finding the shortest paths between all node

pairs. The approach here is that if the route between

any two points is to be retrived, the individual partial

paths of this route are already minimal in themselves.

If the shortest paths between the respective points are

known, the shortest path is composed of the already

known shortest paths of the partial paths. In the ideal

case, even the shortest path between the searched start

and end points is already included. These methods are

particularly suitable for static problems, since an initial

high calculation effort is necessary, but does not have

to be performed a second time, whereas they are less

suitable for dynamic applications in traffic.

2 Concept of Doplar

The aim of doplar is to plan optimized vehicle operation

by route and trajectory planning with regard to journey

duration and energy consumption, taking into account

dynamic environmental data from wireless communi-

cation and vehicle and environmental sensors.

A problem with current approaches is the largely

specific development of individual functions for cer-

tain vehicles in defined domains without taking into ac-

count a transfer to related domains, which results in a

high, double development effort. This problem results

in the essential requirement that the functions presented

in this paper should be used for different domains with-

out much effort. The functional structure proposed

to achieve the goal and the solution of the problem,

the domain-specific configurable modular platform for

route guidance and trajectory planning of intelligent ve-

hicles (doplar), is shown in Figure 2 .

In order to achieve the goal of optimized vehicle op-

eration, a route guidance function is required to deter-

mine an optimal route, which is then planned out by the

trajectory generation for realization. A human-machine

interface (HMI) is required for route guidance, e.g. to

enable vehicle occupants or other users to set targets.

Optionally, fleet management could also intervene in

route planning in order to coordinate several vehicles.

For the route guidance, mapping is necessary, which

provides map data in the correct form and updates it,
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Fig. 2: Concept of the domain-specific configurable modular platform for route guidance and trajectory planning of intelligent
vehicles (doplar)

self-localization to determine the current position, en-

vironment perception to determine the driving environ-

ment and possibly deviating map data and communi-

cation, which enables an exchange of information be-

tween the ego vehicle and the environment.

All these functions are encapsulated in different

modules with defined interfaces, so that the exchange of

individual modules is possible as long as the interfaces

are maintained. This ensures that the platform can be

used in different domains, since domain-specific mod-

ules, e.g. for environment perception, can be easily ex-

changed without having to change core algorithms such

as route guidance.

3 Design of Doplar’s Route
Guidance

This chapter describes the design of the functions for

providing map data and route guidance of doplar.

3.1 Mapping

The mapping module serves to provide and update the

map material as a necessary basis for route guidance.

The map data has to be described mathematically as

graph G = (N,E), which consists of a finite set N of

nodes (x,y) and a finite set E of weighted edges. A

node is a point with fixed coordinates in x and y posi-

tion and an edge is the connection between two nodes.

The edges thus correspond to road segments that are

connected to each other by the nodes. The origin of

the map data can also be domain-specific: For applica-

tions in road traffic, for example, the OpenStreetMap

can be used, whereas for applications in Industry 4.0

plants or the Smart Home floor plans can be converted

into graphs. A further possibility for generating or up-

dating the map material is the use of a SLAM algorithm,

which evaluates the vehicle’s environment sensors and

provides information about its environment.

The map forced in this paper is a geometrical (G)

as well as a topological (T) hybrid form, a hybrid G+T

map, which links a 2.5 dimensional grid map with a

graph map and thus enables real-time, event-based on-

line navigation. This map goes back to [16] and was

adapted in the context of this work. The map is gen-

erated by splitting the fused sensor data in the vertical

axis and projecting them onto a grid on the position of

the vehicle’s center of gravity. The following Figure 3

shows the projection on the grid map with a correspond-

ing resolution. This map is now only insufficiently suit-

able to carry out the route guidance. Only an assign-

ment of each individual grid cross as node and the ex-

ecution of the Manhattan metric would be conceivable.

Since this follows fixed paths, i.e. the grid, the vehicle

would roll in x- and y- direction and possibly not find

the shortest way, because nodes cannot be skipped.
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_

_
_ _

_

_
_ _

Fig. 3: Creating a 2.5-dimensional, geometric map from data
of the environment perception

A logical improvement is the definition of a graph

map based on the grid map by transforming the grids

into nodes and connecting the nodes with weighted

edges depending on the actual distances from each

other. Thus simple diagonal journeys are possible. An

optimal route, however, still cannot be found under the

premise that the grid is evenly distributed, since the

paths always run at a minimum of 45◦.

Therefore, the approach chosen sorts only charac-

teristic points to the graph map, namely those corners

which describe the maximum extent of an object. The

edges of the obstacles and objects are detected and

pre-sorted according to relevance using the global tar-

get vector. The distance of these points can be deter-

mined by means of Euclidean distance and taken over

as weighted edges between the nodes. Edges that are

covered by an object get a very large weighting factor

and are therefore disadvantaged by the navigation algo-

rithm. The new map (Figure 4) can now be treated as

a pure graph map and can be traced back to the grid

sectors of the grid map by assigning the nodes.

_

_
_ _

Fig. 4: Creating a topological graph map based on a
2.5-dimensional geometric map

3.2 Route guidance

The route guidance module used according to [17] aims

at finding an optimal route from a start point to a des-

tination point in a directed graph G, which describes

the traffic network, related to a defined quality criterion.

Route guidance is based on Dijkstra’s algorithm, which

belongs to the methods of width search. Using the cost

function

Ji = gs · si +gt · ti +gE ·Ei (1)

and the weighting factors gs, gt and gE , the costs J of

each edge i are calculated from the information of the

edge weights about distance s, duration t and energy

consumption E between two nodes. Dijkstra‘s algo-

rithm always converges to the optimal route if the graph

does not contain loops or negative edge costs.

The total cost of each node is initialized to infin-

ity with the start of the algorithm except for the start

node, which is initialized with zero. The algorithm de-

termines the costs of the unvisited neighboring nodes

from the start node as the sum of its own costs plus

the costs of the connecting edge and updates the total

costs of the neighboring nodes if the recalculated costs

are less than the previous costs. All considered neigh-

bor nodes are added to a waiting list, the start node is

marked as visited and the node with the lowest cost is

selected from the waiting list. Starting from this node,

the procedure described is repeated until the destination

node is reached with minimal total costs (see Figure 5).

_

_
_ _

Fig. 5: Result of Dijkstra’s algorithm for finding the optimal
route in a topological graph map

The result of minimizing the total costs from start

to destination is the route r, which consists of nodes

connected by edges:

r = min
n∈N

n=dest

∑
i=start

Ji (2)
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The integration of dynamic information from wire-

less communication in the cyber-physical traffic sys-

tem is realized by a temporary adaptation of the edge

weights in the graph. For this purpose, the position of

the message is first used to determine which edge is to

be assigned the information. The edge weights are then

changed according to the type of information. If, for

example, a closed road occurs as a result of road works,

the distance, duration and energy consumption for the

corresponding edge are set to infinity, so that the edge

can no longer be part of the optimum route regardless

of the weighting factors. If, on the other hand, a delay

occurs due to congested traffic, only the duration and

energy consumption of the edge are changed, since the

length of the route does not change.

3.3 Trajectory planning

Trajectory planning is used to generate target polyno-

mials for longitudinal and lateral dynamics, which are

then passed on as set points to the dynamic control of an

AGV in order to follow the optimum route determined

in the route guidance module and execute the transport

order. The return value from the route guidance is the

already optimized group r of points (xi,yi) in order of

the direction to be departed:

r =
[

xi
yi

]
:

x0

y0
→ x1

y1
→ . . .→ xk

yk
; i = 0 . . .k (3)

In order to take into account the ideally shortest

path, which consists only of straight lines between the

nodes, additional conditions are placed on the course

of the polynomial. By inserting support nodes j ⊃ ia
closer approximation to the optimale route is made pos-

sible. Defining start and end angles at which the poly-

nomial runs in, guarantees an initially linear accelera-

tion and deceleration.

[
x j
y j

]
= j ·

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

[
xi

yi

]
j mod 2 = 1[

xi+1−xi
2 + xi

yi+1−yi
2 + yi

]
j mod 2 �= 1

(4)

The nodes and weighted edges of the optimal route

are used to generate trajectories. Figure 6 shows the

generated trajectory. As already described in chapter 2,

these trajectories are polynomials of nth order depend-

ing on the nodes obtained from the route guidance.

p′i

(
x j
y j

)
� p′i−1

(
x j
y j

)
; p′′i

(
x j
y j

)
� p′′i−1

(
x j
y j

)
(5)

First the mathematical boundary conditions for the

construction, in this case the natural boundary suitabil-

ity under the minimization of the computation effort,

are to be included.

p′′0

(
x0

y0

)
= 0; p′′n−1

(
xn
yn

)
= 0 (6)

But the shortest way is not the fastest way in most

cases. In order to adapt the trajectory to this, an op-

timization is carried out with the help of a simple dy-

namic model of the vehicle. The main goal is to follow

the trajectory as fast as possible, which results in devia-

tions that in their entirety represent a fast path along the

same support points.

The trajectory found in this way is transferred to

the underlying model predictive trajectory control, pre-

sented e.g. in [18] and [19]. It works cascaded

and transfers its setpoints to subordinate dynamic con-

trollers, which influence the system and thus let it fol-

low the calculated trajectory.

4 Demonstration of the
Platform Doplar

This chapter shows the realization of the doplar plat-

form on the basis of a pilot application in the domain

of industry 4.0, which is focussed in the project Synus,

and exemplary results.

4.1 Pilot application in the domain of
Industry 4.0

In this subchapter an overview of the AGV’s used in

the cyber-physical laboratory test field is presented first.

Figure 5 shows the system structure of the considered

AGV. The vehicle sensors determine vehicle conditions

and environmental information, which are used by the

central information processing. The information pro-

cessing also evaluates information from wireless com-

munication and generates messages for the environment

if necessary. With the help of the collected information,

control algorithms are executed, which provide the set

points of the vehicle actuators and are realized by them,

so that the functionality of the AGV is accomplished.
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On the vehicle side, the AGV has four electric drives

close to the wheels, which are powered by a battery.

The realization of the AGV is shown in Figure 6.

Mecanum wheels are used to transmit the drive torque

to the road surface in order to perform omnidirectional

driving maneuvers. Compared to transport vehicles

with conventional wheels, the AGV does not require

any maneuvering space and rotations around the verti-

cal axis can be realized (Technologie-Netzwerk, 2016).

Taking into account the environment-friendliness of the

drive, the AGV’s power supply is provided by a battery

pack. The concept of active load handling is achieved

by a conveyor belt with a height-adjustable lifting sys-

tem.

Fig. 6: Realization of the AGV

In the pilot application focussed in this paper, a

spare part for a vehicle test bench (bottom left) shall be

collected from an employee (top right). The AGVs are

to jointly award this transport order by evaluating their

optimal routes in order to achieve a minimum transport

time. An optimal trajectory is to be planned for the cho-

sen AGV to fulfill the transport order.

4.2 Exemplary results

First, the doplar was used to generate a graph from

the floor plan, which enables route guidance. The fleet

management initially initiates the route guidance for the

three AGVs. On the basis of the routes generated, the

time to complete the order is determined so that the

AGV with the shortest transport time can be selected

for the order. A result of the route guidance system is

shown in Figure 8. The three determined routes, which

also seem optically plausible, are recognizable. AGV

3 has the shortest route to the order location and there-

fore also requires the shortest transport time so that this

AGV should be selected for the transport order.

Fig. 7: Result of the route guidance for the three AGVs as
basis for the fleet management for the distribution of
the transport order

This pilot application shows exemplary the func-

tionality of the platform doplar from generating a graph

map from a floor plan to route guidance. further exam-

ples are concluded in [2].

5 Conclusion and Outlook
In this article the domain-specific configurable modular

platform for route guidance and trajectory planing of in-

telligent vehicles (doplar) was presented, which can be

used in different projects across domains. The great ad-

vantage of this platform is that core components such as

the navigation and guidance algorithm can be retained

and only individual modules, e.g. for wireless commu-

nication, have to be adapted. The aim of the entire plat-

form is to plan optimized vehicle operation with regard

to journey time and energy consumption, taking into ac-

count dynamic environmental data available from wire-

less communication within the cyber-physical transport

system. The platform specifications serve as target val-

ues for subordinate systems such as integrated vehicle

dynamics control or for awarding an order in an in-

dustrial 4.0 production plant. The doplar platform was

demonstrated in a pilot application for an industrial 4.0

production plant in the context of the project Synus, in

SNE 33(1) – 3/2023



52

Göllner et al. Modular Platform for Route Guidance

which three AGVs can be used for transport tasks. The

fleet management initiates a target guidance of all avail-

able AGVs, which forms the basis for the decision to

award a contract. The AGVs exchange their forecasted

routes with each other and jointly allocate the order. For

the AGV that has received the order, doplar generates an

optimal trajectory for its completition. In the following

work steps, the developed platform doplar is to be in-

tegrated into other domains and real systems, examined

under real-time conditions and further optimized.
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President Tadeusz Nowicki,  
Tadeusz.Nowicki@wat.edu.pl 

Vice President Leon Bobrowski, leon@ibib.waw.pl 

Contact Information 
 www.ptsk.pl 
 leon@ibib.waw.pl 
 PSCS, 00-908 Warszawa 49, ul. Gen. Witolda Ur-

banowicza 2, pok. 222 
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SIMS – Scandinavian Simulation Society 
SIMS is the Scandinavian Simulation Society with mem-
bers from the five Nordic countries Denmark, Finland, 
Norway, Sweden and Iceland. The SIMS history goes 
back to 1959. 

President Tiina Komulainen,  
tiina.komulainen@oslomet.no 

Vice President Erik Dahlquist, erik.dahlquist@mdh.se 

Contact Information 
 www.scansims.org 
 vadime@wolfram.com 
 Vadim Engelson, Wolfram MathCore AB,  

Teknikringen 1E, 58330, Linköping, Sweden 
 

 

SLOSIM – Slovenian Society 
for Simulation and Modelling 

The Slovenian Society for Simulation and Modelling was 
established in 1994. It promotes modelling and simula-
tion approaches to problem solving in industrial and in 
academic environments by establishing communication 
and cooperation among corresponding teams. 

President Goran Andonovski,  
goran.andonovski@fe.uni-lj.si 

Vice President Božidar Šarler,  
bozidar.sarler@fs.uni-lj.si 

Contact Information 
 www.slosim.si 
 slosim@fe.uni-lj.si, vito.logar@fe.uni-lj.si 

 SLOSIM, Fakulteta za elektrotehniko, Tržaška 25, 
SI-1000, Ljubljana, Slovenija 

UKSIM - United Kingdom Simulation Society 
The UK Modelling & Simulation Society (UKSim) is the 
national UK society for all aspects of modelling and sim-
ulation, including continuous, discrete event, software 
and hardware. 

President David Al-Dabass,  
david.al-dabass@ntu.ac.uk 

Secretary T. Bashford, tim.bashford@uwtsd.ac.uk 

 

Contact Information 
 uksim.info 
 david.al-dabass@ntu.ac.uk 
´ UKSIM / Prof. David Al-Dabass, Computing & Infor-

matics, Nottingham Trent University, Clifton lane, 
Nottingham, NG11 8NS, United Kingdom 

Observer Members 

ROMSIM – Romanian Modelling and 
Simulation Society 
ROMSIM has been founded in 1990 as a non-profit soci-
ety, devoted to theoretical and applied aspects of model-
ling and simulation of systems. 

Contact Information 
 florin_h2004@yahoo.com 
 ROMSIM / Florin Hartescu, National Institute for Re-

search in Informatics, Averescu Av. 8 – 10, 011455 
Bucharest, Romania 

ALBSIM – Albanian Simulation Society 
The Albanian Simulation Society has been initiated at the 
Department of Statistics and Applied Informatics, Fac-
ulty of Economy at the University of Tirana, by Prof. Dr. 
Kozeta Sevrani. 

Contact Information 

 kozeta.sevrani@unitir.edu.al 

 Albanian Simulation Goup, attn. Kozeta Sevrani, Uni-
versity of Tirana, Faculty of Economy , rr. Elbasanit,  
Tirana 355,  Albania 

Former Societies / Societies in  
Re-organisation 
• CROSSIM – Croatian Society for Simulation  

Modelling  
Contact: Tarzan Legovi , Tarzan.Legovic@irb.hr 

• FrancoSim – Société Francophone de Simulation 
• HSS – Hungarian Simulation Society 

Contact: A. Gábor,  andrasi.gabor@uni-bge.hu 
• ISCS – Italian Society for Computer Simulation 

The following societies have been formally terminated: 
• MIMOS –Italian Modeling & Simulation Association; 

terminated end of 2020. 
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Association 
Simulation News 

 
 
ARGESIM is a non-profit association generally aiming for 
dissemination of information on system simulation – 
from research via development to applications of system 
simulation. ARGESIM is closely co-operating with EU-
ROSIM, the Federation of European Simulation Societies, 
and with ASIM, the German Simulation Society. 
ARGESIM is an 'outsourced' activity from the Mathemat-
ical Modelling and Simulation Group of TU Wien, there 
is also close co-operation with TU Wien (organisationally 
and personally). 

       www.argesim.org 

   office@argesim.org 

 ARGESIM/Math. Modelling & Simulation Group,  
       Inst. of Analysis and Scientific Computing, TU Wien 
       Wiedner Hauptstrasse 8-10, 1040 Vienna, Austria 
      Attn. Prof. Dr. Felix Breitenecker 

ARGESIM is following its aims and scope by the follow-
ing activities and projects: 
• Publication of the scientific journal SNE –  

Simulation Notes Europe (membership journal of 
EUROSIM, the Federation of European Simulation 
Societies) – www.sne-journal.org 

• Organisation and Publication of the ARGESIM 
Benchmarks for Modelling Approaches and Simu-
lation Implementations 

• Publication of the series ARGESIM Reports for  
monographs in system simulation, and proceedings 
of simulation conferences and workshops 

• Publication of the special series  FBS Simulation – 
Advances in Simulation / Fortschrittsberichte Simu-
lation - monographs in co-operation with ASIM, 
the German Simulation Society 

• Support of the Conference Series MATHMOD  
Vienna (triennial, in co-operation with EUROSIM, 
ASIM, and TU Wien) – www.mathmod.at 

• Administration of ASIM (German Simulation Soci-
ety) and administrative support for EUROSIM 
www.eurosim.info 

• Simulation activities for TU Wien 

ARGESIM is a registered non-profit association and a reg-
istered publisher: ARGESIM Publisher Vienna, root ISBN 
978-3-901608-xx-y and 978-3-903347-xx-y, root DOI 
10.11128/z…zz.zz. Publication is open for ASIM and for 
EUROSIM Member Societies. 

 

SNE – Simulation 
Notes Europe  

 
The scientific journal SNE – Simulation Notes Europe 
provides an international, high-quality forum for presen-
tation of new ideas and approaches in simulation – from 
modelling to experiment analysis, from implementation 
to verification, from validation to identification, from nu-
merics to visualisation – in context of the simulation pro-
cess. SNE puts special emphasis on the overall view in 
simulation, and on comparative investigations. 
Furthermore, SNE welcomes contributions on education 
in/for/with simulation. 

 
SNE is also the forum for the ARGESIM Benchmarks 

on Modelling Approaches and Simulation Implementa-
tions publishing benchmarks definitions, solutions, re-
ports and studies – including model sources via web. 

 

SNE Editorial Office /ARGESIM     

www.sne-journal.org 
   office@sne-journal.org, eic@sne-journal.org 

       Johannes Tanzler (Layout, Organisation) 
       Irmgard Husinsky (Web, Electronic Publishing) 
       Felix Breitenecker EiC (Organisation, Authors) 
       ARGESIM/Math. Modelling & Simulation Group,  
       Inst. of Analysis and Scientific Computing, TU Wien 
       Wiedner Hauptstrasse 8-10, 1040 Vienna, Austria 
 
SNE, primarily an electronic journal, follows an open ac-
cess strategy, with free download in a basic version 
(B/W, low resolution graphics). SNE is the official mem-
bership journal of EUROSIM, the Federation of European 
Simulation Societies. Members of (most) EUROSIM Soci-
eties are entitled to download the full version of e-SNE 
(colour, high-resolution graphics), and to access addi-
tional sources of benchmark publications, model sources, 
etc. (group login for the ‘publication-active’ societies; 
please contact your society). Furthermore, SNE offers EU-
ROSIM Societies a publication forum for post-conference 
publication of the society’s international conferences, 
and the possibility to compile thematic or event-based 
SNE Special Issues. 

 

Simulationists are invited to submit contributions of 
any type – Technical Note, Short Note, Project Note, Edu-
cational Note, Benchmark Note, etc. via SNE’s website: 

       www.sne-journal.org, 



 

    ASIM Books  –  ASIM Book Series  –  ASIM Buchreihen 
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  Proceedings Langbeiträge ASIM Workshop 2023 STS/GMMS/EDU - ASIM Fachgruppenworkshop 2023 
Univ. Magdeburg, März 2023; C. Krull; W. Commerell, U. Durak, A. Körner, T. Pawletta (Hrsg.) 
ARGESIM Report 21; ASIM Mitteilung 185; ISBN ebook 978-3-903347-61-8, DOI 10.11128/arep.21, ARGESIM Verlag, Wien, 2023 

 Kurzbeiträge & Abstract-Beiträge ASIM Workshop 2023 STS/GMMS/EDU - ASIM Fachgruppenworkshop 2023 
Univ. Magdeburg, März 2023; C. Krull; W. Commerell, U. Durak, A. Körner, T. Pawletta (Hrsg.) 
ARGESIM Report 22; ASIM Mitteilung 186; ISBN ebook 978-3-903347-62-5, DOI 10.11128/arep.22, ARGESIM Verlag, Wien, 2023 

 Proceedings Langbeiträge ASIM SST 2022 -26. ASIM Symposium Simulationstechnik, TU Wien, Juli 2022 
F. Breitenecker, C. Deatcu, U. Durak, A. Körner, T. Pawletta (Hrsg.), ARGESIM Report 20; ASIM Mitteilung AM 181 
ISBN ebook 978-3-901608-97-1, DOI 10.11128/arep.20, ARGESIM Verlag Wien, 2022; ISBN print 978-3-903311-19-0, TU Verlag 

 Proceedings Kurzbeiträge ASIM SST 2022 -26. ASIM Symposium Simulationstechnik, TU Wien, Juli 2022 
F. Breitenecker, C. Deatcu, U. Durak, A. Körner, T. Pawletta (Hrsg.), ARGESIM Report 19; ASIM Mitteilung AM 179 
ISBN ebook 978-3-901608-96-4, DOI 10.11128/arep.19, ISBN print 978-3-901608-73-5, ARGESIM Verlag Wien, 2022 

Simulation in Production and Logistics 2021 – 19. ASIM Fachtagung Simulation in Produktion und Logistik 
Online Tagung, Sept. 2021, J. Franke, P. Schuderer (Hrsg.), Cuvillier Verlag, Göttingen, 2021, 
ISBN print 978-3-73697-479-1; ISBN ebook 978-3-73696-479-2; ASIM Mitteilung AM177 

Proceedings ASIM SST 2020 – 25. ASIM Symposium Simulationstechnik, Online-Tagung 
14.-15.10.2020; C. Deatcu, D. Lückerath, O. Ullrich, U. Durak (Hrsg.), ARGESIM Verlag Wien, 2020;  
ISBN ebook: 978-3-901608-93-3; DOI 10.11128/arep.59; ARGESIM Report 59; ASIM Mitteilung AM 174 
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 Cooperative and Multirate Simulation: Analysis, Classification and New Hierarchical Approaches. I. Hafner, FBS 39 
ISBN ebook978-3-903347-39-7, DOI 10.11128/fbs.39, ARGESIM Publ. Vienna,2022; ISBN print978-3-903311-07-7, TUVerlag Wien, 2022 

Die Bedeutung der Risikoanalyse für den Rechtsschutz bei automatisierten Verwaltungsstrafverfahren. T. Preiß, FBS 38 
ISBN ebook 978-3-903347-38-0, DOI 10.11128/fbs.38, ARGESIM Publ. Vienna,2020; ISBN print 978-3-903311-14-5, TUVerlag Wien, 2020 

Methods for Hybrid Modeling and Simulation-Based Optimization in Energy-Aware Production Planning. B. Heinzl, FBS 37 
ISBN ebook 978-3-903347-37-3, DOI 10.11128/fbs.37, ARGESIM Publ. Vienna,2020; ISBN print 978-3-903311-11-4, TUVerlag Wien, 2020 

Konforme Abbildungen zur Simulation von Modellen mit verteilten Parametern. Martin Holzinger, FBS 36 
ISBN ebook 978-3-903347-36-6, DOI 10.11128/fbs.36, ARGESIM Publ. Vienna, 2020; ISBN print 978-3-903311-10-7, TUVerlag Wien, 2020 

Fractional Diffusion by Random Walks on Hierarchical and Fractal Topological Structures. G. Schneckenreither, FBS 35 
ISBN ebook 978-3-903347-35-9, DOI 10.11128/fbs.35, ARGESIM Publ. Vienna, 2020 

A Framework Including Artificial Neural Networks in Modelling Hybrid Dynamical Systems. Stefanie Winkler, FBS 34 
ISBN ebook 978-3-903347-34-2, DOI 10.11128/fbs.34, ARGESIM Publ. Vienna, 2020; ISBN print 978-3-903311-09-1, TUVerlag Wien, 2020 

Modelling Synthesis of Lattice Gas Cellular Automata and Random Walk and Application to Gluing of Bulk Material. C. Rößler, FBS 33 
ISBN ebook 978-3-903347-33-5, DOI 10.11128/fbs.33, ARGESIM Publ. Vienna, 2020; ISBN print 978-3-903311-08-4, TUVerlag Wien, 2020 

Combined Models of Pulse Wave and ECG Analysis for Risk Prediction in End-stage Renal Desease Patients. S. Hagmair, FBS 32 
ISBN ebook 978-3-903347-32-8, DOI 10.11128/fbs.32, ARGESIM Publ. Vienna, 2020 

Mathematical Models for Pulse Wave Analysis Considering Ventriculo-arterial Coupling in Systolic Heart Failure. S. Parragh, FBS 31 
ISBN ebook 978-3-903347-31-1, DOI 10.11128/fbs.31, ARGESIM Publ. Vienna, 2020 

Variantenmanagement in der Modellbildung und Simulation unter Verwendung des SES/MB Frameworks. A. Schmidt, FBS 30; 
ISBN ebook 978-3-903347-30-4, DOI 10.11128/fbs.30, ARGESIM Verlag, Wien 2019; ISBN print 978-3-903311-03-9, TUVerlag Wien, 2019 

Classification of Microscopic Models with Respect to Aggregated System Behaviour. Martin Bicher, FBS 29; 
ISBN ebook 978-3-903347-29-8, DOI 10.11128/fbs.29, ARGESIM Publ. Vienna, 2017; ISBN print 978-3-903311-00-8, TUVerlag Wien, 2019 

Model Based Methods for Early Diagnosis of Cardiovascular Diseases. Martin Bachler, FBS 28; 
ISBN ebook 978-3-903347-28-1, DOI 10.11128/fbs.28, ARGESIM Publ. Vienna, 2017; ISBN print 978-3-903024-99-1, TUVerlag Wien, 2019 

A Mathematical Characterisation of State Events in Hybrid Modelling. Andreas Körner, FBS 27; 
ISBN ebook 978-3-903347-27-4, DOI 10.11128/fbs.27, ARGESIM Publ. Vienna, 2016 

Comparative Modelling and Simulation: A Concept for Modular Modelling and Hybrid Simulation of Complex Systems.  FBS 26, 
N.Popper, FBS 26; ISBN ebook 978-3-903347-26-7, DOI 10.11128/fbs.26, ARGESIM Publ. Vienna, 2016 

 Rapid Control Prototyping komplexer und flexibler Robotersteuerungen auf Basis des SBE-Ansatzes. Gunnar Maletzki, FBS 25; 
ISBN ebook 978-3-903347-25-0, DOI 10.11128/fbs.25, ARGESIM Publ. Vienna, 2019; ISBN Print 978-3-903311-02-2, TUVerlag Wien, 2019 

 A Comparative Analysis of System Dynamics and Agent-Based Modelling for Health Care Reimbursement Systems. P. Einzinger, 
FBS 24; ISBN ebook 978-3-903347-24-3, DOI 10.11128/fbs.24, ARGESIM Publ. Vienna, 2016 

 Agentenbasierte Simulation von Personenströmen mit unterschiedlichen Charakteristiken. Martin Bruckner, FBS 23;  
ISBN ebook Online 978-3-903347-23-6, DOI 10.11128/fbs.23, ARGESIM Verlag Wien, 2016 

 Deployment of Mathematical Simulation Models for Space Management. Stefan Emrich, FBS 22;  
ISBN ebook 978-3-903347-22-9, DOI 10.11128/fbs.22, ARGESIM Publisher Vienna, 2016 

 Lattice Boltzmann Modeling and Simulation of Incompressible Flows in Distensible Tubes for Applications in Hemodynamics. 
X. Descovich, FBS 21; ISBN ebook 978-3-903347-21-2, DOI 10.11128/fbs.21, ARGESIM, 2016; ISBN Print 978-3-903024-98-4, TUVerlag  2019 

 Mathematical Modeling for New Insights into Epidemics by Herd Immunity and Serotype Shift. Florian Miksch, FBS 20; 
ISBN ebook 978-3-903347-20-5, DOI 10.11128/fbs.20, ARGESIM Publ. Vienna, 2016; ISBN Print 978-3-903024-21-2, TUVerlag Wien, 2016 

 Integration of Agent Based Modelling in DEVS for Utilisation Analysis: The MoreSpace Project at TU Vienna. S.Tauböck, FBS 19 
ISBN ebook 978-3-903347-19-9, DOI 10.11128/fbs.19, ARGESIM Publ., 2016; ISBN Print 978-3-903024-85-4, TUVerlag Wien, 2019  

      Download via ASIM - www.asim-gi.org                Print-on-Demand via TUVerlag  www.tuverlag.at         

 

 
 

 
 

 
 

 






