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Abstract. This summarises the current status of the
work of EUROSIM Technical Committee
"Data Driven System Simulation"

.
concepts , which

should be considered, implemented and documented in
modernsimulationstudies .

Motivation
Diversity and heterogeneity of man-made systems is

rapidly increasing and with it the costs spent on them.

For a long time, these systems supposedly worked well.

Currently, however, we are seeing a number of chal-

lenges, be it in the area of energy, mobility, logistics or

health systems. Here, costs are rising, there are supply

bottlenecks and, above all, the lack of resilience of the

systems, i.e. the adaptation to changing conditions, is a

major challenge.

Measuring efficiency and effectiveness of such sys-

tems is becoming increasingly complex, but is urgently

needed. The development of new methods, models

and simulations is necessary to support analysis, plan-

ning and control. Especially the possibility to calculate

"what if" scenarios is an absolute necessity in order to

be able to react to changing framework conditions.

The heterogeneity of the systems requires the possi-

bility of integrating different modelling concepts in or-

der to be able to depict the systems in sufficient detail.

In addition, the quantity and quality of the available

data are increasing strongly and thus facilitate the

descrip-tion and analysis of such systems.

On the other hand, this increases the effort to

parameterise, calibrate and validate the models and

simulations. Bringing together the necessary techno

logies is thus itself an enormous challenge.

1 Outline
Data-based Demographic models have to be combined

with models for the spread of diseases. Dynamic mod-

elling concepts must be parameterised with dynami-

cally changing data sets from various sources.

For system simulation an important aspect is the

possibility to implement changes inside the system,

like interven-tions within the computer model, and to

analyse their effects. As a recent example see Covid-19

Modelling at TU Wien [1]).

Based on the concepts of equations, networks, algo-

rithms and the causal understanding of the world, mod-

elling and simulation have reached a high level in de-

scribing systems and processes, e.g. complex techni-

cal systems, ecological systems, production and logis-

tics processes or socio-economic systems such as the

healthcare system.
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On the other hand, Big Data based on sensors and

computations to measure our world has gained out-

standing importance. Today, there is a range of tech-

nologies for building, monitoring and evaluating it. A

multitude of activities can be observed in research, de-

velopment, politics and the media.

Nevertheless, interfaces and methods for linking

these technologies need to be intensified. In particular,

complex socio-technical systems that link technologies

and people should serve the goals of citizens at different

levels, from a citizen’s personal goals, e.g. in terms of

work or mobility, to the management of health care by

politicians and decision-makers. A prerequisite for this

is the analysis of actual data, the prediction of future be-

haviour and the calculation of "what if" scenarios using

simulation methods.

Next generation tools are needed to make the devel-

opment, construction monitoring and analysis of such

systems easier, faster, more reliable and - most impor-

tantly - understandable for decision makers and other

stakeholders. The EUROSIM Technical Committee

DDSS ’Data Driven System Simulation’ [2] aims to

support and coordinate combined research in the fol-

lowing areas:

Data. Integration, storage, management and analysis

of very large data sets, unstructured data, secure and

reproducible data management from sensors, IoT and

different data sources such as dynamic databases or un-

structured information sources. Development and Op-

eration of Digital Twins and Synthetic Data Interfaces,

Data acquisition, interfaces and analysis methods from

statistics, machine learning and visual analysis.

Model. Formal, scalable modelling of different sys-

tems, heterogeneous modelling of subsystems and inte-

gration of these subsystems, development of modelling

methods for computationally complex systems, multi-

method modelling, including coupling and comparison

based on data, system knowledge and application re-

quirements. Development of innovative methods in nu-

merical mathematics, co-simulation, hybrid simulation.

Processes. Linking data and models to simulation

tools for complex systems and methods for repro-

ducibility of results. Interfaces and visualisation of

simulation results, decision support systems and the

future development of Human-Computer Interaction

(HCI).

Guidelines. Standardisation of the processes men-

tioned, modularisation of models, connectivity of simu-

lations, comparability of the tools used as well as inter-

national guidelines on privacy, security, how to imple-

ment, test and quality assure specific technologies and

how to integrate stakeholders.

In this article, the EUROSIM Technical Committee

presents a first draft for ten concepts that should be con-

sidered for the implementation of modern and adequate

simulation models.

2 Methods

Figure 1: Schematic Overview DEXHELPP Infrastructure &

Process (2014).

On basis of experiences of the Austrian DEXHELPP

Competence Centre for Decision Support in Health Pol-

icy and Planning [3], which started in 2014 a concept

was developed how large, interdisciplinary teams can

handle these complex processes in the future and what

are similarities and differences between health systems

and other complex man-made systems. DEXHELPP

developed an innovative research infrastructure with (1)

a flexible virtualised health system, (2) methods to cope

with data, (3) an adaptive analysis and simulation meth-

ods pool and (4) stakeholder oriented interfaces to en-

able researchers and other stakeholders to share data

and methods for research and decision making (see Fig-

ure 1).

Within the framework of the development of this

platform, corresponding methods were developed in six

different sub-areas on the one hand, and on the other

hand the methods were tested in practice with partners

from the Austrian health system. Ten different areas in

which there is a need for action were derived from this.

These were compared with other disciplines within the

framework of EUROSIM and expanded accordingly.
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Figure 2: 10 Concepts to Integrate in Simulation Processes.

10 Concepts to Integrate were identified and pre-

sented at Invited Talks at University of Rostock [4] in

2018 and University of Stuttgart [5] in 2019 and are

under development and extension with input from re-

searchers in other applications and domains. The ten

concepts are shown in Figure 2 and Table 1).

The concepts are structured into four thematic cate-

gories, which are "Data", "Model", "Processes" and

"Guidelines". This article does not include basic pro-

cess mechanisms of modelling and simulation technol-

ogy, which can be found in the literature. The concepts

listed are state of the art and work in progress in their

respective research areas and part of current research

work. This paper aims to summarise their necessity and

value for the development and operation of sustainable

simulation studies.

3 Data
In this section challenges, ideas, examples, and benefits

in the area of data integration into simulation studies are

summarised.

Concept
C.01 Assess and Improve Quality of Data

C.02 Integrate Missing Data

C.03 Reproducible Processes

C.04 Modular & Efficient Solutions

C.05 Different Simulation Methods

C.06 Comparability of Models & Results

C.07 Communication of Advanced Simulations

C.08 Open & Independent Solutions

C.09 Data Security & Stake Holder Interest

C.10 Broad Applications & Standards

Table 1: Overview Concepts.

Two concepts are included: C.01 “Assess and Im-
prove Quality of Data” and C.02 “Integrate Missing
Data” (shown as “Data” in Figure 2) offer the possi-

bility to find wrong data and correct them, ideally also

during the simulation process. For this purpose, meth-

ods of interactive visualisation and statistics are used,

among others, to pre-process data collected unilaterally,

e.g. sensor data or reimbursement data or to link data

that are unstructured or have different structures with-

out existing direct linkage. A particular challenge in

simulation studies is the fact that not only the data it-

self can change during the project, but also the quality

and structure. Furthermore, it may become necessary to

integrate new data sources.

3.1 Challenge

The integration of large and heterogeneous data sets is

an enormous challenge for classical simulation models.

It is probably a central aspect why classical simulation

has meanwhile fallen behind data science and machine

learning approaches in some areas. In the areas men-

tioned, the integration of these data sources is in the

foreground and is thus "thought of" from the beginning

of a project. Classic simulation projects often focus on

the development of methods and only later on data in-

tegration. Especially the lack of flexibility in data inte-

gration is often a challenge that is difficult to solve.

Concrete challenges in the area of data acquisi-

tion and data processing are the bias of collected data.

Whether it is sensor data in technical applications or

data collected in the case of the health system, e.g. in

billing systems, this data must always be seen in the

context of the purpose for which it was collected.
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For example, in the health system this means that

data collected for the purpose of billing often has a bias

in that more expensive services are billed more often

than they actually occur. In case of doubt, it is highly

likely that, given two possible types of documentation,

the one that is of greater benefit to the person, who doc-

uments will be chosen. However, if this data is used

to estimate the burden of disease, the input parameters

of the model are bound to be incorrect. In addition,

pre-processing by different stakeholders (i.e. hospitals

with different hospital information systems or doctors’

practices) or the need to anonymise the data at an early

stage of processing for data protection reasons pose fur-

ther challenges. The handling of these points should

be summarised and described in simulation projects in

C.01 "Assess and Improve Quality of Data". Fur-

thermore, the data used in large simulation studies will

usually not come from only one source. The question of

how different data sets, which may be used, for exam-

ple, in agent-based models for the parameterisation of

the individual agents, must be brought together should

be at the centre of considerations from the outset. Spe-

cial attention should be paid to the fact that new data

sources may be added in the course of projects lasting

several years. An example of this is the development of

a new therapy that is recorded in a new registry. This

should be documented in a section on C.02 "Integrate
Missing Data" and monitored continuously during the

simulation study.

3.2 Implementation & Examples

For implementing C.01, a number of innovative meth-

ods are available. In DEXHELPP, the use of Explo-

rative Visual Computing -Visual Analytics and Compu-

tational Statistics has proven to be an important build-

ing block in the implementation of the projects. The

use of such methods makes it possible to identify out-

liers in data at an early stage in the simulation study,

which have arisen through collection or preprocessing.

A major limitation is that the reason for the bias is not

directly apparent and the process view should be added

to classical quantitative methods. In DEXHELPP, many

projects were implemented with methods developed at

VRVis (Centre for Virtual Reality and Visualisation).

One example is [6]. In order to be able to evaluate

a large number of time series with regard to their data

quality, it is necessary on the one hand to automate the

processes, but on the other hand to use necessary meta-

information about the semantics of both the time se-

ries and the plausibility checks in order to structure and

summarise the results of data quality checks in a flexible

way. Already in this phase it is important to implement

a comprehensive task analysis with domain experts and

to derive processes from it in order to link quantitative

methods with system knowledge. An example for sta-

tistical methods for the analysis of compositional data is

[7]. Compositional data analysis refers to analysing rel-

ative information, based on ratios between the variables

in a data set. In contrast to the interpretation as absolute

information, it can be shown that already in data pre-

processing not only different input parameters can be

generated by means of univariate as well as multivari-

ate statistical analyses, but that also important interpre-

tations of these data for the modelling process arise.

Regarding the concept C.02, the necessary meth-

ods can be divided into two areas. On the one hand,

suitable possibilities for the integration and linkage of

(new) data sources must be embedded into the data pro-

cesses, and on the other hand, parameterisation and cali-

bration must be implemented with suitable methods for

the modelling. Often, no unique identifiers are avail-

able for the record linkage of data. Agents can there-

fore not be parameterised appropriately. Therefore, the

development of deterministic [8] and stochastic link-

ages is necessary [9]. Furthermore, the sustainable in-

tegration and combination of basic demographic data,

structural socio-economic data and survey data is an ex-

ample of a typical challenge in the health system. Op-

timisation and allocation algorithms are used in [10]

to construct a structured population with correspond-

ing temporal close-proximity interaction network from

this data. This is particularly important for developing

modular and reusable models. An example for linking

such statistical population data with other data can also

be found in [11]. Here, epidemiological data that are

also used for the population model is combined with

election data, e.g. voter turnout or arrival times of vot-

ers. Other necessary methods include the integration

of AI methods to parameterise models based on histor-

ical data sets. In [12], for example, historical data of

railway operations is used to parameterise a delay pre-

diction model with a special focus on feature selection.

It is of particular interest that the two steps of inte-

gration and record linkage of data sources on the one

hand and parameterisation and calibration on the other

hand are in a direct interplay. I.e. the integration of new

available data must be possible, but this directly results

in new necessities as to how the model is parameterised
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and calibrated. Conversely, when the simulation is im-

plemented with the domain experts, knowledge will

continuously be gathered that leads to the necessity of

integrating new data sources. Even if the problem is, of

course, well known and described in principle, special

attention must be paid to efficiency (automation) and

feasibility with large and heterogeneous data sources as

well as complex models during method development.

3.3 Benefit

The briefly mentioned methods are examples of which

tasks in this area must not only be implemented, but

also documented in a reproducible and comprehensible

way in order to be prepared for the next points. A con-

crete goal (and evaluation criterion) is the possibility to

identify wrong data sets and to exclude them from the

further modelling process. With the potential to identify

possible causes for the errors, a first benefit of the mod-

elling process would be added. Furthermore, it must be

possible to change wrong data sets, even over the time

of the simulation project and after the data sets have

been integrated and to include new data sets and data

structures. We can process data to use it in subsequent

simulation studies. This means that suitable methods

are available to parameterise, calibrate and validate the

model.

4 Model

To develop C.04 “Modular & Efficient Solutions” us-

ing C.05 “Different Simulation Methods” and main-

tain C.06 “Comparability of Models & Results”
(summarised as “Model” in Figure 2) includes sustain-

able, modular models that can be quickly adapted to

new problems and concepts for comparing, combining

and linking models (qualitatively and quantitatively).

The basic idea is that there is not only one method-

ology for modelling. The process of which method

was chosen should be clearly presented, and the pos-

sibility of comparing or coupling models should be dis-

cussed if applicable and usable. Qualitative and quan-

titative comparison to analyse limitations of modelling

approaches and implementation is possible, as well as

methods like parameter transformation between mod-

els. The models should be modular in the case of usabil-

ity in other areas so that, starting from data integration,

the modules can be reused with minimal effort.

4.1 Challenge

Often, modelling methods proposed in the literature for

dealing with the given questions are used for simulation

projects - in line with good scientific practice. How-

ever, due to the change in available data described in

the chapter "Data", emerging system knowledge and

adopted research questions [13] there is often the pos-

sibility to try other modelling approaches. This poten-

tial should be used, but there is a risk of getting bogged

down in the task: We need transparent, "simple" mod-

els.

In this respect, concepts should be developed to

be able to implement modular simulation parts. Their

reusability also serves to increase quality and sustain-

ability. This is also necessary and helpful insofar as

in many cases no established simulators can be used in

practice for runtime reasons, but the solutions are pro-

grammed out fundamentally after a rapid prototyping

and proof of concept phase. Therefore, the solutions

should be kept as complicated but also as simple as pos-

sible. Especially in the case of complex processes, such

as the use of buildings over time, it will make sense to

couple existing models, i.e. not to develop new solu-

tions that have already been tested and validated. How-

ever, this poses the challenge that (at least) interfaces

and runtime behaviour have to be validated and doc-

umented again. These issues should be reviewed and

addressed in item C.04 "Modular & Efficient Solu-
tions".

Based on this point, it becomes clear that there is

a need to implement different levels of detail and dif-

ferent issues with different approaches. Therefore, it is

necessary to define clear processes according to which

criteria a model concept was selected for implementa-

tion. In this respect, simulation theory is now inten-

sively concerned with the question of how models can

be compared at all and how the "right" model can be se-

lected: Based on this development, corresponding steps

in the modelling process should be documented. An

example would be the sensible representation of an epi-

demic spread by agents, if concrete interventions such

as school closures are to be simulated and these can-

not be represented in a comparable differential equation

approach. Conversely, for the analysis of a basic sys-

tem behaviour, a differential equation model (and the

existing methods for analysis) should be used whenever

possible. A possible combination of model parts for dif-

ferent (sub)systems should be considered and checked.

The motivation for the choice and limitation of the cho-
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sen method, which arises from the data situation, the

research question or the system knowledge, should be

presented clearly and evidence-based in C.05 "Differ-
ent Methods for Different Research Questions". Un-

der no circumstances should personal preferences of the

modeller play a role here.

Last but not least, C.06 "Comparability of Mod-
els & Results" is by no means only about the obvi-

ous Comparability of Models & Results resulting from

C.05, in the case that a question was calculated with

two different models, but also about the possibility of

making the model processes themselves comparable.

This raises questions such as how parameter sets can

be exchanged between microscopic and macroscopic

models. Furthermore, it should be possible to better

work out the limitations of individual approaches by

comparing models. This will not be possible in every

simulation study, but should be considered as a funda-

mental possibility.

4.2 Implementation & Examples

An approach for sustainable use of individual model

parts, as should be fulfilled in C.04, is the develop-

ment of a generic population model within the frame-

work of DEXHELPP. The Generic Population Concept

(GEPOC) has been developed since 2014 [14] and

makes it possible to map different countries, flexibly in-

tegrate different sets of input parameters and use differ-

ent modelling techniques (Agent Based, Discrete Mod-

elling, System Dynamics). The population model is

an example of the usefulness of modularisation, as the

model cannot only be used in one application area, but

the effects of interventions on the population play an

important role in many areas. Examples of this are, in

addition to the intervention and supply analysis in the

health sector, also the use in the modelling of new mo-

bility concepts or in the area of energy supply.

The current implementation for Austria simulates

the population of Austria between 1998 and 2100 in

such a way that historical data match the data of Statis-

tics Austria, but also the forecasts match the respective

assumptions of the national statistical authority up to a

defined (small) error. The standard model is basically

without interaction, but capable of it - i.e. this aspect

is also optional for reasons of efficiency. In micro-

scopic modelling, for example, agent properties are date

of birth, sex and place of residence (latitude/longitude).

Here, the link to the chapter "Data" is also established,

since the possibility of being able to parameterise an

existing, modular model again and again with different

data is of great advantage here. The model was used,

among other things, to advise the Austrian federal gov-

ernment during the Covid-19 crisis [15] and has proven

itself to enable fast, flexible and quality-assured model

implementation.

Different model derivations are managed on Git Hub

as individual branches. Modules can be added step by

step. In the case of Covid-19 modelling, these are a

variety of different aspects, such as exact place of res-

idence, or immunisation status. A fundamental exam-

ple is the contact module, which is important for mod-

elling dispersal. This was developed as part of an in-

fluenza modelling project starting in 2010 and imple-

ments the contact networks based on the POLYMOD

study, a large survey of infection-related contact pat-

terns, on the characteristics of 97,904 contacts recorded

with 7,290 participants. Two aspects should be empha-

sised here: on the one hand, it is necessary to appro-

priately extrapolate the data-based contacts using sta-

tistical methods. On the other hand - based on model

assumptions, as in the case of Covid-19 through con-

tact restrictions, lock-downs and other measures - the

modelled contact networks change. This must there-

fore be possible and as efficient as possible in the im-

plementation. Accordingly, the model can also be used

for effects in other areas, up to the analysis of possi-

ble couplings with other modelling approaches in multi-

method modelling [16] or development of new interdis-

ciplinary approaches [17].

Dealing with different models (C.05) was a starting

point for the DEXHELPP platform. A rather simple

example of comparing ODEs, PDEs, difference equa-

tions and CAs [18] was extended over the years by

agent-based models and the respective modelling pro-

cess parts such as parameterisation and cross model val-

idation.

The aforementioned GEPOC model can also be used

to illustrate how a model comparison (C.06) can be

carried out [19]. Thereby, the methodological possi-

bility of comparison forms the basis to make compe-

tent decisions why certain decision support should be

implemented with concrete methods [20] or to what

extent models can be combined to hybrid approaches

[21]. In the course of the Covid-19 crisis, model com-

parisons were used in Austria in advising the federal

government by implementing three different model ap-

proaches and comparing them on a weekly basis [23]

, a current example of the comparison of models used
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(also internationally) is the ECDC Covid-19 Scenario

Hub [24] The approaches mentioned are not limited

to the level of population modelling, an example of

which is [22]. The microscopic behavioural aspects

like motion and proliferation of ‘pigment cells‘of the

human skin are implemented using basic principles of

agent-based simulation whereas the complex geometry

of the microphysiological environment of melanocytes

is modeled using the techniques of differential geom-

etry. The combination of a small-scale behavioural

model and the interaction with the complex environ-

ment allows to simulate and reproduce the growth of

melanocytic skin lesions in silico.

4.3 Benefit

The aspects of modelling mentioned in the section are

fundamentally linked to the data processes described in

the section before. Assuming that a stable and vali-

dated modelling has been implemented, we can assume

that with reasonable effort - if the requirements are not

adapted - a change in the model strategy and a change

in the parameterisation will not lead to any significant

advantage. In contrary with changing requirements the

model can be flexible improved if necessary. The possi-

bility to represent the heterogeneity of the system under

consideration is sufficiently given and the level of detail

of the modelling is justified. This is supported by the

possibility (and ideally implementation) of quantitative

as well as qualitative comparison of different, method-

ically cleanly comparable methods. Differences in the

results of different models are reasonable - as different

model assumptions, aggregations or focus are set - and

explained. Parameters can be transferred between di-

verse implementations and models. They can either be

combined through multi-method modelling or suitably

coupled through co-simulation if required. The imple-

mented processes can clearly show the limitations of

modelling and implementation.

5 Processes

C.03 "Reproducible Processes" and C.07 "Commu-
nication of Advanced Simulations" (Blocks 3 and 7

in Figure 2) are essential to guarantee the credibility

and usability of the models and are decisive for the

impact of decision-support models. Tools to manage

and share data (e.g. [30] and concepts to communicate

not only the simulation results, but also the modelling

process and model construction are used. The repro-

ducibility of processes and Data Citation Principles ap-

plied on all data sources is indispensable to be able to

repeat the simulation studies at any time and thus in-

crease the credibility of simulation technology itself in

the medium term. Modelling steps such as the imple-

mentation of stochasticity, coupling of model parts and

others are clearly documented. Selection and presenta-

tion of the results is justified, the conclusions are clearly

presented and are related to the simulation results, es-

pecially when outcomes are relative (e.g. prioritisation

of interventions) or qualitative. Improving the com-

prehensibility of the modelling process, simulation use

and results of different categories through Data Repre-

sentation and Human Computer Interfaces (HCI) and

other strategies is essential to achieve the real purpose

of simulation in the field of decision support, namely

sound change management.

5.1 Challenge

From modelling practice we know that the data land-

scape is usually heterogeneous and that the data situa-

tion changes continuously in the modelling process and

during the use of simulations. Different models with

regard to different time scales, granularity of the rep-

resentation of system variables and outputs as well as

different properties make it difficult to keep simulation

studies as reproducible as possible. In addition, the

necessary and important regulations and standards re-

garding data security, personal protection and confi-

dentiality must be observed. Nevertheless, in order to

achieve credibility, it is essential that simulation studies

in the future - like real experiments - should be repro-

ducible worldwide in the laboratory, starting with the

documentation of input data and parameters, through

the systemic and strategic assumptions, the modular

model parts and their documentation, to the specifica-

tion of stochastic process assumptions. Corresponding

methods must be developed and used in C.03 "Repro-
ducible Processes". Furthermore, projects still fail to

reduce the model and simulation complexity in the di-

rection of the decision-makers. On the one hand, com-

plicated models are built precisely in order to do jus-

tice to the heterogeneity and dynamics of modern socio-

technical processes, the reduction of which may not be

(sensibly) possible. On the other hand, these models are

not acceptable to the decision-makers because they are

not comprehensible. In this respect, possibilities must

be created (or used) in C.07 "Communication of Ad-
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vanced Simulations", which can present models in a

suitable way, can clearly present relevant mechanisms

of action and break down the results of dynamic pro-

cesses in a suitable way. Need for Change Management

& Interdisciplinarity.

5.2 Implementation & Examples

As described in chapter "Data", one challenge is to deal

with the changing data situation. New data is added,

which not only fills existing structures with new data,

but also changes the structures themselves (C.03). Spe-

cific subsets of data are selected that fit the research

question at hand. In this respect, we need methods to

identify versions of a subset. Recommendations for

this were developed, for example, by the RDA Working

Group on Dynamic Data Citation (WGDC) in [25] with

versioned data, timestamps and a query-based mecha-

nism for subset formation. We also need fair data use,

including concepts for managing the life cycle of re-

search data that can be machine-processed with Data

Management Plans (maDMPs), as in [26]. Simulation

models can also be used to fill in missing data or gen-

erate new data. Data farming [27] enables the use of

simulation models to generate data that can also be used

for other methods such as machine learning. Simulation

thus serves as a complement to observational data, the

connection of which requires innovative methods to

couple simulation, real-time data sources and the tradi-

tional historical data to verify and validate models [28].

But the convergence of physical and virtual worlds now

goes far beyond this in cyber-physical systems (CPS),

of course. The digital twin represents the maximum

challenge, serving as a digital image of the physical

world from the planning phase through strategic plan-

ning to operational use. It consists of a set of adaptive

models that mimic the behaviour of a physical system

and are updated along its life cycle by real-time data

[29]. The digital twin has both simulation capabilities

that can approximate the behaviour of the real system

and emulation capabilities that allow the digital twin

to synchronise with the real system and thus duplicate

and mimic the physical system in the real world. The

digital twin therefore offers more accurate replication

compared to the simulation model and represents a new

paradigm in modelling and simulation [29].

Last but not least, this also involves reproducibil-

ity at the "other end" of the simulation process, namely

the use of the results of large agent-based models as a

synthetic data source, as for example presented in the

Covid-19 crisis here [30]. Other aspects include the

conflicting goals of protecting and controlling sensitive

data on the one hand, while allowing third party ac-

cess on the other, as described in [31]. This is a ma-

jor challenge especially for simulation studies, as the

choice of modelling method is also affected here. The

better the mechanisms are implemented in the data se-

lection, the more detailed models can be applied. Here,

the close connection of data, i.e. parameterisation, cal-

ibration and validation, to the model structure becomes

apparent. Specifically for agent-based modelling in ar-

chaeology, this is outlined in [32], where the issue is

up to clearly defining what stochastic range needs to be

achieved in corresponding ones (see [33]) and how this

can be mapped in the reproducibility discussion.

On the way to credibility and usability, achieving

(and communicating) reproducibility is only one pillar.

In addition, the communicability of the model results,

the modelling process and the simulation study itself is

equally decisive (C.07). The importance of this was al-

ready shown in 2017 in [34] by means of an analysis of

the extent to which people are more willing to be vac-

cinated if the benefits of vaccination are presented to

them more clearly. This is a crucial aspect for the fruit-

ful use of simulation models, as recently became ap-

parent in the Covid-19 crisis. Even in phases in which

the benefits of certain interventions were quite provable

(in other phases these benefits were quite controversial),

it became increasingly difficult to communicate these

benefits widely. Three aspects are currently being re-

searched intensively in this context: First, correspond-

ing models must be clearly documented and communi-

cated. Black box models whose structure is not com-

prehensible or understandable will justifiably not gen-

erate any benefit in the future, be it in the analysis of

climate change or all other questions. Secondly, their

use must be clearly documented and transparently im-

plemented. In the field of health systems research, there

are established processes for how questions are defined,

how they are processed and how they are finally evalu-

ated. In the case of the vaccine evaluation of Covid-19

in Austria, this was implemented and published in [35]

including the involvement of a steering board. Last but

not least, it is about clear communication of the results,

as they are researched in the visualisation community.

Here, not only are clear concepts for evaluation imple-

mented, but these are evaluated themselves, as in [36].

Simulation research is still some steps away from this

status.
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5.3 Benefit

When implementing the above concepts, the results is

not only a well-parameterised model with reasonable

data sources, but also a simulation study that finds ac-

ceptance in the respective field of application. This

can never be completely described technically, but two

points are covered as well as possible: Firstly, the cred-

ibility of the simulation study was implemented with

suitable documentation of the data used, the selected

model modules, the implementation of the studies and

all other framework conditions in such a way that the

respective state of the art of reproducibility valid at the

time of implementation was achieved. The experiment

is reproducible. Secondly, the study can be appropri-

ately communicated to those experts and the general

public in accordance with the current state of the art.

This also applies to the model structure, the implemen-

tation of the simulation study and the results. The study

is comprehensible. Once this has been done to a suffi-

cient extent, there is still the question of the connection

to international standards, how a balance can be found

between the needs of the clients (who also provide the

data) and transparency and open access, as well as the

question of domain-specific and interdisciplinary stan-

dards. These will be described in the next section.

6 Guidelines

Last but not least, guidelines, standards that go beyond

the concrete implementation are crucial (Blocks 8-10 in

Figure 2). Here, the concepts of C.08 “Open & In-
dependent Solutions”, C.09 “Data Security & Stake
Holder Interest” and C.10 “Broad Applications &
Standards” are crucial. The possibility of publication

is limited, for example, by (justified) economic or data

protection interests, which, however, leads to a lack of

comparability of different models and thus jeopardises

quality. This requires fundamental regulations such as

those addressed in the General Data Protection Regula-

tion and Data Governance Act. Clear and transparent

processes are necessary for every project (even before

the start of a simulation development) as well as the

reuse of models is necessary to ensure quality and sus-

tainability over time. Standards for different domains

have to be established and - as a vision - should be valid

for simulation studies in all domains.

6.1 Challenge

The basic "possibility" of achieving credibility (as de-

scribed in the previous chapter through reproducibility

and comprehensibility) is currently often limited in re-

ality for "external reasons", i.e. not due to the tech-

nical implementation of the simulation study. Data,

model structure and documentation of the simulation

study are often not published due to data protection,

interests of data owners or clients. At the same time,

a lack of comparability of (published) models, simu-

lations and results leads to a lack of credibility of the

discipline itself. Exaggeratedly formulated, one could

write that in the case of simulation research, the lack

of transparency leads to the discrediting of the entire

discipline, as this lack is not attributed to a concrete

implementation, but to the concept of simulation. Fur-

thermore, non-publication prevents the further improve-

ment of the quality of standardised model modules. For

this reason, C.08 "Open & Independent Solutions"
is an even more important concept and rules and guide-

lines regarding this will play an important role. This

leads directly to the challenge of how to (pre-)define

and guarantee stakeholder interests. This is the only

way to clarify justified (or unjustified) objections at an

early stage and to establish clear guidelines on the ex-

tent and aggregation of results that may be published.

This is also the motivation for the concept C.09 "Prior-
ity for Data Security and Stakeholder Interests", be-

cause only through this prioritisation will the necessary

willingness to receive data and to be able to implement

the publications to a sufficient extent be achieved. Of

course, legal frameworks are still necessary and impor-

tant. On the one hand, these must keep data protection

in mind (GDPR) and, on the other hand, enable the nec-

essary publication in the "public interest" in order to en-

able transparency in decision-making processes and ef-

ficient control of systems and processes. Through pub-

lication and the associated possibility of reusing mod-

els interdisciplinarily, on the one hand resources for the

new and further development of models can be better

used worldwide, and on the other hand the quality of

the models can be better and more sustainably ensured.

Examples of this would be the establishment of pop-

ulation models that follow the same standards world-

wide and on which interventions can be simulated. This

is an urgent challenge because - taking climate change

and successful possible interventions as an example -

domain boundaries are already history and individual

aspects can no longer be considered singularly. Cur-

SNE 3 (4) – 12/2022



234

Popper et al. Methods for Integrated Simulation - 10 Concepts to Integrate

rently, the development of standards in sub-domains is

at different stages of progress. Interdisciplinary stan-

dards are an urgent challenge that should be solved as

soon as possible. Solutions should be developed in C.10
"Broad Applications & Standards" and implemented

or referenced in individual simulation studies.

6.2 Implementation & Examples

The consequences of non-transparent, non-reproducible

processes are twofold, for example in the case of con-

crete decision support in the area of the health system.

Lack of credibility of results on the one hand and lack

of availability of data or reproducible model assump-

tions (in a more general sense) on the other. The sec-

ond aspect seems to be more cause than effect, but it

turns out as follows: the knowledge that results of cal-

culations are not shared and further used in a quality-

assured way leads to irreconcilable differences between

stakeholders as to who should provide which data and

how they are processed. Especially in systems like the

Austrian health system, where resources and decisions

are shared between several stakeholders (in the case of

the Austrian health system government, federal states

and social insurance), lack of process quality are good

arguments for not participating in a common analysis

strategy. The result is diffuse or contradictory bases for

decision-making.

Concepts C.08 and C.09 should therefore be consid-

ered together. On the one hand, open and transparent

processes are needed; ideally, both the data sources and

the processes and results should be published (C.08).
Open access journals, corresponding data platforms

(described in the previous chapters) and GitHub servers

are suitable for publishing the source code. Corre-

sponding access points have been and are being con-

tinuously developed in the respective communities and

should be sustainably linked to activities of EUROSIM

and other simulation societies. In the context of con-

crete political decision-making processes, one should

go one step further. In the analysis of the current im-

munisation against Sars-CoV-2, an up-to-date, model-

based evaluation of this immunisation was published

monthly within the framework of DEXHELPP [38], as

concrete discussion processes were also continuously

accompanied on the basis of this assessment.

On the other hand, it must already be clear be-

fore the start of a simulation project which partners

provide which data under which boundary conditions

(C.09). In the context of governance, it must be clari-

fied which stakeholders and scientific partners have ac-

cess to which data aggregates, how and where these are

linked and processed with which methods, and which

results are published in which resolution by which

stakeholder. These aspects must be clarified legally,

technologically and formally and documented in writ-

ing. The two aspects C.08 and C.09 are directly related

and it is short-sighted to think that the data issue can be

considered in isolation from the methodology. A proof

of concept for the whole process was implemented as an

integrated solution, the DEXHELPP Research Server,

within the COMET project DEXHELPP [37].

Last but not least, modularisation for the purpose of

a cross-domain use of reusable, quality-assured models

as well as guidelines and the standardisation of meth-

ods and their use are important steps for the future use

of simulation in decision support (C.10). In health sys-

tems research, the SMDM/ISPOR Modeling Good Re-

search Practices [39] should be mentioned as an ex-

ample, which define quality .and selection criteria for

methods. It will also become necessary to define these

standards and guidelines across domains. Just as energy

consumption, energy transfer, energy storage and other

aspects must be considered together, this also applies to

simulation studies and models of the future. From the

health system to mobility and climate, integrated mod-

els will be needed in the future in order to be able to

depict the heterogeneity and dynamics appropriately.

6.3 Benefit

In the final chapter, the areas of open access and pub-

lic domain were briefly outlined, especially in connec-

tion with the protection and planning of stakeholder in-

terests, as well as the question of modularisation, stan-

dardisation and guidelines. In a simulation study, clear

rules are documented in advance as to which results are

published in which aggregation and which are not. The

non-publication is justified, as are the legitimate inter-

ests of all parties involved. Methods are available to

reuse as many model parts as possible under regulated

framework conditions, either on one’s own or in the re-

search network.

7 Summary

There are many developments in the respective com-

munities. At this point, an attempt has been made to

briefly outline - in a first statement - which aspects are
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specifically crucial for modern simulation studies and

which points are recommended for attention for specific

projects. The aim is to show a spectrum of possibilities

that should be considered, tested and ideally integrated

as far as possible.

Some of the major challenges (and weaknesses) are

exemplary: Centralised data bunkers, are too inflexible

to keep up with ongoing changes. Models that are not

scalable according to data, new system knowledge or

research focus - and that are not comparable - weaken

credibility and usability. Lack of interfaces and willing-

ness to cooperate between models and other methods

prevent optimal solutions.

We therefore need Flexibility, through decen-

tralised (and secure) storage and documented, pro-

fessional processes. Sustainability through modular

models and simulations as well as Appreciation be-

tween methods from data science, mathematics and

simulation.
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