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Abstract.  Simulation is an established methodology for 
planning and evaluating manufacturing and logistics sys-
tems. In contrast to classical simulation studies, the 
method of knowledge discovery in simulation data uses a 
simulation model as a data generator (data farming). Sub-
sequently, hidden, previously unknown and potentially 
useful cause-effect relationships can be uncovered on the 
generated data using data mining and visual analytics 
methods. So far, however, there was a lack of integrated, 
easy-to-use software solutions for the application of the 
data farming in operational practice. This paper presents 
such an integrated solution, which allows generating ex-
periment designs, implements a method to distribute the 
necessary experiment runs, and provides the user with 
tools to analyze and visualize the result data. 

Introduction 

Simulation is an established tool for planning and con-
trolling complex production and logistics systems and 
has proven to be an important key component, among 
other things, in solving challenges in the context of In-
dustry 4.0 [8]. Traditional simulation studies are usually 
designed to cover a previously defined project scope or 
to achieve a concrete project goal through manual exper-
imentation. This includes, for example, the optimisation 
of a production layout [9]. 
 

With increasing computing power and the general 
availability of Big Data infrastructures and cloud-based 
solutions, as well as considerable progress in the field of 
data mining, another possible application for simulation 
models arises: conducting a very wide range of experi-
ments to uncover hidden, previously unknown and poten-
tially useful cause-effect relationships. Particularly in 
complex systems, there may be relationships, problems 
or even solutions that go beyond the defined goal of a 
traditional simulation project and can therefore contrib-
ute to decision support. The basis for this approach is the 
methodology of data farming [5]. 

Based on data farming, Feldkamp et al. [4] developed 
a method named Knowledge Discovery in Simulation 
Data, which supplements data farming with methods 
from data mining and visual analytics, specifically suited 
for the analysis of production and logistic systems. Initial 
case studies have proven its potential [1, 2].  

However, a broad transfer into operational practice 
was so far held back due to the lack of an integrated soft-
ware solution that also enables non-simulation or data 
farming experts to conduct knowledge discovery in sim-
ulation projects. 

This paper presents such an integrated solution, 
which initially extends the existing software solution  
SimAssist (cf. [13]) as a prototype. The development was 
carried out within the framework of the German Federal 
Ministry of Education and Research (FMER) project 
"Development of an integrated solution for data farming 
and knowledge discovery in simulation data (DaWiS)". 
The sub-aspects to be considered here are procedures of 
intelligent experiment design, methods for the (cloud-
based) distribution of experiments as well as the selection 
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and adaptation of suitable data mining and visual analyt-
ics methods, so that data farming or the method of 
knowledge discovery in simulation models according to 
Feldkamp [1] can be effectively applied with little train-
ing effort.  

In this paper, the methods and the implemented soft-
ware solution are explained using an example from the 
automotive industry. The actual simulation is carried out 
in the simulation software Siemens Plant Simulation. 

The remainder of the paper is structured as follows. 
First, the state of research and the necessary theoretical 
foundations of data farming and the method for 
knowledge discovery in simulation data (KDS) are pre-
sented briefly. Then, in Section 2 the main part of the pa-
per, the integrated method is presented step by step, and 
illustrated by a workflow example. At selected points, 
particular attention is paid to the technical implementa-
tion. The article ends with a conclusion and an outlook 
on possible extensions of the integrated solution. 

1 State of the Art 
In data farming, a previously validated simulation model 
is used as a data generator to cover the largest possible 
spectrum of model or system behaviour (response sur-
face) with the help of intelligent experiment design and 
high-performance computing [5, 10]. The "farming" met-
aphor expresses that the goal is to maximise the data yield 
of the simulation model, analogous to a farmer who cul-
tivates his land as efficiently as possible to maximise his 
crop yield [11].  

The research and development of improved proce-
dures for the design of simulation experiment plans is one 
of the crucial prerequisites. These allow possible combi-
nations of factor values to be comprehensively repre-
sented and at the same time guarantee a reasonable num-
ber of experiment runs to generate data [7, 12]. Espe-
cially in the context of the simulation of production and 
logistics systems, the selection of one of the design meth-
ods or even the selection of a suitable combination of dif-
ferent design methods is of great importance. To carry 
out the experiments, the data farming literature often re-
fers to appropriate high-performance computing [5]. 

Interesting relationships can then be uncovered in the 
generated data with the help of various data mining or 
visual analytics methods [6]. This way, previously un-
known relationships, problems or even solutions can pos-
sibly be identified.  

Feldkamp [1] presents a selection of possible data 
mining methods, e.g., clustering, and the appriopate 
workflow for applying those methods contiguously. It is 
recommended that the actual analysis of the generated 
simulation result data and the relationships between fac-
tors and result data (key figures) is ideally supported with 
interactive, visual analysis. Visualisation is generally a 
crucial tool when an interpretation of data is required. A 
consistent dovetailing, as is generally recommended in 
the research discipline of visual analytics, between inter-
active visualisation, e.g., by means of interactively adapt-
able animations, time series diagrams, graphs, and data 
analysis by means of data mining methods, enables the 
user to incorporate the human ability to draw conclusions 
in the best possible way [3, 6]. 

In summary, the state of the art in science and tech-
nology in this context shows that the basic individual 
methods (data farming, intelligent experiment design, 
data mining and visual analytics) have reached a suffi-
cient maturity level. Prototypical applications in the con-
text of simulating production and logistics systems 
demonstrating the potential of this approach have also 
been published. However, it must be stated that there is 
yet no holistic solution for transferring the methods as a 
whole or at least in significant parts into a framework that 
can be operated by non-experts, and which also focuses 
on the area of simulation in production and logistics. Fur-
thermore, there is a lack of methods for (partial) automa-
tion of the processes and for supporting non-experts in 
general. 

2 Integrated Solution for Data 
Farming and Knowledge 
Discovery in Simulation Data 

As already mentioned in the introduction, the aim of the 
FMER research project DaWiS is to develop a software 
solution, supplemented by best practice procedures, 
which also allows non-experts to acquire knowledge 
based on data farming using data mining and visual ana-
lytics methods.  

For this purpose, the proven modular software  
SimAssist (cf. [13]) by Simplan AG, which already pro-
vides extensive assistance functions for the administra-
tion, analysis, visualisation, and documentation of result 
data of classic simulation projects, has been expanded.  
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The extensions are combined in a new module of the 

software call “4farm”. Corresponding components were 
designed and prototypically implemented for the already 
mentioned sub-aspects, the intelligent experiment design, 
the distribution of experiments as well as for the data 
mining and visual analytics. The basic architecture of the 
module can be seen in Figure 1.  

It is worth mentioning that in addition to research on 
the methodology, substantial effort was put into the de-
sign of the user interactions during the conception and 
development, so that all necessary sub-aspects (from ex-
periment design to the distribution of experiment runs to 
the analysis and visualisation of data) are available via an 
integrated interface without changing the software. 

 

Figure 1: General architecture of the software solution 
(SimAssist – 4farm module) for data farming  
and knowledge discovery in simulation data. 

Furthermore, as many technical details as possible are 
hidden from the end user, especially regarding the exper-
iment design, the data mining and visual analytics meth-
ods, necessary settings are anticipated based on best prac-
tices. If this is not possible, the necessary settings are 
transferred to an intuitively understandable technical ap-
plication level. This is done by asking for the necessary 
parameters when using the methods. In each case, the 
user is offered lists with selection options.  
The corresponding notes on the use as well as the ad-
vantages and disadvantages of the individual variants are 
stored in the software in the form of information texts or 
decision trees or in a similar way. The user can thus focus 
completely on the simulation model and objective of the 
simulation study. 

Due to the rapid development of research in the field 
of data mining and visual analytics, but also due to the 
large number of possibilities regarding experiment de-
sign, another requirement placed on the software is that 
new methods, including visualisations, can easily be 
added in the future via a standardised mechanism. 

2.1 Workflow Example – Supplying a Car 
Production Line with Batteries 

In the context of this paper, selected methods as well as 
the implemented software solution - especially the ex-
cerpts of the user interfaces - are presented based on an 
example scenario. Among other use cases, this example 
was used in the DaWiS project starting with the require-
ments analysis until the final demonstration of the meth-
ods and the software. 

The workflow example includes a typical logistical 
problem in which the supply of a running car production 
with two different types of batteries as well as the dis-
posal of the stackable empty load carriers is considered. 
The delivery of the batteries in load carriers and the col-
lection of the empty load carriers is done by truck at an 
unloading dock. The actual handling of the batteries is 
done by forklift trucks (Figure 2). 

 

Figure 2: Screenshot of the model of a loading/unloading 
of batteries to supply a running production. 

 
The variable input parameters (factors) of the model in-
clude the ratio of battery types A and B in the total pro-
duction programme of the vehicle assembly (which itself 
is not part of the simulation model under consideration). 
Further factors of the simulation model are the total pro-
duction volume, the cycles in which trucks deliver new 
batteries and the size of the buffers for full loads. In ad-
dition, three different scenarios are defined, each of 
which differs in the forklift variants used (5t or 8t fork-
lifts) and the number of forklifts (1-2 forklifts). To ana-
lyse the results, 31 result parameters are stored, including 
the forklift utilisation or the downtimes of the connected 
assembly due to missing batteries. 

The model of the production and logistics system was 
created using the Siemens Plant Simulation software. 
Here, modules were developed which enable the setting 
of the factor values (variables to manipulate) and the 
readout of the pre-definable result data (XML format). 
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With the help of these modules, models can be en-

riched with meta-information about the factors and result 
parameters as well as their data types and, if applicable, 
existing value ranges. This information can be evaluated 
by the integrated solution and presented to the user and 
used as a basis for the concrete experiment design. 

2.2 Experiment Design 

As described earlier, generating suitable experiment de-
signs is the first major challenge in the process of data 
farming and thus also in the method for knowledge dis-
covery in simulation data that builds on it. Currently, five 
different experiment design methods have been selected 
and implemented: the full factorial design, the 2 -design, 
the central composite design, and the Latin Hypercube 
Sampling (LHS) as well as a design in which an LHS can 
be crossed with another factor or design.  

It should be noted that experiment design methods 
sometimes require method-specific parameters in addi-
tion to the parameters describing the factors, i.e., the 
names of the factors, the data type and value range of the 
factor. For example, in case of the LHS, the number of 
experiments must be specified. All design methods are 
implemented as Python scripts. The scripts use a uniform 
library for XML-based data import and export and can 
contain corresponding meta-information as comments at 
the beginning.  

The information about the factors can be set manually 
or – as indicated in the previous section – read out from 
the simulation model. The design method-specific pa-
rameters are queried from the user in SimAssist. Which 
parameters are queried and how the interface is designed 
in the SimAssist 4farm module is defined in the meta in-
formation of the respective script. 

Adding further experiment design methods is possi-
ble at any time without restarting the software. To do this, 
the methods only must be made known as Python scripts 
annotated with the addressed meta information by copy-
ing them into a defined directory (so-called hot deploy-
ment). The corresponding selection option and the inter-
faces are generated ad hoc and can be used immediately.  

When selecting the experiment design methods, the 
user is supported on the one hand by textual help for the 
individual methods. On the other hand, assistance is 
available in the form of a decision tree (Figure 3), in 
which a design method is suggested by answering simple 
questions.  

 

In the example scenario mentioned here, a crossed 
LHS design with 15,000 experiments (5000 LHS * 3 sce-
narios) was used due to the different scenarios 
(green/dashed path in Figure 3). 

 

Figure 3: Flowchart for selecting the appropriate  
experiment design methods [1]. 

2.3 Experiment Distribution 
Due to the large number of simulation runs, it is usually 
not practical to carry out the experiments on a single 
computing instance (single computer or single processor 
core on a single computer). Instead, it is desirable to dis-
tribute individual experiments across different compu-
ting instances. The technology used in the DaWiS project 
is based on a software component from a preliminary 
project of Simplan AG, the so-called SimController. This 
was adapted in such a way that it is now possible to dis-
tribute experiments, i.e., models and the concrete factor 
values in the form of XML data via a central instance to 
self-registering client instances using TCP/IP. The indi-
vidual instances continuously report their status.  

After running an experiment, the defined characteris-
tic values (and used factor values) are reported back to 
the central instance and stored in SimAssist in the form 
of a SQLite database. This data can then be used and an-
alysed very easily.  

2.4 Analysis of the Result Data – Data 
Mining and Visual Analytics 

Analogous to the experiment design methods, the num-
ber of possible data mining methods and visualisation 
methods is very large. In the method for knowledge dis-
covery in simulation data, Feldkamp [1] analyses differ-
ent groups of methods and provides an assessment them 
with regards to their benefit for knowledge discovery.  
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Based on this research, methods of descriptive statis-

tics, correlation analysis, clustering (k-means and gauss-
ian mixture) as well as regression analysis and the for-
mation of classification trees were classified as most val-
uable for practical application and implemented in the 
prototype. In addition, there are suitable visualisations 
such as heat maps for correlation analysis or parallel co-
ordinate and scatter diagrams for the evaluation of clus-
tered data. The technical implementation here is analo-
gous to the implementation of the experiment design 
methods, i.e., each of the methods is implemented as an 
annotated Python script and the data exchange with the 
script is again carried out via XML format. Here, too, it 
is thus easy to implement further data mining methods 
and visualisations, which are immediately available to 
the user via generic dialogues from the 4farm module for 
knowledge discovery.  

The data analyses within the workflow example have 
not yet been completed. However, initial findings are 
emerging. For example, it turns out that assuming the 
current demand for batteries, every scenario leads to a se-
cure supply of production. However, even with a moder-
ately increasing proportion of battery electric vehicles, 
scenarios with two forklifts, at least one of which is an 8t 
forklift, work better, especially if one battery type is in 
demand significantly more often. 

3 Conclusion 
The paper presented an integrated software solution de-
veloped for knowledge discovery in simulation data. For 
this purpose, the need for and the requirements of such a 
solution were derived and the essential sub-aspects of the 
method and its user-friendly prototypical implementation 
were examined in more detail. Further development steps 
include the implementation of additional experiment de-
sign and data mining methods as well as additional visu-
alisations. Moreover, further tests in real-world use cases 
are necessary, especially to validate the implemented in-
terfaces and file formats. Finally, research on further 
(partial) automation of the data mining methods, e.g., by 
means of meta-learning to determine suitable hyperpa-
rameters, or the use of methods for robustness analysis, 
is conceivable. 
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