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Editorial  
Dear  Readers, This issue SNE 32(2) presents submitted contributions, post-conference contributions from ASIM conferences, and 
the ‘last’ post-conference contributions from the EUROSIM 2019 congress, completing the two SNE Special Issues EUROSIM 
Congress 2019.  The application-oriented contributions deal with the operating behaviour of an industrial Diesel engine  
(B. H. Hermann et al.), with an adapted laboratory for mobile robotics t (by D. Gallarta Sáenz et al.), with pulse wave analysis 
attractor reconstruction (by C. Hörandtner et al.), highly viscous non-isothermal fluids with free surface (by E. Skeli et al.), and 
with simulation model to increase the resilience of Public Transit Networks (by O. Ullrich and D. Lückerath). The methodological 
oriented contributions present approaches and case studies for order reduction in deterministic microscopic models (M. Rößler,  
N. Popper), a procedural model approach for energy-oriented simulation studies (B. Jacobsen et al.), and advanced machine 
learning for recursive data-based modelling by E. K. Juuso). Both contribution types underline the broad variety of classical  
simulation areas and looking into new areas. 
      SNE Volume 32 continues a SNE tradition: Vlatco eri , Past President of the Croatian Simulation Society, provides his art-
work as cover pictures for SNE covers. For this volume, the artist and simulationist Vlatko eri  has chosen four algorithmic art 
pictures from the series AMULETS, for this issue Amulet no. 3.  

      I would like to thank all authors for their contribution, and thanks to the editorial board members for review and support, and 
to the organizers of the EUROSIM conferences for co-operation in post-conference contributions. And many thanks to the SNE  
Editorial Office for layout, typesetting, preparations for printing, electronic publishing, and much more.  
And last but not least we are glad, that after the series of virtual conferences we can promote again EUROSIM face-to-face confer-
ences, MATHMOD 2022 Vienna and ASIM 2022 Vienna in July 2022 (www.mathmod.at, www.asim-gi.org/asim2022; ‘conferences 
as they used to be’), and the EUROSIM Congress 2023, June 2023 Amsterdam - see cover pages. 
      Felix Breitenecker, SNE Editor-in-Chief, eic@sne-journal.org; felix.breitenecker@tuwien.ac.at 
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Abstract. Within the research project SIDYN the oper-
ating behavior of an electric power generator in an iso-
lated, dynamically loaded grid is to be described and pre-
dicted by using simulation approaches. The stage of de-
velopment shown in this paper includes a coupled ther-
modynamic/mechanic engine model, which has to be ex-
tended by a mechanic/electrical generator-grid-model in
the course of the project. For verification of the engine
simulation, model measurements were carried out at the
engine test bed at Wismar University. One of the key
measures to enable simulations of different load scenar-
ios and its impact on the system is the precise defini-
tion of subsystem interfaces. To do so, an approach de-
scribed in [2] is implemented into MATLAB Simulink R©. To
characterize the controlling behavior of the industrial en-
gine the interfaces between the transient torque and an-
gular velocity of the drive train were observed. Consider-
ing the existing experimental setup, it can be concluded
that good results could be achieved with the present
model. The calculated and simulated cylinder pressure
curves show a high level of agreement at various station-
ary operating points. However, to strive for the calcula-
tion of transient operation behaviors, the model as well
as the engine test bed require further extension.

Introduction
To produce electrical energy in isolated grids GENSETS

(combination of internal combustion engine and electric

generator) are commonly used.

By doing so, the high energy density of fuels is con-

verted into electrical energy. Already during the design

process of the GENSET the main focus is put on the

quantification of the interaction between system compo-

nents and the identification of optimized system config-

uration and operational modes. The impact of dynamic

grid load on the electric network and the reaction of the

internal combustion engine has a direct impact on net-

work frequency, when using GENSETS in isolated op-

erating mode. Highly dynamic electric loads in isolated

grids as they can be found in steel- and cement factories

or on ships with hybrid drive trains will affect grid sta-

bility inducing the risk of negative repercussions on other

connected electric components. Thus, a reliable and ac-

curate prediction of the system behavior and occurring

interactions are of great importance in the system design

and configuration process. So far calculations like this

were made by hand or using simulations that do not cover

the whole system. Uncertainties may lead to oversized

system components causing high procurement costs.

Basically, conventional simulations are based on en-

gine speed-based models [7]. But the approach of this

research project includes the assumption, that the devel-

opment of an angle of rotation resolved calculation offers

a more precise declaration of the whole system behav-

ior. Due to that the plant can be optimized by many more

parameters. As a result of this optimization process the

systems economic efficiency can be raised while ensur-

ing a high degree of stability and a minimum of network

fluctuations.

Apart from a safe and good system performance, eco-

nomic and ecologic aspects, such as efficiency and emis-

sions can be defined as target values within the simulation

model.

The simulation approach consists of two system mod-

els connected with an interface.

SNE 32(2) – 6/2022
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One of the systems is the thermodynamic/mechanic

engine model and the second system covers up the me-

chanic/electrical generator-grid-model. As one of the

first steps a 2.9-liter turbocharged diesel industrial engine

and a generator working as an asynchronous machine are

modelled, as they are installed at the engine laboratory at

Wismar University. The interface is characterized by us-

ing the torque curve resolved versus time and angle of ro-

tation in order to accurately describe the highly transient

load pattern between the two machines. Both machines

are connected with a damped, flexible coupling that is

also part of the model.

In this document the current state of the internal com-

bustion engine simulation model is presented. Further-

more, obtained simulation results are compared to engine

measurements.

1 Simulation Environment
To simulate the diesel engine, state-of-the-art zero-

dimensional models were considered. Although there

are many commercial tools available, containing ready-

to-run models of internal combustion engines, the deci-

sion was made to develop a stand-alone simulation tool

to achieve the objectives of the research project. The rea-

sons to do so are listed below:

• exact knowledge of the model structure

• specific adaptation of the models to the conditions

of large engines and power generators in single and

multi-engine system set-ups with mutual interaction

• free choice of model depth and application complex-

ity of the submodels and the overall system

• interfaces can be easily added into the model e.g.

implementation in a heating circuit using engines

waste heat

Therefore, MATLAB R© Simulink R© was chosen as a

flexible and performant simulation tool for the project.

This platform allows for adjustable structures and exist-

ing modules can also be used as well as in-house devel-

oped program codes. By doing so, physical correlations

can be programmed in a comprehensive and adaptable

manner.

2 Modell Description
To simulate the internal combustion engine a zero-

dimensional model is used, which is based on the first

principle of thermodynamics. Thus, the combustion

chamber is considered as an unsteady and open system

[1]. The energy balance equation 1 derived by crank an-

gle ϕ in general is described by:

dU
dϕ

=−p
dV
dϕ

+
dQB

dϕ
− dQW

dϕ
+hE

dmE

dϕ
−hA

dmA

dϕ
(1)

To solve this balance equation one variable has to be

given by measurements, such as cylinder pressure over

crank angle or an empirically determined combustion

process (heat input due to combustion).

The inner energy inside the combustion chamber is

calculated by using the caloric equation of state.

dU = mcv dT (2)

Based on [2], equation 2 is derived by time during the

simulation which results in:

ΔU̇ = mcv Ṫ (3)

With this approach [2] the first principle of thermody-

namics can be phrased as a differential equation of first

order as shown below.

Ṫ =
− p dV (ϕ)

dt + Q̇B − Q̇W + ḢE − ḢA

mcv
(4)

Polynomic equations depending on the calculated

temperature for different air fuel ratios account for a real-

istic specific heat capacity cv in order to obtain improved

calculation accuracy. The computation of the cylinder

pressure results from the ideal gas equation.

p =
mRT

V
(5)

Aside from the determination of pressure and temper-

ature it is important to calculate the heat flux Q̇B induced

by the fuel combustion process. This is done by apply-

ing a Vibe function [8] [4]. To model a typical diesel-

engine combustion process, a superposition of three vibe-

functions is used.

With this approach three typical phases named as pre-

mixed combustion, main combustion and post combus-

tion can be depicted [4]. Figure 1 exemplary shows the

three Vibe functions and the resulting superposition rep-

resenting the rate of heat release.

As an input parameter for the simulation the combus-

tion process (heat release rate) is generated separately and

saved to a 1D Lookup-Table in Simulink R©.
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Figure 1: Modeling heat release rate.

By applying Newton’s approach, the heat transfer Q̇W

from the hot cylinder gas to the cylinder wall and piston

can be estimated.

Q̇W = α A(ϕ)(TGas −TWall) (6)

In equation 6 A(ϕ) refers to the heat transmitting area

which is composed by the cylinder head area, piston head

area and the crank angle dependent shell surface of the

combustion chamber.

To compute the heat transfer coefficient α equation

7 according to Woschni-Huber [3] was used. This equa-

tion does not only account for the high-pressure phase

(compression and expansion stroke) but also to the low-

pressure part (exhaust and intake stroke).

α = 130d−0,2 p0,8 T−0,53 (C1 v)0,8 (7)

The dimensionless constant C1 is specified by the fol-

lowing parameters:

C1 = 2,28+0,308 vu
vKM

during high-pressure phase

C1 = 6,18+0,417 vu
vKM

during gas exchange

The velocity term v is described in equation 8 accord-

ing to [3].

v = vKM

[
1+2

(
VC

V

)2

pmi
−0,2

]
(8)

pmi refers to the mean indicated pressure, represent-

ing a specific engine load derived from the work per-

formed from a single cycle related to cylinder displace-

ment.

The enthalpy flux ḢE and ḢA linked to the gas mass

flow through the intake and exhaust valves are calculated

by [4]:

ḢE = ṁE
(
uE +RE T E

)
(9)

ḢA = ṁA
(
uA +RA T A

)
(10)

The index E indicates the condition just in front of

the intake valve, whereas the index A characterizes the

condition right behind the exhaust valve. The calculation

of the specific inner energy is based on substance data out

of [3], which are expressed by polynomic equations as a

function of temperature for a particular air-fuel ratio. To

simulate the mass flow through the valves the equations

11 and 12 are used [3].

ṁE = μ AV E (ϕ )
pE√
RT E

√√√√ 2κ
κ −1

[(
pZ

pE

) 2
κ
−
(

pZ

pE

) κ+1
κ
]

(11)

ṁA = μ AV A(ϕ )
pZ√
RT Z

√√√√ 2κ
κ −1

[(
pA

pZ

) 2
κ
−
(

pA

pZ

) κ+1
κ
]

(12)

The indication Z stands for conditions inside the cylinder

whereas E stands for intake and A indicates the exhaust

regarding to the conditions right in front of the in-take

valve or right after the exhaust valve.

Av describes the gap area of the intake or the ex-

haust valve which changes by time depending on valve

lift curves. The flow coefficient μ accounts for the flow

resistance inside the valve ducts. It is determined by ex-

periments at cylinder head flow test benches or by CFD-

analyses [4]. For the simulation presented in this paper

the flow coefficients were adopted depending on relative

valve lift from Maurer [1] and Merker & Schwarz [4].

Figure 2 shows the schematic Simulink R© code to cal-

culate the energy balance inside the combustion cham-

ber. The simulation starts by specifying initial temper-

ature, engine speed as well as air mass inside the com-

bustion chamber. The piston starting position is at 0◦CA

(top death center = TDC). The block named “calculation

cylinder pressure” calculates the cylinder pressure using

equation 5. The current values for temperature and pres-

sure are transferred to the particular subsystems. Integra-

tion of the rotational engine speed results in crank angle.

Based hereon cylinder volume, valve lift and the gas mass

flow are calculated in the subsystems.
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Figure 2: Model scheme in Simulink R©.

An exemplarily calculated gas mass flow at the intake

valve versus crank angle is shown in Figure 3.

Figure 3: Mass flow rate at intake valve.

In the considered load point it can be recognized that

there is a backflow starting at 180◦CA, which stands for

the end of the intake stroke. In this phase the piston

is already moving back towards the TDC and a specific

amount of air mass goes back through the intake valve

that is still not fully closed. This phenomenon depends

on engine speed and can lead to an increase in air mass

inside the combustion chamber at higher engine speed.

It is initially influenced by the lay out of the valve lift

curves. With the closing of the intake valves the system

can be treated as a closed system, e.g. as long as leakages

are ignored.

Figure 4 shows the simulated cylinder pressure and

the time dependent cylinder volume during one cycle

(720◦CA). With the piston moving upwards the cylin-

der volume decreases and the compression stroke starts,

which leads to a rise in temperature and pressure. At

around 360◦CA the combustion starts and the pressure

rises further. The downwards movement of the piston

during the expansion stroke and the associated increase

in cylinder volume leads to decreasing pressure and tem-

perature. Shortly before 480◦CA the outlet valve opens

and exhaust gases are purged. When modelling a four-

cylinder engine the energy balance is individually calcu-

lated for each single cylinder. While integrating the crank

angle out of engine speed an offset has to be considered

which corresponds to the firing intervals. For an inline

four-cylinder engine the firing interval is 180◦CA.

To simulate the engine speed variation during on cy-

cle a crank angle resolved energy balance is calculated

considering the work performed at the piston (−p dV
dϕ ),

shaft power, friction losses and power required for the

oscillating piston movement of each cylinder. Friction

losses are determined with the help of a polynomial ap-

proach by Chen & Flynn [5] which allows for an easy

adaptation to the boundary and operating conditions. Fig-

ure 5 displays the block scheme for the calculation of ro-

tational speed variations in Simulink R©.

By using the so called “Memory Block” a value for

an engine start speed has to be defined to make the calcu-

lation of the energy balance possible.
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Figure 4: Top: Cylinder pressure curve over one cycle
Bottom:Cylinder volumen over one cycle.

Figure 5: Schematic representation of four-cylinder model.

Subsystems “cylinder 1” to “cylinder 4” calculate the in-

dividual torque of each cylinder, considering the oscil-

lating mass and friction losses. The load request (shaft

power) of the system is defined by a variable, that can

be applied as demanded. The energetic condition of the

flywheel is described by using equation 13.

ERot =
1

2
J ω2 (13)

Figure 6 shows the simulated torque sequence of a

single cylinder during one cycle.

By merging all energy fluxes the rotational energy

is attained for each time step. Rearranging equation 13

Figure 6: Simulated torque sequence.

allows for the calculation of the corresponding engine

speed variation.

n =

√
ERot new

2J π2
(14)

Figure 7 shows the simulated engine speed for a sin-

gle cycle according to equation 14 for a rated engine

speed of 1500 min−1. The engine speed variation of an

internal combustion engine may have an impact on the

behavior of a coupled electric machine. Due to that the

characteristic of the coupling element has to be consid-

ered in the simulation. Two equations result from the

basic laws of dynamics for rotational motion for each ro-

tating mass (internal combustion engine and electric ma-

chine) [6].

Figure 7: Simulated engine speed sequence of the
four-cylinder setup during two engine revolutions.
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− kD(ϕM −ϕG)−dD(ϕ̇M − ϕ̇G)+M = JM ϕ̈M (15)

kD(ϕM −ϕG)+dD(ϕ̇M − ϕ̇G) = JG ϕ̈G (16)

The damping torque is expressed by dD(ϕ̇M − ϕ̇G)

and kD(ϕM −ϕG) represents the torque resulting from a

twist of both rotating masses to each other. M stands for

the excitation torque which is introduced by the internal

combustion engine. Rearranged to the highest derivative,

equation 17 is derived.

− kD

(
1

JM
+

1

JG

)
(ϕM −ϕG)−dD

(
1

JM
+

1

JG

)
(17)

(ϕ̇M − ϕ̇G)+
M
JM

= (ϕ̈M − ϕ̈G)

Figure 8: Simulated speed variation of engine and electric
machine.

The simulated engine speed curves are shown in fig-

ure 8. The blue curve represents the rotational speed that

goes into the elastic coupling element and the red curve

shows the rotational speed of the electric machine. It

can be seen that the engine speed variation of the inter-

nal combustion engine is reduced by the elastic coupling

element, leading to considerably decreased amplitudes at

the electric machine.

3 Model Validation
To verify the simulation model, the calculation results

were compared to measurements obtained from the en-

gine laboratory at Wismar University.

A comparison of the cylinder pressures over the

course of one cycle at an engine speed of 2000 min−1

Figure 9: Comparison of measured and simulated cylinder
pressure trace of one cylinder.

and a nominal torque of 200 Nm is presented in figure

9. The rate of heat release derived from measurements

was used as an input parameter for the simulation. Com-

paring both pressure traces it can be seen that simulation

and measurement agree very well. This fact is an impor-

tant requirement for an exact description of the torque at

the interface of the internal combustion engine and the

connected electric generator. A comparison between the

mean pressure as an integral value to quantify engine load

shows a discrepancy between simulation and measure-

ment below 1%. A similar quality of the simulation re-

sults was recognized also at other load points. Therefore,

it can be stated that the applicability of the simulation ap-

proach is confirmed for stationary operating conditions.

4 Conclusion and Outlook
In the course of the research project SIDYN the operat-

ing behavior of an electric power generator in isolated

grid mode with dynamic electrical loads is to be predicted

based on a modular simulation model. The model should

enable the possibility to vary engine and network config-

urations as well as different load scenarios.

Based on thermodynamic and mechanical relations

and specifically developed component submodels for in-

ternal combustion engines, a complete model of a four-

cylinder four-stroke diesel industrial engine was devel-

oped in Simulink R©. A comparison between simulation

and experiments in steady state load points indicate a very

good correlation, which supports the applicability of the

chosen simulation approach.
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Due to the fact that highly dynamic operating condi-

tions are in the focus of the project a further development

of the models and the engine test bed is required. This

includes the modelling and experimental observation of

the transient behavior of the turbo charger. Furthermore,

the influence of heat transfer processes in the intake and

exhaust system, as well as the impact of the exhaust gas

recirculation on the overall system are to be examined.
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Nomenclature
ϕ̈G - angular acceleration, generator sided [rad/s2]

ϕ̈M - angular acceleration, engine sided [rad/s2]

ϕ̇G - angular velocity, generator sided [rad/s]

ϕ̇M - angular velocity, engine sided [rad/s]

ḢE,A - exhaust and intake enthalpy fluxes [J/s]

ṁ - mass flux [kg/s]

Q̇B - heat release rate of the combusted fuel [J/s]

Q̇W - wall heat flux [W]

κ - isentropic exponent [-]

μ - flow coefficient [-]

ω - angular velocity [s−1]

ϕG - twist angle, generator sided [rad]

ϕM - twist angle, engine sided [rad]

A - heat transferring area [m2]

Av - gap area [m2]

cv - specific heat capacity [J/(kg K)]

d - bore diameter [m]

dD - torsional spring stiffness [Nms/rad]

h - specific enthalpy [J/kg]

J - inertia moment [kg m2]

JG - generator inertia moment [kg m2]

JM - engine inertia moment [kg m2]

kD - torsional spring stiffness [Nm/rad]

m - mass [kg]

p - pressure [Pa]

pmi - indicated medium pressure [bar]

R - gas constant [J/(kg K)]

T - temperature [K]

U - inner energy [J]

u - specific inner energy [J/kg]
V - volume [m3]

vKM - mean piston velocity [m/s]

vu - swirl velocity [m/s]
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Abstract.  This paper presents a teaching laboratory es-
pecially suitable for practical work with mobile robotic sys-
tems. The laboratory is composed of a set of low-cost ro-
bots and a vision-based data capture system used to lo-
calise such robots with precision. All the generated infor-
mation is centralised on a computer that acts as a link be-
tween the different elements. MATLAB-Simulink, a well-
known programming environment, is used for infor-
mation processing, and it also achieves maximum com-
patibility with the dynamic control tasks of the robots. To 
demonstrate the usefulness of the developed software 
and hardware infrastructure that comprise the labora-
tory, a coordinated control system involving several ro-
bots and using Lloyd’s algorithm is presented. 

Introduction 

Nowadays, there is a growing interest in the use of ro-
botic systems that replace, totally or partially, the inter-
vention of human operators, which means that this type 
of technology has reached a high level of maturity. Tra-
ditionally, these solutions were focused on the use of 
fixed-base manipulators. However, in recent years there 
has been a fast growth of solutions based on the use of 
ground mobile robots, which introduce new challenges 
that future engineers must face. 

The problems of estimation of attitude [1] and posi-
tion [2, 3], the capture of information, the coordination of 
vehicles or the communication between fleets, represent 
technological challenges that will be essential for the pro-
fessional development in the future. 

Multi-robot systems [4-6] open a new field of study 
in mobile robotics, since they allow the optimization of 
multitude of applications and the development of new 
ones, helping to achieve objectives that are difficult to 
reach for a single robot. The control of multi-robot sys-
tems [7-9] is an area of science that has a great potential 
for development and that can involve important progress 
in mobile robotics in the coming years. 

One of the main advantages of these systems is their 
versatility. A group of simple robots can carry out differ-
ent types of more difficult tasks than a complex single 
robot could achieve. A multi-robot system presents great 
flexibility in terms of the number of robots that compose 
it and the different functions that each one can perform. 
This makes it possible to work in larger areas and allows 
to achieve the objectives in a more efficient way.  

Another important attribute of these systems is redun-
dancy: if a failure occurs in one of the agents, there is still 
a certain number of units that can continue carrying out 
the programmed tasks. There are mainly two types of co-
ordinated control: formation control [10, 11] and cover-
age control [12]. In the first case, the goal is to make the 
robots position themselves in a certain way with respect 
to the others in order to accomplish a coordinated move-
ment maintaining that formation. This allows the perfor-
mance of different tasks at the same time. The second one 
consists in covering a certain area, distributing the space 
between several robots according to the requirements of 
each situation. This facilitates the possibility of covering 
large areas and reducing the necessary time to achieve the 
desired objectives. 

In parallel with the arrival of these systems to our eve-
ryday life, the importance of teaching in this kind of tech-
nology has experienced a remarkable growth in recent 
years, increasing its relevance in the study programmes 
of the European Higher Education Area (EHEA).  
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As in other disciplines, laboratory practices are a fun-

damental element for acquiring the necessary compe-
tences. Nowadays, most of the practices about systems 
that use mobile robots in teaching are carried out through 
simulations, which does not imply a real contact for the 
student with situations that can be found beyond the 
classrooms. In addition, this type of tools generates a 
lower level of motivation in the student. The use of sim-
ulation tools instead of real systems is caused by the dif-
ficulty of having adapted and versatile laboratories, due 
to space limitations, economic issues or complexity in the 
implementation of solutions, which often exceeds the 
available time in a regular practice session. 

In this paper, the development of a laboratory focused 
on the study of mobile robotic systems is described, to-
gether with its application to coordinated control of ro-
bots. The laboratory has the ideal requirements for the 
students to put their knowledge into practice in an envi-
ronment that promotes learning through manipulation. It 
is a wide space, which has the necessary security condi-
tions, as well as the functionalities of a 21st century tech-
nological context. This laboratory is designed to experi-
ment and check the concepts used in robotic systems. 
Specifically, it can be used for practices focused on the 
modelling and control of aerial or ground robots, for the 
development of localisation and navigation systems, for 
the study of problems generated by odometry and for the 
coordinated control of flocks of mobile robots. Another 
advantage of this laboratory is that it can be built with a 
low budget and allows the possibility of working with 
MATLAB-Simulink, a familiar environment for the stu-
dents, a fact that minimise their learning curve. 

The paper is divided into four sections. The second 
one describes the laboratory, its elements and way of op-
eration. The third section presents its application to coor-
dinated control of mobile robots. Finally, the last one 
contains the conclusions. 

1 Teaching Laboratory 
The developed laboratory has mainly four elements: the 
working area, the vision-based data capture system [13], 
the used mobile robots and the software architecture that 
supports the system. These elements are described below. 

1.1 Working Area and Vision-Based Data 
Capture System 

The available working area has an approximate extension 
of 7 m × 7 m, enough space to carry out tests with ground 
robots and small multi-rotor UAVs (Unmanned Aerial 

Vehicle) [14]. On the edge of this enclosure there are 
eight Flex 3 cameras (see Fig. 1), commercialised by 
OptiTrack. These cameras are attached to a metal tube of 
1 m long and 5 cm diameter, with a square base fixed to 
the ceiling by four screws. The support is complemented 
with a plastic clamp that has a ball joint on which the 
camera is held. This clamp allows the adjustment of the 
orientation and height along the tube. 

The main application for which the eight Flex 3 cam-
eras are installed is the tracking of ground robots [15] and 
drones [16]. The cameras are located according to the 
scheme shown in Figure 1. Its strategic placement tries to 
cover the largest possible area, since it must be taken into 
account that a point must be seen by at least three cam-
eras. Once configured and calibrated, the system works 
with errors of estimation of position and orientation 
lower than 0.2 mm and 0.1º. Following this configura-
tion, a capture area of 5 m × 5 m is available. 

 
Figure 1: Layout of the cameras in the laboratory. 

 
In order for the robots to be recognised by the cameras, 
they must have reflective markers, provided by Opti 
Track, randomly distributed over their structure. Figure 2 
shows the placement of markers in a LEGO Mindstorms 
EV3 and its representation as a rigid body in Motive, 
Software provided by OptiTrack, used to process data 
captured by the cameras. 

Finally, it can be noticed that a gray carpet has been 
placed on the floor of the working area (see Fig. 2), which 
has several functions, such as reducing the reflectance of 
the floor, preventing slipping of the wheels of mobile ro-
bots and buffering the impact in the case that a UAV 
crashes into the floor. 

 
Figure 2: Markers in a LEGO EV3 robot and its  

representation in Motive. 
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1.2 Mobile Robots 
In the laboratory, it can be used any type of mobile robot 
capable of communicating with Simulink. Mainly, multi-
rotor UAVs are used, in which the installed flight con-
troller belongs to the APM family [17], and ground mo-
bile robots based on the LEGO Mindstorms EV3 plat-
form [18, 19]. In this paper, the described application is 
for this last robot. 

The LEGO Mindstorms EV3 is a kit focused on edu-
cation, traditionally used in secondary education courses 
to get a first glimpse of robotics [20, 21]. However, the 
existence of a Simulink library of specific blocks for this 
family of robots, makes it possible to experiment with 
techniques used in industrial robots [22], so this robot is 
an exceptional work tool for students at university level. 
In addition, its low cost makes it accessible to schools 
and universities, where sometimes the available budget 
does not allow to obtain other types of useful robots for 
teaching due to their high price. An important feature of 
this robot is that, since it is assembled from scratch with 
different pieces, it permits to get different configurations 
according to the desired use. Thanks to the multiple in-
cluded accessories (colour sensor, touch sensor, ultra-
sonic sensor...), it is possible to get to know techniques 
used on a larger scale in the industry. This versatility also 
means that there are not many difficulties when it comes 
to repairing the robot, since it is enough to replace the 
damaged part. This, added to the facility to find spare 
parts, makes maintenance easy. 

Despite the advantages mentioned above, the LEGO 
Mindstorms EV3 platform is not defect-free. Its main 
problems are the low power of its motors and the low pre-
cision of the built-in sensors, which give rise to important 
errors when estimating the state of the vehicle using only 
odometry-based techniques. In this case, the use of the vi-
sion-based data capture system solves this problem. 

1.3 Software Architecture and 
Communication System 

The communication system used to send and receive in-
formation between the different elements that compose 
the system is shown in Figure 3. In this figure, it can be 
verified that all the elements are in a type C VLAN (Vir-
tual Local Area Network) generated with a router. It con-
nects the LEGO EV3 robots and the PC on which the tests 
are executed through Wi-Fi, It can be used an Ethernet 
link for the PC if desired.  
 

It is recommended to connect only the elements used in 
the laboratory to the mentioned network, in order to re-
duce the data traffic and avoid packet losses. Note that 
the transmission of packets between the PC and the EV3 
robots is carried out using the UDP protocol. As for the 
coding of the network, it can be open or it can be used a 
WPA encryption, the only one supported by the brick EV3. 

As illustrated in Figure 3, the information from the 
cameras is received by the PC using two OptiHub hubs, 
each one of which includes four cameras connected via 
USB. At the same time, the hubs are connected to each 
other and to the PC for the synchronization of the cap-
tured data. The Motive software automatically manages 
the information and estimates the position of the bodies. 
The data generated by Motive is internally broadcasted us-
ing the VLAN. It can be noticed how the generated infor-
mation is centralised in real time on the PC. In this way, 
the PC acts as a sender and as a receiver, transmitting the 
necessary information to each element of the system. 

Regarding the programming of the different devices, 
there are multiple alternatives, depending on whether the 
system works with a single robot or with several robots 
and if a centralised or distributed architecture is desired. 
In the most general case, that uses several mobile robots, 
n+1 Simulink models must be developed, one for each of 
the n robots that work in the application and one last 
model that coordinates the information, which is exe-
cuted on the PC. 

 
Figure 3: Communication between the different  

elements in the laboratory. 

As previously mentioned, the Simulink model that is ex-
ecuted in each one of the robots exchanges data with the 
PC using the UDP protocol. For example, the positioning 
references can be sent from the PC to the robots as coor-
dinates, indicating the point to which they should move, 
and the robots can send the data generated by their sen-
sors to the PC to close the control loop. The Simulink 
model executed on the PC can also receive the data col-
lected by Motive, which can be used in monitoring tasks 
or in the development of control strategies. 
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2 Application of the Laboratory 

to Coverage Control 
In this section, a solution to the problem of coverage with 
three LEGO Mindstorms EV3 robots is presented. The 
main objective is to illustrate how the laboratory works, 
its possibilities and the results obtained. 

2.1 Differential Drive Robot and its Control 
as an Elemental Unit 

In this case, the EV3 robots are configured to work as dif-
ferential drive robots, which means using two wheels lo-
cated on a common axis and each one coupled to its own 
motor and controlled independently. This kind of robot is 
the most used in laboratories because of the simplicity of 
its design and its manoeuvrability. Despite its simplicity, 
this configuration allows to develop numerous tasks, 
which makes this robot a great tool for student learning. 

In order to perform the control of the differential drive 
robot, it is necessary to implement a hierarchical control 
structure with several levels. In the lowest level, the 
speed control of each one of the wheels is placed. For this 
control, the student must carry out the experimental iden-
tification of the motor and close the feedback loop de-
signing the appropriate controller. In a second hierar-
chical level, the control loop responsible for the move-
ment of the robot is located. The aim of this control loop 
is to adjust the linear and angular speed applied to the 
robot so that it reaches the desired position. To achieve 
this, two control loops are combined: one of them in-
cludes the speed controller for the longitudinal dynamics 
and the other one contains the direction controller for the 
lateral dynamics. To close these control loops, odometry-
based techniques or the information generated by the 
cameras of the OptiTrack system can be used. Figure 4 
shows the Simulink diagram used in the proposed appli-
cation, which runs on the three used robots. 

 
Figure 4: Simulink model implemented in the EV3 robots. 

2.2 Coverage Control Algorithm 
The implemented coverage control attempts to achieve 
that the three robots used in the experiment cover a cer-
tain area in an efficient manner. To that end, this area is 
divided into as many parts as robots are used, and the re-
sultant regions are meant to have a similar size. 

The used technique is based on Lloyd's algorithm [9], 
an iterative algorithm that seeks to find a centroidal Vo-
ronoi tessellation [23] for a set of points within a certain 
area. A centroidal Voronoi tessellation is a special type 
of Voronoi diagram in which the point that generates 
each one of the cells matches its centroid, obtaining a uni-
form distribution of the cells. During each iteration, 
Lloyd's algorithm generates the Voronoi diagram of the 
given set of points, calculates the centroid of each one of 
the resulting cells and moves each point towards the cen-
troid of its corresponding cell to generate a new Voronoi 
diagram. The algorithm is repeated until reaching a cen-
troidal Voronoi tessellation. 

This algorithm presents an important feature that 
makes its implementation very simple: there is no possi-
bility of collisions between robots. The reason for this 
situation is that the reference point that each robot has to 
reach is always within its own cell, so that the trajectories 
of the robots do not bump into each other at any time. 

The presented algorithm is implemented in Simulink, 
taking as input points the positions of each robot. The 
output points are the coordinates to which each robot 
must move. 

2.3 Results 
The obtained results are illustrated below. The initial and 
final positions of the robots are shown in Figure 5, both 
in reality and in the reconstruction created by Motive. 

In the first experiment, the internal control loop of 
each one of the robots is closed using the information 
generated by their encoders. This experiment is carried 
out in order to illustrate the problems related to the en-
coders, since they are not a reliable positioning system, 
in contrast to the vision-based data capture system avail-
able in the laboratory. 

 
Figure 5: Initial (left) and final (right) position  

of the robots. 
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As it is shown in Figure 6, each one of the robots has 

moved in search of its consecutive reference points 
(black colour), assigned by the coverage control algo-
rithm. If a thorough analysis is not carried out, it may 
seem that the robots have achieved their objective. How-
ever, the distortion produced by an erroneous estimation 
of the position of the robots due to the low accuracy of 
their encoders, which is evident in the curves (see Fig-
ure 6 down), leads to an inappropriate coverage. 

 

 
Figure 6: Described trajectory by each robot until  

reaching its final position (up).  
Comparison between the trajectories estimated 
by the encoders and the real trajectories  
captured by the cameras (down). 

As it can be seen in Figure 7 (right), the cells assigned to 
each robot have different sizes. The best example is the 
cell occupied by the robot in the lower right corner (blue 
colour), that is significantly smaller than the rest. 

 
Figure 7: Initial and final distribution of the cells  

for each robot. 

 

In the second experiment, the test described above is 
repeated, but in this case, using as feedback the current 
positions obtained with the vision-based data capture sys-
tem. At the end of the test, a greater uniformity in the size 
of the cells can be appreciated (see Figure 8), since the 
coverage algorithm works more accurately. This experi-
ment shows the importance of using a system that allows 
to determine with precision the position of the mobile ro-
bots. This problem would be more serious if the accumu-
lation of errors in the estimation of the position of the ro-
bots involves collisions between them. 

 
Figure 8: Initial and final distribution of the cells for each 

robot when the information captured by the 
cameras is used for the feedback. 

Although the areas of the cells in the final situation of this 
second experiment are more compensated than in the first 
one, the space is not perfectly distributed. This is because 
the robots maintain a safety distance of 25 cm to the tar-
get point to ensure a better behaviour, so they never reach 
that point. This situation exists in both the first and the 
second experiment. It can be observed in Fig. 6 (left) that 
none of the robots finishes its trajectory at the end of the 
black line (reference points). In the case of the robot lo-
cated on the left, that distance would reduce the size of 
its cell to the benefit of the other two. As the working 
area is only 5 m × 5 m, the difference between the final 
size of the cells is quite noticeable. However, considering 
that this type of systems is usually used in large areas, 
this difference would be insignificant. 

3 Conclusions 
It has been presented a laboratory that may be of interest 
for teaching systems that use mobile robotics. Its main 
advantages are its simplicity, low cost and reduced learn-
ing curve. Having all the information generated by the 
system in a single software (MATLAB-Simulink) brings 
numerous benefits for the student, who does not have to 
face a new development environment. 

The proposed application example shows the ad-
vantages of the teaching laboratory.  
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In the implemented application, a coverage control is 

carried out with three differential drive robots built with 
the LEGO Mindstorms EV3 platform. This experiment 
evidences the problems generated when the control loops 
of the robots are closed using techniques based on odom-
etry. In addition, it is illustrated how these problems can 
be solved using the vision-based data capture system 
built in the laboratory. 
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Abstract. Direct time domain analysis is a classical
method for pulse wave analysis. Attractor reconstruc-
tion is a new and alternative way to analyse themorphol-
ogy of a pulse wave. The novel approach plots the pulse
wave data as overlapping loops in the three-dimensional
phase space and, subsequently, projects the trajecto-
ries onto a plane generating two-dimensional attractors.
This paper presents methods that automatically quan-
tify these attractors. At first, a short overview of the at-
tractor reconstruction technique is provided. After pre-
processing of the pulse waveform data, the attractor is
generated and edited by a median filter to remove re-
maining artefacts that can distort the quantification pro-
cess. The developed algorithm is based on image pro-
cessing and extracts attractor features such as the angle
of rotation, the angle between the arm fragments, shape,
height, lengths and width of the attractor. Finally, visual
examination evaluates the performance of the feature
extraction technique revealing that the majority of the
generated attractors are correctly quantified. However, it
also shows that remaining outliers and metrological dis-
crepancies have a negative impact on the results.

Introduction

Pulse waveform analysis (PWA) plays an import role

in detection and prevention of cardiovascular diseases

[1, 2, 3]. Although many approaches of current pulse

waveform analysis have proven to be useful tools in

early risk assessment, some downsides are worth men-

tioning. The first issue of PWA is that not all available

data is used [4]. Proper inspection and interpretation of

a large quantity of data points is an almost impossible

or costly task; thus, only average values such as the av-

erage interval length or the average maximum and min-

imum peak values (systolic and diastolic pressure) are

examined, which, however, might ignore useful infor-

mation on the pulse wave’s shape. Furthermore, it is

difficult to detect any changes in shape and variability

of the pulse waveform when it is plotted against a time

axis and viewed over a long period of time [4]. Con-

sequently, the pulse waveform can only be quantified

appropriately if a short time window is selected which

again just focuses on a small number of sampled data.

Another issue is baseline wander and noise which can

interfere with the signal and may prevent proper quan-

tification [4]. Therfore, baseline wander is removed in

some studies [5]. However, editing the original signal

might exclude important information from the data.

To overcome these issues, Nandi et al. [4] and Aston

et al. [6] developed a new way to visualize and quantify

cardiovascular waveform data. The introduced attrac-

tor reconstruction method uses every single data point

of the sampled waveform, neglects baseline wander and

represents pulse waveform signals in a compact three-

dimensional phase space which may provide deeper un-

derstanding of physiological changes within the cardio-

vascular system.

In this paper, the method of reconstructing attractors

from pulse waveform data is used and further developed

[4, 6]. The goal is to present a newly implemented al-

gorithm for the automatic quantification of these attrac-

tors.
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Figure 1: Attractor reconstruction using delay coordinates. (a) 60 second sample of pulse waveform data, (b) reconstructed
attractor in the three dimensional phase space, (c) projection of the attractor onto a plane orthogonal to the vector
(1,1,1), (d) density plot of the two dimensional attractor.

1 Attractor Reconstruction

The attractor reconstruction method [4, 6] uses Takens’

delay coordinates [7] to reconstruct all data points of a

cardiovascular waveform (see figure 1a) as a compact

object in the three-dimensional phase space. The time

delay τ > 0 is chosen to be one third of the average

cycle length [6]. Let x(t) be the given signal. Then the

two other coordinates are calculated as

y(t) = x(t − τ), z(t) = x(t −2τ). (1)

The data can then be plotted in the three-

dimensional phase space as (x(t),y(t),z(t)) for all t in

a given time window, resulting in numerous overlap-

ping loops, the so-called attractor (see figure 1b). In

order to remove the effect of baseline wander, the three-

dimensional attractor is projected onto a plane orthog-

onal to the vector (1,1,1). The resulting new set of

coordinates (u,v,w) is defined as

u=
1

3
(x+y+z), v=

1√
6
(x+y−2z), z=

1√
2
(x−y).

(2)

The two-dimensional attractor in the (v,w) plane

(see figure 1c) consists of many overlapping lines with

little detail visible. To provide more information on the

attractor and to enable the quantification and extraction

of attractor features, a density is constructed (see figure

1d).

2 Methodology and
Implementation

In order to detect changes in shape and variability of

a cardiovascular waveform, the attractors have to be

quantified in an automatic manner. In this paper, a

method based on pulse waveform data acquired through

photoplethysmography at the fingertip is presented. The

data sets originate from a pilot study [8] that investi-

gates the impact of device-guided breathing on thirty

patients with treated hypertension. Each data set is fif-

teen minutes long. To generate a sound attractor which

provides as much information as necessary, signal seg-

ments of 100 seconds are chosen [4]. All parameters

and thresholds used in the described algorithms are em-

pirically chosen for the data set at hand, if not stated

otherwise. All implementations are done in MATLAB

2019b (The MathWorks, Inc, Natick, MA).

2.1 Preprocessing and Filtering

Preprocessing. Since the attractor reconstruction

method uses every single data point, hardly any data
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preprocessing is needed, which makes it more re-

sistant to bias introduction [4]. Nevertheless, non-

physiological artefacts should be removed because out-

liers can possibly distort the extraction of attractor fea-

tures. In this paper, non-physiological outliers are

detected in sections with a length of four seconds.

To detect possible artefacts, the minima and maxima

and their differences are determined and the built-in

MATLAB function isoutlier is used to discover outliers

in the set of the maximum-to-minimum differences. An

outlier is characterized by an element that is more than

three scaled Median Absolute Deviation (MAD) de-

fined as

MAD =− 1√
2 · erfcinv( 3

2 )
·median(|x−median(x)|),

(3)

from the median [9]. Here x denotes the vector of the

maximum-to-minimum differences and erfcinv is the

inverse complementary error function. Afterwards, all

segments containing artefacts are removed.

Attractor Reconstruction. After removing out-

liers from the signal, the attractor is generated accord-

ing to the steps explained in section 1. The density is

constructed by using a square grid of 100× 100 boxes

and the volume is normalized to be one, generating a

100×100 density matrix N.

Median Filter. In order to remove remaining

noise which might distort later calculations, a two-

dimensional median filter is applied to the density plot

of the attractor [10]. For each pixel in the 100× 100

density plot a 3 × 3 neighbourhood is chosen which

proves to be suitable for the data used in this paper. The

pixel located in the center of the neighbourhood is set to

the median value of the pixels within the kernel frame

N′(x,y) = median(N(x+ i,y+ j),(i, j) ∈ {−1,0,1}).
(4)

Entries that are smaller than half the size of the me-

dian filter kernel value are removed by the filter [10]. In

order to eliminate artefacts (see figure 2a) but still pre-

serve the basic structure of the attractor, all values of N,

which have not been removed by the median filter, stay

the same and the others are set to zero:

N(x,y) =

{
0, i f N′(x,y) = 0,

N(x,y), i f N′(x,y) �= 0.
(5)

Figure 2b shows an attractor after applying the two-

dimensional median filter.

(a) (b)

Figure 2: Application of a two-dimensional median filter
with a 3×3 neighbourhood. (a) Unfiltered attractor
with artefacts characterized by chaotic lines in the
middle and on the right side (exemplarily circled in
red), (b) filtered attractor.

2.2 Rotation of the Attractor

After reconstruction and filtering, the attractor has to be

rotated. This provides information on the downstroke

of the attractor [4, 6] and simplifies further calculations.

Figure 3a depicts an attractor in its original form with

blurred edges which makes feasible computation more

difficult. To overcome this issue and properly detect

edges and eventually straight lines, the density matrix N
is converted into a binary image using techniques from

image processing. In the following, the used MATLAB

functions are provided:

N = double(N>=(m*max(N(:))));
BW = edge(N,’Prewitt’,’horizontal’);
[H,T,R] = hough(BW);
P = houghpeaks(H,2,’threshold’,...
ceil(0.3*max(H(:))));
lines = houghlines(BW,T,R,P,...
’FillGap’,15,’MinLength’,len);

In order to neglect remaining outliers, all entries

of the density matrix N that are greater than m = 1%

of its maximum entry are set to 1 and all others are

set to 0. The built-in MATLAB function edge finds

edges in the binary image that are approximately hor-

izontal (see figure 3b). To detect lines and their posi-

tion and angle in the image, Hough transform [11] is
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used. The function hough is designed to detect lines in

a binary image BW , where the parameter representation

ρ = xcos(θ) + ysin(θ) of a line is used. Here ρ de-

notes the perpendicular distance from the origin to the

line and θ the angle between the x-axis and this perpen-

dicular vector. The function also returns the parameter

space matrix H, whose rows and columns correspond

to ρ and θ values, respectively [12]. Any point within

the image is mapped to a sinusoidal curve in the Hough

space and if two points are located on the same line

segment, the two generated curves in the Hough space

overlap [13]. The function houghpeaks locates peaks,

i.e. overlapping sinusoidal curves, in the Hough trans-

form matrix H and returns the column coordinates of

the peaks. In this paper, a maximum of two line seg-

ments in the image space are considered and the min-

imum value recognized as a peak is 30% of the maxi-

mum value of H. The function houghlines extracts the

line segments in the image BW (see figure 3c) and re-

turns their angle and position, whereas only lines with a

minimum length of len = 30 pixels and an angle of 15

degrees above or below the horizontal line are consid-

ered. This ensures that only the lower and thus longer

edge of the attractor arm is approximated. If no line

matches these conditions, the angle of rotation θ is set

to NaN, otherwise θ is defined as the mean value of the

feasible angles. Afterwards the attractor is rotated in an

anticlockwise direction by θ �= NaN in the (v,w) plane

(see figure 3d):

[
vrot
wrot

]
= R ·

[
v
w

]
, R =

[
cos(θ) −sin(θ)
sin(θ) cos(θ)

]
(6)

2.3 Angle between Attractor Arms

Depending on the used signal, attractors can vary in

shape. In this study, some attractors have noticeable

bent sides, so the next features to be calculated are the

angles between the attractor arms β (see figure 4). Be-

cause only the shape of the attractor and not the density

of different regions is of relevance, the density matrix

N is converted into a binary matrix using only values

that are greater than 5% of its maximum value; others

are set to 0. Investigations of the generated attractors

have shown that the bend of the arm is usually located

in the south east quarter of the attractor. Therefore, a

search window is set to this area of the density matrix.

The angle β is defined as β = 180◦ −α , thus, the an-

(a) (b)

(c) (d)

Figure 3: Rotation of the attractor. (a) Original attractor, (b)
edge detection in binary image, (c) line detection
via Hough transform, (d) rotated attractor.

gle α has to be determined first. For this purpose, the

attractor is gradually rotated in an anticlockwise direc-

tion (see formular 6). In this study, an angle between 0

and 60 degrees and a step size of about π
300 degrees are

used. After each step of the rotation the row sum within

the search window and the difference between adjacent

values of this row sum vector are calculated. The more

horizontal the right fragment of the lower attractor arm

gets, the higher is the negative difference in the row sum

vector. In each step the minimum value of the vector is

determined and stored. After the rotation is completed,

i.e. 60 degrees are reached, the minimum value in the

vector of minima and its index i� are calculated. This

yields the sought angle α� = α(i�) and, consequently,

β = 180◦ −α�. Due to the choice of the time delay

τ , the attractor has arbitrary 3-fold rotational symmetry

[6]. Thus, the angles between the arm fragments of the

two remaining sides are calculated similarly after rotat-

ing the attractor by 120 and 240 degrees, respectively,

to improve accuracy.

The developed algorithm automatically categorizes

the attractors in two different shapes: triangular attrac-

tors (see figure 5a) and attractors with bent sides (see

figure 5b). An attractor is said to be triangular in shape,

if at least two of the three angles between the attractor

arms are greater than or equal to 165 degrees. Other-
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Figure 4: Angle between attractor arm fragments.

(a) (b)

Figure 5: Different shapes. (a) Triangular attractor, (b)
attractor with bent sides.

wise, its shape is understood as bent. This classification

is necessary to prevent falsely calculated measurements

in the further feature extraction process.

2.4 Lengths and Heights of the Attractor

As opposed to triangular attractors, bent attractor arms

consist of two parts, whereas the more horizontal edge

is referred to as length a and the other one as length b
(see figure 6a). In order to determine these lengths and

the heights of the attractors, first the column sum of the

density matrix N is calculated. To neglect remaining

outliers, only entries greater than or equal to 5% of the

column sum vector are considered. The first feasible

entry denotes the v-coordinate of the leftmost point and

the last entry denotes the v-coordinate of the rightmost

point of the attractor. Then, the row sum of the den-

sity matrix N is calculated and again only entries greater

than or equal to 5% of the vector’s maximum value are

considered as feasible. The position of the first entry

denotes the w-coordinate of the highest point of the at-

tractor. Since the lowest point of the attractor is usually

located in the south east quarter of the density plot, only

columns right of center are considered. The position of

the last entry of the row sum vector of the adjusted ma-

trix labels the w-coordinate of the lowest point. In order

to detect the position of the approximately horizontal

edge of the attractor, the density plot is converted into a

binary image and Hough transform is applied. To find

a feasible representative, only lines of 12 degrees above

or below the horizontal line are considered as suitable.

If two lines fulfil this condition, the lower one is cho-

sen. The horizontal line through the w-coordinate of the

middle point of the extracted line represents the lower

edge of the attractor. Then, the height h of the attractor

is defined as

h =

{
h_pw − l_pw, if l_pw < h_line,
h_pw −h_line, otherwise,

(7)

where h_pw and l_pw label the w-coordinates of the

highest and lowest point, respectively, and h_line de-

notes the vertical position of the horizontal line. If the

considered attractor is triangular in shape, the length of

the lower edge a is calculated as

a = rm_pv − lm_pv, (8)

where rm_pv and lm_pv denote the rightmost and left-

most point, respectively. In case of triangular attractors,

the length b is set to zero (see figure 6b). If the attractor

has bent arms, the length b is determined by

b =
|l_pw −h_line|

sin(α)
. (9)

The maximum value in the row of the density matrix

corresponding to the w-coordinate of the lowest point

denotes its v-coordinate. The edge of the attractor with

length b is approximated by a straight line with the fol-

lowing parameters:

k = tan(−α), d = l_pw − l_pv · k. (10)

The length a of the bent attractor is calculated by the

difference between the leftmost point and the intersec-

tion between the horizontal line and the straight line

representing the edge with length b (see figure 6a).

To compare different attractors, the ratio b
a is built.

Due to 3-fold rotational symmetry, the process can be

repeated after rotating the attractor by 120 and 240 de-

grees to improve accuracy.
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(a)

(b)

Figure 6: Lengths and heights of the attractor. (a)
Measurements of a bent attractor, (b)
measurements of a triangular attractor.

2.5 Width of the Attractor

The width of the attractor arm measures the variabil-

ity of a waveform [4, 6]. In order to properly deter-

mine the width of one side, a search window is placed

on the density plot (see figure 7). In case of triangular

attractors, which are approximately symmetrical about

the w-axis, the search area is located in the middle of

the lower arm. Bent attractors tend to have a smaller

gap between the attractor arms, especially on the left

side. Thus, 75% of the search window is placed right of

the center which has proven to be suitable for the given

data set. The other two arms should not affect the cal-

culations; therefore, the size of the window is chosen as

slim as possible to cover a significant area but to guar-

antee no distortion because of the two other sides. In

this paper, 10% of length a has granted the best results

for the given data set. The width of the attractor arm is

determined by a combination of two methods. The first

method detects large density differences in the density

plot and the second method uses triangular interpola-

Figure 7: Triangular attractor with placed search window to
determine the width of the attractor arm.

tion similar to the Triangular Interpolation of the NN

Interval Histogram (TINN) [14].

1st Method. The first method focuses on the largest

density differences within the search window and re-

turns the upper and lower limit of the attractor band.

For that purpose, the row sum vector of the density ma-

trix within the search area is calculated. In order to to

find the beginning and the ending of the attractor arm,

all entries, which are greater than or equal to 1% of the

vector’s maximum value, and their positions are deter-

mined. The index differences of the determined entries

highlight possible density gaps within the window, i.e.

jumps from high to very low density regions near zero

and jumps back to high density regions. In this study,

a gap of at least 3 indices is considered as sufficient for

the given data set. The position of the upper limit of the

attractor band is marked by the end of the gap, whereas

the position of the lower limit is presented by the posi-

tion of the last entry of the row sum vector.

2nd Method. The second method uses the ideas in-

troduced in [14] and determines the upper and lower

limit of the attractor arm by fitting a triangle to the den-

sity function in a least square sense. The triangular in-

terpolation is depicted in figure 8, where A denotes the

lower limit and B the upper limit of the arm. D(i) rep-

resents the values of the row sum vector of the density

matrix limited to the search window. In order to guaran-

tee that only the lower attractor band is considered, the

method only focuses on the lower 40% of the attractor,

which has proven to be suitable for the given data set.

To calculate the edges of the triangle, a piecewise linear

function t(w) is used:
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t(w) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0, w ≤ A,
t1, A ≤ w ≤ Dmax,

t2, Dmax ≤ w ≤ B,
0, B ≤ w ≤ L.

(11)

Dmax denotes the position of the highest density value

and L marks the limit of the lower 40% of the attractor.

In order to determine the limits A and B, the integral

over the squared difference (D(w)− t(w))2 has to be

minimized, i.e.

∫ L

−∞
(D(w)− t(w))2dw → 0. (12)

Figure 8: Triangular interpolation of the density function to
get the upper limit B and the lower limit A. The
width of the attractor arm is defined as B−A.

The performance of both methods varies in success

depending on the given data set. Therefore, a combina-

tion of the two methods is applied to guarantee a proper

calculation of the width of the attractor arm (see figure

9). Usually the highest upper boundary and the lowest

lower boundary are used with a few exceptions, which

have proven to be necessary for the given data set:

• If the upper limit of the first method is higher than

B+ 1.5 · (B−A), the upper limit is set to B. This

constraint ensures that remaining outliers located

in the middle of the attractor do not distort the up-

per boundary.

• Sometimes the second method determines bound-

aries too generously. If B is higher than the upper

limit of the first method but there are no attractor

lines between those two values within the search

window, the upper boundary of the first method is

used.

(a) (b)

Figure 9: Width of the attractor arm. (a) Upper and lower
limits calculated by both methods, (b) combination
of the two methods.

• If the lower limit is lower than A− 0.8 · (B−A),
the lower boundary is set to A. Again, this ensures

that possible outliers have no negative impact on

the lower limit.

• If A is lower than the lower limit of the first method

but there are no attractor lines between those two

values within the search window, the lower bound-

ary of the first method is used to guarantee that the

attractor arm is as narrow as possible.

After determining the upper and lower boundary, the

width of the attractor arm is defined as the difference

between the upper and lower limit. Due to the 3-fold

rotational symmetry of the attractor, the procedure can

be repeated after rotating the attractor by 120 and 240

degrees to improve accuracy.

3 Results
In order to evaluate the feature extraction method, 90

(three per subject) pulse wave signals chosen at the

beginning, after 10 minutes and at the ending of the

recording and the corresponding attractors are visually

examined. Most of the generated triangular and bent

attractors are correctly rotated, as illustrated in figure

10a–10b and figure 11a–11b. The quality of the given

data set is crucial for proper quantification of the attrac-

tors as remaining outliers lead to chaotic behaviour of

the attractors and, as a consequence, to a miscalculation

of the angle of rotation θ . Remaining artefacts have

a negative impact on two of the 90 attractors and their

rotation, as depicted in figure 12a–12b. Further calcu-

lations, i.e. the determination of the angle between the

attractor arm fragments β and the lengths and widths

of the arms, are dependent on the correct rotation. 14

(16%) attractors are triangular in shape and lengths and
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(a) (b)

(c) (d)

Figure 10: Triangular attractor with correctly extracted
features. (a) Attractor with properly detected
lower edge, (b) rotated attractor, (c) length of the
attractor arm, (d) width of the attractor arm.

widths of the attractor arms are determined accurately

(see figure 10c–10d). The magnitude of the bent at-

tractors are correctly quantified as well, as depicted in

figure 11c–11d. However, due to outliers and miscal-

culations of the angle of rotation θ , the quantification

of four attractors is inaccurate. Figure 12c and figure

12d illustrate the wrongly calculated angle between the

attractor arm fragments β and, consequently, the incor-

rectly determined lengths and widths of the attractor

arms.

Visual examination also shows that three (3%) at-

tractors are divided into two parts: a smaller attractor

with a high density and a larger attractor consisting of

only a few lines (see figure 13a). This partitioning is

thought to be caused by metrological effects, like vary-

ing pressure on the recording device, which lead to a

rapid increase in the signal’s amplitude and cannot be

detected by the preprocessing method or median fil-

tering. Although the two attractor parts seem to have

some similar features, like the angle or rotation and the

angle between the arm fragments, the attractor cannot

be quantified satisfactorily. The lengths and heights of

the attractor refer to the larger attractor part (see figure

13c), whereas the arms widths are extracted from the

smaller part with a higher density (see figure 13d).

(a) (b)

(c) (d)

Figure 11: Bent attractor with correctly extracted features.
(a) Attractor with properly detected lower edge,
(b) rotated attractor, (c) lengths of the attractor
arm, (d) width of the attractor arm.

(a) (b)

(c) (d)

Figure 12: Incorrectly quantified attractor. (a) Attractors with
a lot of outliers, (b) incorrectly rotated attractor,
(c) incorrect extraction of the attractor arm length
represented in red, (d) incorrect determination of
the attractor arm width.
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(a) (b)

(c) (d)

Figure 13: Incorrectly quantified attractor. (a) Attractor
consisting of a small attractor with high density
and a large attractor with low density, (b)
incorrectly rotated attractor, (c) determination of
the attractor arm lengths. The applied algorithm
focuses on the larger part of the attractor. (d)
Calculation of the arm width with a focus on the
smaller part of the attractor with high density.

The developed method classifies the attractors into

two different shapes: triangular and bent attractors.

However, visual examination reveals that three attrac-

tors differ in shape and have overlapping arms (see

figure 14a). Because of the distinct loops, the attrac-

tors cannot be assigned accurately to one of the pre-

defined shapes which complicates further calculations.

The overlapping arms distort the angle of rotation (see

figure 14a–14b) and determine an incorrect angle be-

tween the attractor arm fragments (see figure 14c). Fur-

thermore, the widths of the attractor arms cannot be cal-

culated satisfactorily. Due to the loops, there is no gap

in the middle of the attractor, which is an essential con-

dition for determination of the arm width as explained

in section 2.5. The missing gap leads to a much broader

arm width, as seen in figure 14d.

4 Conclusion and Outlook
In this paper, an algorithm for the automatic quantifi-

cation of attractors reconstructed from pulse waveform

data is presented. The feature extraction technique

(a) (b)

(c) (d)

Figure 14: Incorrectly quantified attractor due to its shape.
(a) Attractor with overlapping arms, (b) incorrectly
rotated attractor, (c) inaccurate extraction of the
angle between the attractor arms and the lengths
of the attractor, (d) incorrect determination of the
attractor arm width.

mainly focuses on a combination of image processing

together with the usage of the 100×100 density matrix.

Visual examination of the quantified attractors reveals

high accuracy of the algorithm in most cases. How-

ever, remaining outliers or metrological effects, such as

varying pressure on the recording device, have a neg-

ative impact on the correct quantification of the attrac-

tors. Additionally, the developed algorithm can only

distinguish between triangular and bent attractors but is

not able to correctly detect attractors with overlapping

sides.

Thus, further improvements of the feature extrac-

tion technique that ensure a more stable outcome and

classify more attractor shapes would be of advantage.

Furthermore, the method has been developed to analyse

pulse wave data acquired through photoplethysmogra-

phy at the fingertip. However, it it is not assured that

the algorithm works equally precise on pulse wave sig-

nals recorded with an occlusive cuff, electrocardiogram

(ECG) signals [15, 16] or other almost periodic signals.

Thus, it would be interesting to apply the developed

method on these signals as well and, if necessary, adapt

the feature extraction technique accordingly.
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Abstract. In this paper we present a method for model
order reduction of microscopic models, i.e. models that
consist of a high number of entities that can interact and
cooperate with each other. Due to this high numbers
of entities such models are often highly computationally
expensive. But classic model order reduction techniques
often use the equations the models are based on to sim-
plify the model and make it more performant. These ap-
proaches are not applicable for microscopic models. We
present a data-based approach for model order reduc-
tion using radial basis functions and analyze the specifics
and opportunities of model reduction for microscopic
models. As a case study Conway’s Game Of Life is used.

Introduction

Microscopic models are typically comprised of a high

number of entities that interact with each other in a cer-

tain way. In contrast to macroscopic models where the

global behavior of the system is described, the dynam-

ics of a microscopic model emerge through the defini-

tion of the single entities and their interaction. On the

one hand the high number of entities results in com-

putationally expensive simulations on the other hand

this usually leads to a high number of parameters that

define the behavior of the model. Different modeling

approaches lead to microscopic models, for example

cellular automata (CA) or agent based modeling ap-

proaches (ABM). For this paper we chose to study CAs,

specifically Conway’s Game of Life.

Parametrized model order reduction (PMOR) aims

at reducing the computation time of a parametrized

models. Application fields include control theory, op-

timization or statistical analysis. There are many differ-

ent approaches that use the underlying model equations

(for example see [1], [2], or [3]), which is not suitable

for microscopic models as the underlying equations are

not available directly. The most promising approaches

that are based on interpolation and are independent of

the availability of model equations are techniques that

use radial basis functions (RBF) [4]. This approach is

based on already available simulation results at other

parameter constellations and uses interpolation to ap-

proximate the simulation result at a given parameter set.

In this paper the different possibilities of applying

RBF interpolation on data generated from microscopic

models is investigated. Conway’s game of life is used as

a stand-in for a population model. The analysis focuses

on different possibilities to use the generated simulation

results in order to create a suitable interpolant and the

results are compared to each other.

1 RBF Interpolation

A closer view of the theory of radial basis functions can

be found in [5] or [6]. We summarise some important

results.

A function ψ :Rd →R is called radial, if there exists

a univariate function ϕ : R→ R with

ψ(x) = ϕ(‖x‖) ∀x ∈ R
d (1)

where ‖ ·‖ is a norm on R
d , usually the euclidian norm.

An interpolation problem using radial basis func-

tions can be formulated as follows:

Given a set of points {x1, . . . ,xn} (called centers)

and a function f : Rd →R, for which the function eval-

uations f (xk), k = 1, . . . ,n at the centers are known, an
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interpolant s f of f is given by

s f (x) :=
n

∑
k=1

ak ·ϕ(‖x− xk‖). (2)

s f must fulfill the interpolation conditions s f (xk) =
f (xk), k = 1, ...,n

The problem leads to a linear system for ak:

Aϕ ·

⎛
⎜⎝

a1

...

an

⎞
⎟⎠=

⎛
⎜⎝

f (x1)
...

f (xn)

⎞
⎟⎠ (3)

with

Aϕ :=

⎛
⎜⎝

ϕ(‖x1 − x1‖) · · · ϕ(‖x1 − xn‖)
...

. . .
...

ϕ(‖xn − x1‖) · · · ϕ(‖xn − xn‖)

⎞
⎟⎠ (4)

Obviously Aϕ is symmetric. It can be shown that

the matrix is positive definite for arbitrary, distinct

x1, . . . ,xn ∈ R
d for a certain group of functions. These

functions are called (conditionally) positive definite, ex-

amples include:

• Linear:

ϕ(‖x‖) = ‖x‖ (5)

• Gaussian:

ϕ(‖x‖) = e−
‖x‖2

ε2 (6)

• Multiquadric:

ϕ(‖x‖) =
√

1− ‖x‖2

ε2
(7)

While gaussian functions are positive definite i.e.

c�Aϕ c > 0 (8)

for arbitrary c �= 0 ∈ R
n, linear and multiquadric func-

tions are conditionally positive definite of order 1. This

means that c has to additionally fulfill

n

∑
k=1

ck = 0. (9)

This can be directly incorporated in (3) by adding an

extra equation, which leads to

(
Aϕ 1n×1

11×n 0

)
·

⎛
⎜⎜⎜⎝

a1

...

an
d

⎞
⎟⎟⎟⎠=

⎛
⎜⎜⎜⎝

f (x1)
...

f (xn)
0

⎞
⎟⎟⎟⎠ (10)

.

The shape parameter ε for the gaussian and multi-

quadric functions has to be chosen carefully, because

the quality of the approximation is highly dependent on

this parameter.

2 Case Study
Conway’s Game of Life [7] is one of the most famous

cellular automata. It is defined on a rectangular grid

with 2 possible states {dead, alive}. The update rules

are defined as follows:

• A cell that is alive stays alive if 2 or 3 neighboring

cells are alive otherwise it dies.

• A cell that is dead is brought to life if there are ex-

actly 3 living cells in its neighborhood. Otherwise

it stays dead.

As neighborhood the Moore-neighborhood (8 neighbor-

ing cells, the 4 directly adjacent and the 4 diagonal ad-

jacent cells) is used. The behavior of the model is de-

pendent on the initial states of the cells and it could be

called very chaotic as a change of the initial state in

a single cell can lead to huge differences after several

time steps.

Typically the results of the game of life model are

analysed based on the spatial distribution of the living

cells over time. But the model can also be viewed as a

population model, where the number of living entities is

of interest. So the analysis of simulation results can be

performed on an aggregated level by counting the living

cells in every time step, a similar look at the game of life

was done in [8]. For the experiments the game of life

is simulated on a 50× 50 grid. The time evolution is

observed over 50 time steps. For the initial conditions

each cell is given a probability of 0.3 to be alive at t = 0,

an overview is given in Table 1.

Figure 1 depicts the time evolution of the number

of living cells for various simulation runs using the pa-

rameters given in Table 1. While the chaotic behavior

of the game of life is evident in the evolution as well,

it can be seen that the basic behavior of the evolution is
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grid (m×n) 50×50

time steps (tend) 50

init. prob. living (p) 0.3

Table 1: Basic parameters for game of life.

similar for most runs. Throughout the paper the evolu-

tion (pop) will be given as relative frequency of living

cells against the number of total cells in the cellular au-

tomaton (m ·n= 2500). It can be seen as timeseries with

51 entries corresponding to times t = 0, . . . ,50.
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Figure 1: Time evolution of living cells for various simulation

runs.

As a measure for the distance between simulation

runs s1,s2 the Frobenius norm is used:

d(s1,s2) = ‖IC1 − IC2‖F (11)

where IC1, IC2 ∈ {0,1}50×50 are the initial condition

matrices of the respective simulation runs.

3 Experiments
During the experiments two aspects were investigated:

• influence of number of used interpolation points

• influence of minimal distance between an evalua-

tion point and an interpolation point.

A single experiment was built the following way:

1. Fix the minimal distance between an evalua-

tion point and an interpolation point (dmin ∈
{1, . . . ,20}).

2. Randomly create 10 evaluation points (epi) and the

evolution of the number of living cells popi(t) as

reference.

3. Create an interpolation point (ipi, j) for each epi
and add them, as well as their corresponding evo-

lutions popi, j(t), to the set of interpolation points.

4. Perform the interpolation on the current set of in-

terpolation points and calculate the errors between

the interpolated population evolution (popi(t)) and

its reference popi(t).

5. Repeat steps 1-4 20 times.

The presented experiment setup results in a se-

quence of interpolations that use more and more simu-

lation results as interpolation points (10 in the first iter-

ation and 200 in the last one). Additionally, it is ensured

that for each evaluation point exactly one simulation re-

sult with the given distance is added at every iteration.

The error at an evaluation point is calculated as

erri =
∑tend

t=0 ‖popi(t)− popi(t)‖2

tend +1
(12)

and the error of an iteration of the experiment is given

as the mean error over all evaluation points.

3.1 Direct Interpolation

For direct interpolation, i.e. directly calculating the re-

sulting evolutions at the given evaluation points, 2 ap-

proaches can be distinguished:

• The first idea is to directly interpolate the popu-

lation evolutions. This means to directly take the

initial conditions of the simulation runs as input of

the interpolation and the evolutions as the output.

s f : {0,1}50×50 → R
51 (13)

• The second idea is to take the initial conditions and

the points in time as input for the interpolation and

getting the population size (number of living cells)

at a specific point in time as an output.

s f : {0,1}50×50 ×N→ R (14)

For the direct interpolation the use of linear func-

tions and multiquadric functions yielded the best re-

sults. So they are presented here. For the multiquadric

function ε = 1 was chosen.
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Figure 2: Interpolated time series of a single evaluation point using interpolation data with dmin = 1 and linear function.
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Figure 3: Error of interpolation over used simulation results

for dmin = 1.

Figures 3 and 4 show the errors of the presented ap-

proaches using linear and multiquadric RBF-functions.

While the errors for the time series approach are basi-

cally the same for the different used functions, the er-

rors for the multiquadric pointwise approach are higher

than for the linear pointwise approach. It is also more

dependent on the minimal distance to the next interpo-

lation point. In order to gain a closer look at the emer-

gence of the errors Figure 2 shows the results of a sin-

gle interpolation using the linear function. Addition-

ally, the results of using different numbers of interpo-

lation points are depicted, as the minimal neighboring

distance dmin = 1, i.e. the best possible data, was used.

It can be seen that the time series interpolation follows

the chaotic behavior of the underlying evolution much
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Figure 4: Error of interpolation over minimal neighboring

distance for 200 used interpolation points.

more closely than the pointwise interpolation. One pos-

sible explanation is that if all points in time are used as

interpolation points separately they have a much higher

impact on the interpolation result, especially if the dis-

tance to the other data points is relatively high.

It is to note, that the pointwise approach results in

much more interpolation points as input data. This

leads to a significantly bigger interpolation matrix Aϕ
for which the solution of (3) and (10), respectively, are

much more computationally expensive. So even in the

case where the pointwise interpolation results in better

approximations than the time series approach it has to

be assessed if the higher accuracy outweighs the signif-

icantly higher computational costs.
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Figure 5: Iteratively interpolated time series of a single evaluation point using interpolation data with dmin = 1.
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Figure 6: Error of iterative interpolation over used

simulation results for dmin = 1.

3.2 Iterative Interpolation

Another possible ansatz is to not directly interpolate the

time evolution of the living cells, but to interpolate a

single time step of the game of life, i.e. interpolate ev-

ery single resulting state on the grid separately:

s f : {0,1}50×50 →{0,1}50×50 (15)

The time evolution results from the repeated evaluation

of the interpolation at the result of the previous inter-
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Figure 7: Error of iterative interpolation over minimal
neighboring distance for 200 used interpolation
points.

polation and adding up the states of the resulting state

matrix. Again it can be differentiated between differ-

ent approaches. x(t) ∈ {0,1}50×50 is used as the state

matrix at time t = 1, . . . ,50

• Using the output of the interpolation directly.

x(t) = s f (x(t −1)) (16)
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• Projecting the result to the interval [0,1].

x(t) = max{min{s f (x(t −1)),1},0} (17)

• Rounding the result to 0 or 1. ([·] stands for the

rounding operator)

x(t) =
[
max{min{s f (x(t −1)),1},0}] (18)

For the iterative interpolation the use of linear func-

tions and gaussian functions yielded the best results.

For the gaussian function ε = 5 was chosen.

Figures 6 and 7 show the error curves for the pre-

sented approaches. The graphs show that there is no

convergent behavior for the error. Even worse espe-

cially the use of more simulation results for the inter-

polation can lead to worse results. There are two ex-

planations for this. First RBF-interpolation often leads

to ill-conditioned problems, and second the present in-

terpolation is very sensitive to single data points. This

results, in addition to the previously mentioned chaotic

behavior of the game of life, to the observed behavior

of the error. Generally the magnitude of error is about 2

orders higher than the error of the direct interpolation.

Despite these discouraging results, Figure 5 shows

that the gaussian results that are projected to [0,1] are

oscillating and don’t predict the population evolution of

the game of life. The rest of the results, on the other

hand, can indeed approximate the trajectory of the sim-

ulation result.

Reference Iterated linear interpolation

Figure 8: Spatial distribution of living cells at t = 50 for the
reference simulation (left) and the linear
interpolation with rounding (right).

Another characteristic of this approach is, that the

spatial distribution of the living cells is approximately

preserved during interpolation as can be seen in Figure

8. This characteristic could lead to new ways how mi-

croscopic models could be analysed.

4 Conclusion
We presented different approaches to interpolate sim-

ulation results of microscopic population models. As

a test case Conway’s Game of Life was used. The re-

sults show, that each of the presented approaches has its

own perks and problems, but the overall conclusion is

that the methods lead to promising results that should

be further investigated.

Especially the iterative approach, that interpolates

every state separately, seems promising as it not only

approximates the time evolution of the population but

can also approximate the spatial distribution within the

model.

Future work will focus on error prediction and on

ways to automatically adjust the shape parameter ε .
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Abstract. Industrial parks are the backbone of every de-
veloped industry. They exist in various forms, differing in 
the composition of resident companies, their size and 
their underlying energy infrastructure. In the ERDF-
funded research project “GRIDS - Green Energy for Indus-
trial Networks” the potentials and improvement possibili-
ties of innovative energy supply concepts in commercial 
and industrial parks were investigated. An elementary 
challenge is the prediction of the (bundled) energy de-
mand, which is necessary for the ecologically and eco-
nomically sustainable long-term design of energy supply 
concepts. The data available to planners and researchers 
for such projects is usually incomplete and undetailed or 
simply non-existent. Therefore, this paper presents an ap-
proach that uses statistical methods to provide better es-
timates of the bundled energy demand of business parks. 
This method supports the efficient planning of sustaina-
ble energy concepts.   

Introduction 
For an initial assessment of sustainable and cost-effective 
energy concepts in industrial parks, direct data collection 
and measurement is usually too costly and time-consum-
ing. Analyzing comparable energy consumers alone is 
also unable to provide comprehensive information about 
the situation at the planning site. Because it cannot be as-
sumed that even companies of identical industry, size and 
structure have the same load profile. Another barrier is 
that energy data is often not made available because it is 
frequently considered sensitive data in manufacturing 
companies.  

In addition, particularly smaller companies lack 
transparency with regard to their energy data. These are 
usually very undetailed e.g., based solely on monthly in-
voices from the energy supplier. The result is that in 
many projects there is only an insufficient data basis for 
the reliable planning of energy networks. 

However, knowledge about the temporal course of 
the energy and power demand is a basic prerequisite for 
a sustainable design of the energy supply system with the 
aim of increasing the share of renewable energies and the 
integration of energy storage options. In this context, the 
integration of hydrogen-based energy systems is attract-
ing increasing interest in science and practice, which will 
be discussed in more detail in the application section. 
Only with the right and accurate information is it possible 
to plan operating resources efficiently, which is important 
given the often enormous amounts of investment involved, 
the long-term nature of the largely irreversible investments 
and lock-in effect of greenhouse gas emissions associated 
with the energy infrastructure in use [1, 2]. 

Based on this, a methodology was developed that pro-
vides a process model for estimating the energy demand 
of bundled supply concepts. By using the of the proposed 
method to estimate the energy demand of (heterogene-
ous) energy consumer groups, as they are represented by 
companies in business parks, the simulation and the de-
sign of the energy systems can be improved, thus the net-
work planning based on empirical values can be sup-
ported by a target-oriented method [3].  

The aim is not to establish new standard load profiles, 
but to apply the established ones in such a way that they 
can be used at the company and business park level. For 
that purpose, the paper presents a brief overview of the 
state of the art of energy data collection, followed by a 
short introduction of the the proposed procedure model. 
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Based on this, results of the methodology are pre-

sented and illustrated by an application example for the 
integration of hydrogen into an industrial park. This pa-
per is an extended and adapted version of the original pa-
per by Jacobsen and Stange presented in 2020 [4].   

1 State of the Art 
The identification of internal optimisation potentials and 
the requirements of external stakeholders (e.g., energy 
suppliers, customers etc.) make energy data collection 
necessary and helpful for many companies. Examples of 
external drivers are:  

• In Germany companies with an annual requirement 
of  100,000   must record their actual load pro-
file (according to §12 StromNZV). 

• Introduction of an energy management system ac-
cording to DIN EN ISO 50001 in order to receive re-
funds on electricity tax (according to §10 StromStG).   

• Energy data as a basis for calculating company-wide 
carbon emissions in order to achieve carbon neutral-
ity for example in accordance with BSI PAS 2060 
[5]. This results from growing demands from cus-
tomers regarding sustainability. 

In general, a distinction can be made between three types 
of energy data collection [6]. 

1.1 Calculation 
The calculation of energy values requires a compre-

hensive basis of technical and organizational data, which 
is not always readily available. For example, an annual 
energy requirement can be estimated with the help of the 
performance data of a machine and its operating times. 
The advantage of this method is that no measuring equip-
ment or intervention in the running operation is neces-
sary. A disadvantage is the complexity of the calcula-
tions, e.g. to calculate the total energy demand of a build-
ing. It can be assumed that smaller companies in particu-
lar do not have the necessary knowledge to carry out 
these calculations [7]. 

1.2 Temporary measurement 
With the help of temporary measurements, the data 

basis for the calculations of energy data can be improved. 
The costs are higher than for a simple calculation, but the 
data basis and the calculation results can be validated. In 
addition, the costs are lower than those of permanently 
installed measuring devices [7].  

1.3 Permanently installed measuring device 
This type of energy data collection is particularly suit-

able for in-depth analyses and offers automation options 
for the collection of energy-related data. On the other 
hand, however, the acquisition costs are high and the data 
volumes require a great deal of evaluation [7].  

Any type of energy simulation, be it simulations for 
the design of supply grids, an energy-oriented material 
flow simulation to investigate the effects of energy flex-
ibility measures or the simulation of technical building 
services in a factory, require a suitable database to create 
energy models [8]. The underlying approaches to energy 
data collection for the simulation are based primarily on 
temporary energy measurements [8]. Such approaches can 
still be justified on the scale of a production system or fac-
tory, but for the energy analysis of an entire commercial or 
industrial park, the effort is too high in most cases.  

In order to generate energy data for commercial and 
industrial parks without much measurement effort, stand-
ard load profiles could theoretically be used. Standard load 
profiles are representations of a load curve over a defined 
period of time. The German Association of Energy and 
Water Industries (BDEW) has created such profiles for the 
commercial and household sectors [9]. Reliable standard 
load profiles do not exist for industrial companies, as the 
load profiles exhibit very different patterns [10]. In order 
to nevertheless generate standard load profiles from a few 
measurements, Emde et al. developed a method for en-
ergy-intensive industry [10]. One of the advantages is a 
faster simulation of energy efficiency measures. 

In the aforementioned project GRIDS it was also con-
firmed that the known standard load profiles should not 
be used to simulate the electrical energy demand of mod-
ern industrial enterprises without some adjustments. 
Contrary to the approach presented by Emde et al. [10] a 
bundled load profile is aggregated in the present paper 
through the synthesis of different standard load profiles 
of the BDEW [9]. 

2 Methodology 
The procedure model is based on the use of standard load 
profiles. When using standard load profiles, general 
statements on the consumption behaviour of electrical 
energy can only be created for certain user groups [9]. 
Accordingly, it is necessary that the energy consumers 
grouped together are regarded as homogeneous.  
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Only in this way can an estimation of the energy de-

mand of an entire area be realised in the necessary qual-
ity. However, project results have shown that such as-
sumptions cannot be made [11]. For this reason, the pro-
cedure model for the improved estimation of bundled en-
ergy demand was developed. This model can form the 
basis for the demand planning of the electrical power 
supply network. The aim is to select the appropriate 
standard load profiles in such a way that the security of 
supply of the networks is maintained and supported. 
Oversizing, as is the case with the classic application of 
standard load profiles, is thus to be avoided. The basic 
procedure for network planning with the help of standard 
load profiles is shown in Figure 1. 

 
Figure 1: Procedure for determining the load profile and 

the maximum loads when standard load profiles 
are used. 

 

With the help of stochastic methods, such as correlations 
and further significance analyses, connections of the in-
dividual actual and summarised load profiles to known 
standard load profiles are investigated [12].  

The correlation coefficient ( ) describes the correla-
tion between two variables [13]. This coefficient has a 
range of values between -1 and 1 ( = [ 1; 1]). The 
more it approaches 1, the more pronounced the correla-
tion between the two variables, whereby a positive corre-
lation coefficient ( > 0) indicates an equally positive 
correlation; if one variable increases, the other also in-
creases. In general, a correlation coefficient greater than 
0.5 (| | > 0,5), is considered a high correlation [14]. 
Various methods can be used to calculate the correlation. 
Many variables examined and simulated in practice are 
normally distributed, so Pearson's method is usually 
used. However, in many cases it becomes apparent that a 
test of the type of distribution should be carried out be-
fore the method is selected [15]. The presence of a nor-
mal distribution can be checked by determining skewness 
and kurtosis. For normally distributed variables, both val-
ues should be close to 0. The following table shows a sig-
nificant deviation of the standard load profiles from this 
criterion. 

 

 G0 G1 G2 G3 

Skew 6,14 11,28 -0,09 1,14 

Kurtosis -6,63 -3,06 -7,12 -8,38 

Table 1: Skewness and kurtosis of the standard load  
profiles G0 to G3. 

The standard load profiles (SLP) G0 to G3 describe the 
load profiles usually used as a basis, differentiated by 
trade type, whereby G0 describes general trades (formed 
from the mean value of the SLP G0 to G6), G1 describes 
trades with working hours from 8 a.m. to 6 p.m. on week-
days, G2 describes trades with a predominant energy de-
mand in the evening hours and G3 describes passing 
trades [12]. 

Due to the distribution type of the data, the calcula-
tion of the correlation coefficients according to Spearman 
is used here. The test for standard normal distribution ac-
cording to skewness and kurtosis has shown that the ex-
amined load profiles and standard load profiles are not 
normally distributed quantities. Therefore, no parametric 
methods can be applied to the examined variables and the 
use of Spearman correlation is preferable to Pearson cor-
relation [16].  

In the case of a mere mathematical analysis of the cor-
relations, however, errors can occur in the application 
even with the correct choice of method; these are often 
described in the literature by so-called spurious correla-
tions. These are mathematically correctly calculated cor-
relations which, however, only allow insufficient conclu-
sions to be drawn about the real dependency when 
viewed causally [17]. When investigating the correlation 
between standard load profiles and the actual load pro-
file, a spurious correlation must be ruled out.  

The load profiles were created on the basis of a rep-
resentative sample. The sample results from surveys con-
ducted as part of a research project. Real load profiles of 
medium-sized companies located in an industrial park in 
Saxony were collected and evaluated. Consequently, as it 
was expected there was a correlation between the exam-
ined real load profiles and the standard load profiles. Af-
ter all, energy requirements of commercial customers 
were investigated and the standard load profiles are in-
tended to reflect the requirements of this very customer 
group. Nevertheless, an additional graphical application 
of the maximum likelihood method takes place. The ne-
cessity of the additional graphical evaluation becomes 
clear in Figure 2. 

Determination of the 
standard load profile 

that best suits the 
user.

Scaling of the load 
profile of each user 
according to their 

annual energy 
demand

Determination of the 
load profile and thus 
the maximum load of 
the entire investigated 

area by summation
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Figure 2: Comparison of the standard load profiles with an 
examined actual load profile within one week. 

 
It becomes apparent that, in addition to purely mathemat-
ical methods, graphical methods should also be used to 
determine the best fit in order to evaluate the deviation of 
the actual power demand. This is because the use of cor-
relations only examines the formal correlation of the dif-
ferent load profiles; it does not ensure the actual devia-
tion of the (normalised) energy demand. This additional 
step enables an improvement of the estimation of energy 
demands and must be automated in the future by suitable 
procedures. The improvement is mainly achieved by sep-
arating the load profiles by time of day as well as by day 
of the week. Finally, an adapted synthetic load profile is 
composed in such a way that a best fit can be ensured 
according to visual progression (whereby correlation, en-
ergy quantity and peak load are equally represented) for 
day and night as well as for weekdays and weekends 
combined. After adjusted synthetic load profiles (load 
profiles for night - working day; day - working day; 
weekend) are formed for the prediction of the bundled 
energy demand and combined into a load profile, they are 
scaled on the basis of the expected total energy demand. 
The scaling in this case is done with the aim of equality 
of the expected annual energy demand and the integral of 
the modelled adjusted synthetic load profile.  
 

 
Figure 3: Procedure for determining the load profile  

and the maximum loads when using adapted 
synthetic load profiles. 

 

The advantage of the method comes into play when a 
sufficiently large database is available due to continuous 
application. It is thus possible that only the industry, as 
well as the shift model and the expected annual energy 
demand and the expected maximum load are required as 
input parameters for later simulations. The initial imple-
mentation of the method presented here has shown that it 
is able to reproduce load profiles more accurately than 
with the help of the established standard load profiles. A 
possible extension of the method is the comparison of the 
results with reality and an adjustment of the used 
parameters. 

3 Results 
The procedure model leads to an improvement of the 
technical design of supply networks and thus supports the 
ecological and economic optimisation in planning and 
simulation. The formation of adapted combined synthetic 
load profiles enables an efficient estimation of the energy 
and power demand of user groups of electrical energy. 
The lack of a normal distribution of the energy demand 
leads to the use of Spearman correlations and thus to de-
viating results compared to the generally accepted use of 
Pearson correlations [18, 19]. However, it could be 
shown that a normal distribution cannot be spoken of for 
(standard) load profiles. In order to be able to apply the 
generally used Pearson method correctly, the (normal-
ised) skewness and kurtosis would have to be within lim-
its close to zero [20].  

Nevertheless, the results showed a clear deviation of 
the parameters from a normal distribution. To illustrate 
the importance of schoosing the correct method for de-
termining correlation, the results according to Pearson 
and Spearman for the sample studied are shown in the 
following table. 

 

 Spearman  Pearson  

G0 0.43 0.44 

G1 0.51 0.29 

G2 0.31 0.33 

G3 0.37 0.66 

Table 2: Comparison of the correlation coefficients  
according to Spearman and Pearson. 
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Choosing an unsuitable method is particularly criti-

cal, as this can lead to an incorrect selection of the stand-
ard load profiles to be used, as Table 2 shows.  Neverthe-
less, this imprecision would not lead to unusable results 
through the use of graphical methods (maximum likeli-
hood) and the division of the standard load profiles ac-
cording to time periods. Yet, it has been shown that the 
quality of the result of the method for creating the ad-
justed synthetic load profiles depends significantly on the 
correct correlation analysis. In the example shown, it can 
be clearly seen that if the standard load profile G3 (high-
est correlation according to Pearson's method - compare 
Table 2) was chosen, a standard load profile would be 
chosen whose assumptions do not correspond to the ac-
tual mode of operation of the companies investigated (G3 
applies to throughput businesses, but the local companies 
usually work in one-shift operation, at most in two-shift 
operation). Thus, the combination of the standard load 
profiles G0 to G3 forms a much better estimation of the 
actual conditions.  

At this point it should be pointed out again that the 
application of the wrong correlation analysis with the 
right conclusions (choice of SLP G3) already leads to a 
considerable improvement compared to the conventional 
approach. According to the approach shown in Figure 1, 
standard load profile G1 would be used for the industrial 
park to predict the load profile with its peak load. How-
ever, Figure 2 shows that the actual peak load is only 
about 60 % of the peak load of G1. In current network 
planning, however, planning is done according to the 
standard load profiles (so that G1 is usually used as a ba-
sis for planning). Thus, a contribution to the optimisation 
of network planning can be made simply by applying a 
correlation analysis and deriving correct conclusions. 
The full potential of the method presented is only ex-
ploited by applying the correlation analysis according to 
Spearman to create adapted synthetic load profiles. Only 
the combination of the standard load profiles with the 
highest correlation (only these are shown in Table 1) pro-
vides the basis for an improved estimation of the bundled 
energy demand.  

By combining these standard load profiles, not only 
the load but also the load profile can be predicted very 
accurately. Finally, overcapacities of the energy grid can 
be avoided by the presented method. In the example stud-
ied, the installed grid capacity can be reduced by 30 % 
during planning. Nevertheless, an installed transmission 
capacity of 125 % of the actual maximum load remains, 
so that no capacity bottlenecks are to be expected.  

The method presented also succeeds very well in re-
producing the actual load profile. There is an improve-
ment in the average deviation of the predicted from the 
actual energy consumption of 50 %. This parameter is 
particularly important for the planning and simulation of 
possible flexibility measures and their control. 

4 Application 
Data acquisition is an indispensable phase in any sim-

ulation project, as described, for example, in the proce-
dure model by Rabe et al. [21]. It strongly influences the 
quality of the simulation study. On the other hand, in 
most simulation projects there are temporal restrictions 
that prevent or at least limit the collection of primary 
data. Obtaining meaningful energy data is particularly 
problematic. 

With the help of the procedure presented here, more 
accurate input data for simulation models can be gener-
ated more quickly. This may reduce the  the time and 
quality of simulation projects in the area of energy effi-
ciency and energy flexibility measures in commercial 
and industrial parks significantly and improves the qual-
ity and validity of planning measures. The presented 
method can be applied in the planning of the energy de-
mand of industrial and commercial networks. It is no 
longer necessary to use the simple standard load profiles, 
which, from the current point of view, are not applicable 
for the detailed planning of the supply concept of indus-
trial (and commercial) companies, neither with regards to 
the peak load nor the load profile. The consequences 
would usually be overcapacities in network planning and 
poorly adapted schedules for the supply of electrical en-
ergy. The presented method thus makes a decisive contri-
bution to the simulation of energy flows in industrial parks.  

Through the increasing adoption of renewable energy 
sources the energy supply system is being transformed 
from a central to a more decentralized approach. The grid 
supply is extended by decentralized energy sources such 
as photovoltaic and wind energy as well as new energy 
carriers such as hydrogen. Additionally, cogeneration 
plants may also supply electricity as well as heat and are 
a beneficial addon for renewable energies due to their in-
dependence from actual weather. 

The share of companies that invest in on-premise en-
ergy supply systems is rising constantly mainly to cope 
with high energy prices and to decrease overall carbon 
emissions.  
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Furthermore, storage technologies are established to 

compensate the fluctuating character of renewable ener-
gies and smoothen energy load levels. This may be bat-
tery, heat, or even hydrogen storages. Especially green 
hydrogen is a promising energy carrier to raise self-sup-
ply level and store energy for future industrial applica-
tions. In combination with fuel cells and cogeneration 
plants, another decentral supply technology can be estab-
lished to decarbonize industrial processes.  

Thus, the energy supply structures are getting more 
complex in green- and brownfield planning but also op-
erations. Still, some of these technologies are cost-in-
tense and many companies do not provide the prereques-
ites to utilize these technologies in the most cost-efficient 
way. To address this shortcoming, one solution may be 
the shared usage of decentralized supply and storage 
technologies within industrial parks of several compa-
nies. According to individual load levels and overall en-
ergy demands a shared supply and storage infrastructure 
can be established which focuses on a high usage of en-
ergy from various sources. In this regard, Wei et al. pro-
vide an overview of previous publications that consider 
water electrolysis and the use of hydrogen as one compo-
nent of the decarbonization of industrial parks [22]. In 
their publication, they also argue that in the future such 
hydrogen-based energy supply systems in industrial 
parks will represent the most economical form of decar-
bonization [22]. 

By using the load profiles one can estimate the energy 
surplus coming from the renewable energy sources. This 
electrical energy can be used in an electrolyzer to gener-
ate green hydrogen. Hydrogen can be used in a fuel cell 
to cogenerate heat and electrical energy in times of little 
renewable energy yield. The dimension of those cogen-
eration units and the combined storage technologies 
needs to be planned carefully, since the prices for those 
units are high. An oversized system will never reach its 
peak performance and leads to unnecessary high invest-
ment costs, whereas an undersized unit will not be able 
to power the grid. For factories, which are in most cases 
the most common users of industrial parks, there are sev-
eral more possible applications of hydrogen. The most 
promising applications are high grade heat generation, 
the refuelling of fuel cell powered utility vehicles or as 
feedstock for certain chemical processes [23].  Fig. 4 il-
lustrates a scenario which includes both, centralized and 
decentralizend energy supply and storages for electrical 
energy as well as hydrogen.  

The scenario was modelled for the project H2Wind. 
Aim of the project is the development of a novel, com-
pact water electrolyzer that operates efficiently and 
quasi-autonomously in harsh conditions at sea in order to 
provide green hydrogen for industrial applications, either 
by pipeline or other means of transport. A simulation can 
support the investigation of the economical and ecologi-
cal sustainability of using off-shore green hydrogen in a 
medium sized industrial park. Users of this industrial 
park located near the shorelines of the North Sea include 
a factory for machine tools, a textile factory, a logistics 
facility and some offices. 

The theoretical potentials of these operational scenar-
ios require integrated planning approaches. Especially 
energetic data of all relevant energy consumers, in this 
case the companies itself, need to be transparent. Here, 
the introduced approach can be used to determine the 
load levels of all the companies and generate an overall 
load profile to scale the storages and the supply with hy-
drogen, the cogeneration plant and the physical energy 
supply infrastructure accordingly. Furthermore, common 
load profiles can be matched with typical data of solar 
gains to scale photovoltaic systems and estimate dimen-
sions of battery storages as well. 
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Figure 4: Application of energy supply and storage  

technologies. 

5 Discussion 
The procedure model is able to reliably generate energy 
demands based on the expected total annual energy de-
mand and the assumed peak load. There is an enormous 
improvement compared to the conventional use of stand-
ard load profiles. A disadvantage of the method is the 
graphical control decision for the choice of the corre-
sponding standard load profile within the individual time 
periods.  
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The quality of the control decision again depends on 

experience and subjective feeling. This procedure is op-
timised in the course of the further development of the 
methodology towards an automatic selection, which en-
sures an objective selection. It has been shown that this 
additional graphical control or selection of the composi-
tion of the adjusted synthetic load profiles limits the ef-
fects of a possibly incorrect choice of method for deter-
mining the correlations. The finding, which indicates that 
(standard) load profiles are not normally distributed 
quantities, shows that data series should always be exam-
ined with regard to their distribution type and, if neces-
sary (if no distribution type can be determined), non-par-
ametric methods must be used. It should also be noted 
that the need to predict energy demand as accurately as 
possible with the help of synthetic load profiles exists 
only for electrical energy. When resorting to gas (here in 
the form of green hydrogen), the pipeline and storage net-
work provides a buffer. However, load profiles must be 
used again to scale resources for sector coupling (gas to 
power). This is the only way to efficiently deploy hydro-
gen fuel cells for system service provision as described 
by Jacobsen in 2022 [24]. 

In summary, the presented method contributes to a bet-
ter simulation of energy demands of industrial companies 
and industrial and commercial associations. The method 
itself thus simulates the load profile of companies. 

Acknowledgment  
This research is supported by the European Regional 

Development Fund and is co-financed by tax funds on the 
basis of the budget adopted by the Saxony's state parlia-
ment through the project GRIDS – Green Energy in In-
dustrial Networks.  

.

 
 

The authors also gratefully acknowledge the financial 
support of the Hydrogen-Lead projekt H2MARE with its 
sub-project H2Wind (03HY301E) by the Federal Minis-
try of Education and Research (BMBF) and the project 
supervision by the project management organization Pro-
jektträger Jülich (PtJ). 

 
 

References 
[1] Sauer M. Das Recht der Vergabe von Strom- und Gas-

Konzessionsverträgen im EnWG: Legitimität und An-
wendung eines Wettbewerbsinstruments im Kontext des 
Unions- und deutschen Verfassungsrechts. 1st ed. Ba-
den-Baden: Nomos, 2012. 

[2] Guo Y, Tian J, Chen L. Managing energy infrastructure 
to decarbonize industrial parks in China. Nature commu-
nications, vol. 11, no. 1, p. 981, 2020,. 
doi: 10.1038/s41467-020-14805-z. 

[3] Werth T. Netzberechnung mit Erzeugungsprofilen: 
Grundlagen, Berechnung, Anwendung. Wiesbaden: 
Springer Vieweg, 2016. [Online]. Available: 
https://ebookcentral.proquest.com/lib/gbv/detail.ac-
tion?docID=4504392  

[4] Jacobsen B, Stange M. Vorgehensmodell zur Simulation 
von gebündeltem Energiebedarf. In Proceedings ASIM 
SST 2020: 25. ASIM Symposium Simulations 
technik : 14.10.-15.10.2020 : Online-Tagung, 2020,  
pp. 295–301. 

[5] Specification for the demonstration of carbon neutrality. 
PAS 2060:2014, The British Standards Institution,  
Apr. 2014. 

[6] Geilhausen M, Bränzel J, Engelmann D, Schulze O.  
Energiemanagement: Für Fachkräfte, Beauftragte und 
Manager. Wiesbaden: Springer Vieweg, 2015. [Online]. 
Available: http://gbv.eblib.com/patron/FullRecord.aspx 
?p=3567708  

[7] Wenzel S, Peter T. Simulation in Produktion und Logis-
tik 201, Kassel. Kassel University Press GmbH, 2017. 
[Online]. Available: https://ebookcentral.proquest.com/ 
lib/gbv/detail.action?docID=5091317 

[8] G. Posselt G. Towards Energy Transparent Factories. 
1st ed. s.l.: Springer-Verlag, 2016. [Online].  
Available: http://ebooks.ciando.com/book/index.cfm/ 
bok_id/1960675 

[9] Vereinigung Deutscher Elektrizitätswerke - VDEW, 
“Umsetzung der Analytischen Lastprofilverfahren - 
Step-by-step,” Frankfurt am Main, 2000. 

[10] [Emde A, Zimmermann F, Feil M, A. Sauer A.  
Erstellung und Validierung von Lastprofilen für die  
energieintensive Industrie, ZWF, vol. 113, no. 9,  
pp. 545–549, 2018, doi: 10.3139/104.111977. 

[11] Stange M, Jacobsen B, Schubert S, Richter M, Wolf T,  
Meynerts L. Leitfaden Green Energy Parks, 2021. 

[12] Bundesverband der Energie- und Wasserwirtschaft e.V. - 
BDEW, Standardlastprofile Strom. 

[13] Held U. Tücken von Korrelationen: die Korrelations-
koeffizienten von Pearson und Spearman. Swiss Medical 
Forum, vol. 10, no. 38, 652-653-653, 2010. [Online]. 
Available: https://www.zora.uzh.ch/id/eprint/46199/ 

 
 



Jacobsen et al.    Bundled Energy Demand for Energy-oriented Simulation Studies  

92      SNE 32(2) – 6/2022 

T N 
[14] Cohen J. Statistical Power Analysis for the Behavioral 

Sciences. 2nd ed. Hoboken: Taylor and Francis, 2013. 
[Online]. Available: http://gbv.eblib.com/patron/ 
FullRecord.aspx?p=1192162 

[15] Sedlmeier P. Jenseits des Signifikanztest-Rituals: Ergän-
zungen und Alternativen. [Online]. 
https://www.dgps.de/fachgruppen/methoden/mpr-
online/issue1/art3/article.html (accessed: Sep. 14 2020). 

[16] Schober P, Boer C, Schwarte LA. Correlation Coeffi-
cients: Appropriate Use and Interpretation. Anesthesia 
and analgesia, vol. 126, no. 5, pp. 1763–1768, 2018. 
doi: 10.1213/ANE.0000000000002864. 

[17] Schäfer A, T. Schöttker-Königer T. Statistik und quanti-
tative Methoden für Gesundheitsfachberufe.  
1st ed. Berlin: Springer, 2015. [Online].  
Available:  http://search.ebscohost.com/login.aspx? 
direct=true&scope=site&db=nlebk&AN=1078892 

[18] Myers L, Sirois MJ. Spearman Correlation Coefficients, 
Differences between. in Encyclopedia of statistical  
sciences, Kotz S, Read CB, Balakrishnan N,  
Vidakovic B, Johnson NL, Eds., 2nd ed.,  
[Hoboken, N.J.]: Wiley, 2010. 

[19] de Winter JCF, Gosling SD, Potter J. Comparing the 
Pearson and Spearman correlation coefficients across 
distributions and sample sizes: A tutorial using  
simulations and empirical data. Psychological methods, 
vol. 21, no. 3, pp. 273–290, 2016. 
doi: 10.1037/met0000079 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

[20] Field A. Discovering statistics using SPSS: (and sex and 
drugs and rock 'n' roll). 3rd ed. Los Angeles, Calif.: 
Sage, 2011. [Online]. Available: 
 http://www.uk.sagepub.com/field3e/main.htm 

[21] Rabe M, Spiekermann S, Wenzel S. Verifikation und 
Validierung für die Simulation in Produktion und  
Logistik: Vorgehensmodelle und Techniken. Berlin,  
Heidelberg: Springer, 2008. [Online]. Available:  
http://nbn-resolving.de/urn:nbn:de:1111-2008093035 

[22] Wei X et al.Roadmap to carbon emissions neutral  
industrial parks: Energy, economic and environmental 
analysis. Energy, vol. 238, p. 121732, 2022. 
doi: 10.1016/j.energy.2021.121732 

[23] Imdahl C, Blume C, Blume S, Zellmer S, Gensicke M, 
Herrmann C. Potentials of Hydrogen Technologies for 
Sustainable Factory Systems. Procedia CIRP, vol. 98, 
pp. 583–588, 2021. 
doi: 10.1016/j.procir.2021.01.158 

[24] Jacobsen B. Green flexibility Market – Platform devel-
opment for system services using fuel cells. Procedia 
CIRP, vol. 105, pp. 158–163, 2022 
doi: 10.1016/j.procir.2022.02.027 

 



93

S N E T E C H N I C A L N O T E

Model Reduction of Highly Viscous,
Non-isothermal Fluids with Free Surface Using

Perturbation Theory
Edmond Skeli, Dirk Weidemann, Klaus Panreck,

Institut für Systemdynamik und Mechatronik, FH Bielefeld, Interaktion 1, 33619 Bielefeld
{edmond.skeli,dirk.weidemann,klaus.panreck}@fh-bielefeld.de

SNE 32(2), 2022, 93-10 , DOI: 10.11128/sne.32.tn.10606

Received: 2020-11-10 (selected ASIM SST 2020 Postconf.

Publication; Revised: 2022-05-02; Accepted: 2022-05-15

SNE - Simulation Notes Europe, ARGESIM Publisher Vienna,

ISSN Print 2305-9974, Online 2306-0271, www.sne-journal.org

Abstract. To improve energy efficiency, the process en-
gineering industry is increasingly tending towards an
application of model-based control and diagnosis ap-
proaches. Consequently, mathematical models are re-
quired that, on the one hand, describe the technical pro-
cess with sufficient accuracy, but on the other hand do
not require too much computational effort. In this re-
gard, the reduction of a model describing the behaviour
of a highly viscous, non-isothermal fluid with a free sur-
face is considered. The fluid is modelled by a system
of partial differential equations. This system includes
both the Navier-Stokes equations and the thermal en-
ergy equation describing the temperature behaviour.
Using perturbation theory it is shown that the velocities
and the temperature of the fluid can be modelled by two
reduced models, denoted as submodels. The first sub-
model is used to calculate the flow dynamics, while the
second submodel determines the thermal behaviour.

Introduction

In this paper, the inflow of a highly viscous, non-

isothermal fluid into the gap between two counter-

rotating cylinders is considered. Note that two condi-

tions have to be taken into account. First, the gap is ini-

tially empty and only fills with the fluid over time, so

that the inflow of the fluid is a transient process mod-

elled by a system of partial differential equations. This

system includes both the time-dependant, incompressible

Navier-Stokes equations and the thermal energy equation

describing the temperature behaviour. Second, a bulge

forms in front of the gap during filling, the size of which

changes over time until a steady state is reached. Since

the temporal change of the bulge is not known in advance,

the numerical solution of the system of partial differen-

tial equations simultaneously requires the determination

of the fluid boundary. In the following, the fluid bound-

ary, i.e. the surface of the fluid adjacent to the surround-

ing air, is also referred to as free surface.

A suitable approach to solve time-dependant, incom-

pressible Navier-Stokes equations with a free surface is

the Marker and Cell (MAC) method introduced by Har-

low and Welch in [1]. Amsden and Harlow simplified the

MAC method in [2] by decoupling the velocity and pres-

sure calculations. Furthermore, in [3, 4] the MAC method

is adapted for three spatial dimensions. Using the MAC

method an approach to determine the free surface of a

highly viscous, non-isothermal fluid entering the gap be-

tween two counter-rotating cylinders is proposed in [5].

However, it is not possible to apply it for model-based

control or diagnostic approaches due to the high compu-

tational effort involved.

In order to decrease the computational effort, it is rea-

sonable to reduce the mathematical model appropriately.

Normalising the partial differential equations yields two

individual time constants. These time constants allow a

qualitative assessment of the transient behaviour of the

velocities and the temperature, cf. [6, 7]. Using pertur-

bation theory (cf. [8, 9]), it can be shown that the veloci-

ties and temperature of the fluid evolve on different time

scales, suggesting that two reduced models, i.e. a fast and

a slow submodel, can be used. The fast submodel is ap-

plied to calculate the velocities of the fluid, assuming that

the fluid temperature does not change during this calcu-

lation. In contrast, the slow submodel is used to calculate

the temperature, with the steady-state velocity values be-

ing determined from a system of algebraic equations.
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In section 1, the mathematical model of the fluid, i.e.

the system of partial differential equations consisting of

Navier-Stokes equations and the thermal energy equation,

is converted into a normalised form so that two individ-

ual time constants can be determined. Each of the two

time constants can be used as normalisation parameter,

resulting in either a fast or a slow submodel using per-

turbation theory, cf. Section 2. A brief presentation of

the spatial discretisation and the marker and cell (MAC)

method is given in Section 3 and Section 4, respectively.

The solution procedure is outlined in Section 5. Finally,

the numerical simulation results calculated using the re-

duced model are presented and compared with the results

of the full model in Section 6.

1 Normalising the Model
Equations

The spatio-temporal evolution of the velocities as well as

the pressure of the highly-viscous, non-isothermal fluid

is modelled by incompressible Navier-Stokes equations

∂u
∂ t

+u
∂u
∂x

+ v
∂u
∂y

=− 1

ρ
∂ p
∂x

+
η
ρ

(
∂ 2u
∂x2

+
∂ 2u
∂y2

)
, (1)

∂v
∂ t

+u
∂v
∂x

+ v
∂v
∂y

=− 1

ρ
∂ p
∂y

+
η
ρ

(
∂ 2v
∂x2

+
∂ 2v
∂y2

)
, (2)

0 =
∂u
∂x

+
∂v
∂y

(3)

with initial and boundary conditions

u(ζ ,0) = u0(ζ ) ∀ζ ∈ Γ, (4)

u(ζ , t) = h(ζ , t) ∀(ζ , t) ∈ ∂Γ× [0, te], (5)

where u, v represent the velocities in x-, y-direction, re-

spectively.

In the following, u = (u,v)T : Γ×R(+) →R
2 denotes

the vector of fluid velocities, u0(ζ ) ∈ R
2 the initial con-

ditions and h : ∂Γ×R(+) →R
2 the boundary conditions,

where Γ ⊂ R
2 is the domain and ∂Γ the boundary of the

domain. Furthermore, p : Γ×R(+) → R is the pressure,

ρ ∈ R the density, and η(T ) ∈ R the viscosity.

The spatio-temporal evolution of the temperature is

given by

ρCp

(
∂T
∂ t

+u
∂T
∂x

+ v
∂T
∂y

)
= λ

(
∂ 2T
∂x2

+
∂ 2T
∂y2

)

+2η
(

∂u
∂x

)2

+η
(

∂u
∂y

+
∂v
∂x

)2

+2η
(

∂v
∂y

)2

, (6)

where T : Γ×R(+) → R represents the temperature and

Cp,λ ∈ R are the specific heat capacity and the thermal

conductivity. Let the corresponding initial and boundary

conditions be given by

T (ζ ,0) = T0(ζ ) ∀ζ ∈ Γ, (7)

T (ζ , t) = d(ζ , t) ∀(ζ , t) ∈ ∂Γ× [0, te] (8)

with T0(ζ ),d(ζ , t) ∈ R.

Normalisation of the variables results in

un =
u
ū
, vn =

v
ū
, Πpx =

h2

ūη
∂ p
∂x

,

Πpy =
h2

ūη
∂ p
∂y

, xn =
x
L
, yn =

y
h
, (9)

tn =
t
t̄
, Tn =

T
T̄
, ηn =

η
η̄
,

where un, vn, Πnx, Πny, xn, yn represent the normalised

velocities, gradients of the pressure, coordinates and tn,

Tn, ηn represent the normalised time, temperature, and

viscosity.

Using the normalised variables from (9), the system

of partial differential equations, which includes both the

Navier-Stokes equations and the thermal energy equation,

can be converted to

tη
t̄

∂un

∂ tn
= h1(tn,rn,un, p,Tn), (10)

tη
t̄

∂vn

∂ tn
= h2(tn,rn,un, p,Tn), (11)

0 = h∇(rn,un), (12)

τλ
t̄

∂Tn

∂ tn
= h3(tn,rn,un, p,Tn) (13)

with rn = [xn,yn]
T , un = [un,vn]

T and

h1(tn,rn,un, p,Tn) =−Re
(

h
L

un
∂un

∂xn
+ vn

∂un

∂yn

)

−Πpx +ηn

((
h
L

)2 ∂ 2un

∂x2
n
+

∂ 2un

∂y2
n

)
, (14)

h2(tn,rn,un, p,Tn) =−Re
(

h
L

un
∂vn

∂xn
+ vn

∂vn

∂yn

)

−Πpy +ηn

((
h
L

)2 ∂ 2vn

∂x2
n
+

∂ 2vn

∂y2
n

)

h∇(rn,un) =
ū
h

(
h
L

∂un

∂xn
+

∂vn

∂yn

)
, (15)
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h3(tn,rn,un, p,Tn) =−Gr
(

un
∂Tn

∂xn
+ vn

L
h

∂Tn

∂yn

)

+

((
h
L

)2 ∂ 2Tn

∂x2
n
+

∂ 2Tn

∂y2
n

)
+2ηnBr

(
h
L

)2(∂un

∂xn

)2

+ηnBr
(

∂un

∂yn
+

h
L

∂vn

∂xn

)2

+2ηnBr
(

∂vn

∂yn

)2

.

(16)

Here

Re =
ρhū
η̄

, Br =
η̄ ū2

λ T̄
, Gr =

ūh2

aL
(17)

denote the Reynolds, Brinkmann and Graetz numbers and

tη =
ρh2

η̄
, τλ =

h2ρCp

λ
(18)

the viscous relaxation time and the conductive thermal

equilibrium time, respectively.

2 Model Reduction using
Perturbation Theory

In the following, the relation between the two time con-

stants given in (18) will be considered in more detail, as

these provide information about the transient behaviour

of the velocities and temperature. Dividing the viscous

relaxation time by the conductive thermal equilibrium

time yields

tη
τλ

=

ρh2

η̄
h2ρCp

λ

=
λ

η̄Cp
. (19)

and shows that

τλ >> tη (20)

holds due to the high viscosity of the fluid. Speaking in

physical terms, the relation (20) indicates that the dynam-

ics of the velocities is much faster than the dynamics of

the temperature.

Optionally, either t̄ = tη or t̄ = τλ can be used as the

normalisation constant. The following two subsections

discuss how the equations (10)-(13) change when t̄ = tη
or t̄ = τλ is chosen.

2.1 Viscous Relaxation Time as
Normalisation Constant

If tη is chosen as the normalisation constant, tη/t̄ =

tη/tη = 1 and τλ/t̄ = τλ/tη follow for the factors on the

left-hand side of (10), (11), and (13) such that the nor-

malised Navier-Stokes equations are of the form

∂un

∂ tn
= h1(tn,rn,un, p,Tn), (21)

∂vn

∂ tn
= h2(tn,rn,un, p,Tn), (22)

0 = h∇(rn,un). (23)

Furthermore, choosing tη/τλ = ε with ε  1 as perturba-

tion parameter and multiplying the thermal energy equa-

tion (13) by ε results in

∂Tn

∂ tn
= εh3(tn,rn,un, p,Tn) = 0. (24)

The model given by (21)-(23) is referred to as fast sub-

model. It will be applied to compute the velocities when a

change in momentum occur. Since the temperature does

not change significantly over tη , the partial differential

equation (13) does not have to be solved. Rather, as in-

dicated by (24), the temperature can be regarded as being

approximately constant.

2.2 Conductive thermal Equalization Time as
Normalisation Constant

In contrast to Section 2.1, the choice of τλ as normal-

ization constant leads to a system of singularly perturbed

partial differential equations

ε
∂un

∂ tn
= h1(tn,rn,un, p,Tn), (25)

ε
∂vn

∂ tn
= h2(tn,rn,un, p,Tn), (26)

0 = h∇(rn,un), (27)

∂Tn

∂ tn
= h3(tn,rn,un, p,Tn), (28)

where ε is defined as described above. Assuming ε → 0

the Navier-Stokes equations simplify to

0 = h1(tn,rn,un, p,Tn), (29)

0 = h2(tn,rn,un, p,Tn), (30)

0 = h∇(rn,un). (31)
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The model given by (28)-(31) is referred to as slow

submodel and is used to calculate the fluid temperature.

When calculating the temperature, the velocities are not

to be interpreted as differential, but as algebraic states

that have to be adjusted so that the algebraic conditions

(29)-(31) are satisfied.

2.3 Hybrid Model

In contrast to the approach in [5], which calculates the in-

flow of the fluid into the gap using the full model, i.e. the

partial differential equations (1)-(6), the approach pre-

sented in this paper uses the reduced model equations

(21)-(23) and (28)-(31). It can be shown that the com-

putation time decreases significantly by employing the

reduced models.

The slow submodel is used as long as no momentum

changes act on the fluid. Whereas the fast submodel is

used until the velocities of the fluid are stationary. Inter-

preting an momentum change as event emc and the oc-

currence of the stationary velocities as event esv, the fluid

can be modelled by the hybrid automaton shown in figure

1.

fast

submodel

(21)-(23)

slow

submodel

(28)-(31)

esv

emc

Figure 1: Reduced model as hybrid automaton.

3 Spatial Discretisation
Regarding the use of a numerical method to solve the par-

tial differential equations, a suitable spatial discretisation

is required. As depicted in figure 2 the velocities are cal-

culated at the middle of the vertical and horizontal edges

of the discretisation gird, whereas the pressure and the

temperature are calculated at the centre of a cell. This

grid, referred to as staggered gird, is chosen since it al-

lows for the solution to have a tight coupling between the

pressure and the velocity.

The partial derivatives of first order can be approxi-

mated by

Dx fi, j =
fi, j+1 − fi, j−1

2Δx
, (32)

pi+1,j , Ti+1,j pi+1,j+1, Ti+1,j+1

pi,j , Ti,j pi,j+1, Ti,j+1

ui+1,j−1/2

ui,j−1/2

ui+1,j+1/2

ui,j+1/2

vi−1/2,j vi−1/2,j+1

vi+1/2,j vi+1/2,j+1

Figure 2: Staggered grid and calculation nodes.

Dx
− fi, j =

fi, j − fi, j−1

Δx
, (33)

Dx
+ fi, j =

fi, j+1 − fi, j

Δx
, (34)

and partial derivatives of second order by

Kx fi, j =
fi, j+1 −2 fi, j + fi, j−1

(Δx)2
, (35)

where f represents either u, v, p or T , n1,n2 ∈ R de-

note the number of discretisation lines in x- and y- direc-

tion, i = 1,2, ...,n1 and j = 1,2, ...,n2 are the indices of

the cells, and Δx is the discretisation step in x-direction.

The operators Dy,Dy
−,D

y
+ and Ky are defined analogously

with Δy= fΔy(x) being the varying step size in y-direction

of the curvilinear discretisation grid depicted in figure 3.

The curvilinear discretisation gird has the advantage

over a rectangular grid that all points are within the do-

main Γ. Thus, leading to less computational effort. How-

ever, a meaningful use of the curvilinear grid is only pos-

sible with sufficiently large radii, as there is a risk of in-

accurate calculation with small radii. Note that even with

the curvilinear discretisation grid, the velocities are still

computed at the centre of the cell edge, while pressure

and temperature are computed at the centre of the cell,

with the cell contour shown in 3.

Choosing this discretisation the fast system (21)-(23)

can be formulated as

Iu̇(t) = K(u)u(t)−Bp(t)+ f(u(t), p(t)) , (36)

0 = BT u(t) (37)
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Δyi

Δyi

Δyi

Δyi

Δyi+1

Δyi+1

Δyi+1

Δyi+2

Δyi+2

Δyi+2

Δyi+3

Δyi+3

Δyi+3

Δyi+3

ΔxΔxΔx

Δyi+2

Δyi+1

Figure 3: Curvilinear grid.

and the slow system (28)-(31) as

0 = K(u)u(t)−Bp(t)+ f(u(t), p(t)) , (38)

0 = BT u(t), (39)

IṪ (t) = KT (u)T (t)+D(u)+g(T (t)), (40)

with I being the identity matrix and B = [Dx
+,D

y
+]

T the

discrete divergence operator,

K(u) =
[

K1 +N1(u) 0

0 K2 +N1(u)

]

with K1 = K2 = Kx +Ky representing the linear (diffu-

sion) and

N(u) =
[

N1(u)
N2(u)

]
=

[
ui, j+1/2Dx + v∗i, j+1/2Dy

u∗i+1/2, jD
x + vi+1/2, jDy

]

the non-linear (convection) terms. The velocities u∗i+1/2, j
and v∗i, j+1/2 are averaged velocities defined by

u∗i+1/2, j =
1

4

(
ui, j−1/2 +ui, j+1/2+

ui+1, j+1/2 +ui+1, j−1/2

)
,

v∗i, j+1/2 =
1

4

(
vi−1/2, j + vi+1/2, j+

vi+1/2, j+1 + vi−1/2, j+1

)
.

Moreover, f(u(t), p(t)) and g(T (t)) depend on the bound-

ary conditions such that these functions have to be

adapted according to the modification of the free-surface,

cf. Section 4. Finally, the operators for the temperature

calculation are given by

D(u) = 2η((Dx
+u)2 +

1

η
(Dy

+u+Dx
+v)2 +(Dy

+v)2)

and KT (u) = (K1 +NT (u)) with

NT (u) =
ui, j−1/2 +ui, j+1/2

2
Dx +

vi−1/2, j + vi+1/2, j

2
Dy.

4 Determination of the free
Surface

The MAC method which was introduced by Harlow and

Welch in [1] is implemented to determine the free surface

of the fluid. According to the MAC method, massless

particles are used to mark the fluid cells, i.e. each cell of

the discretisation grid that includes at least one massless

particle is part of the area containing the fluid. Thus, the

massless particles are referred to as markers. If one or

more empty cells of the discretisation grid are adjacent to

a cell filled with fluid, the free surface passes through the

fluid cell. Such constellations are shown in figure 4 and

figure 5, respectively.

Note that normal and tangential stresses on a free

surface of an incompressible fluid are equal to zero (cf.

[10, 11]). Thus, the boundary values of the velocities and

the pressure on the free surface have to satisfy

p
ρ
= 2

η
ρ

[
nxnx

∂u
∂dx

+

nxny

(
∂u
∂y

+
∂v
∂x

)
+nyny

∂v
∂y

]
, (41)

[
2nxmx

∂u
∂x

+2nymy
∂v
∂y

]
=

− (nxmy +nymx)

(
∂u
∂y

+
∂v
∂x

)
, (42)

where n = (nx,ny) is the normal and m = (mx,my) =

(ny,−nx) is the tangential vector.

The following two examples serve as an explanation

for determining the boundary conditions. In figure 4 the

marked cell at the bottom left is only adjacent to a single

free cell above it. Consequently, the normal component

nx is zero or at least very small, such that (41), (42) sim-

plify to

pi, j −2η(Dy
+v) = 0, (43)
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Dy
+u =−Dx

+v. (44)

The pressure pi, j and the velocity vi+1/2, j are calculated

with (43) and (44), respectively.

pi,j

ui,j−1/2 ui,j+1/2

ui+1,j+1/2

vi−1/2,j

vi+1/2,j vi+1/2,j+1

Figure 4:Marked cell with a free adjacent cell.

In figure 5, two empty cells are adjacent to the marked

cell, in such a scenario it is assumed that the normal vec-

tor has an angle of 45 degrees, i.e., points upwards to the

right. In this case, (41), (42) simplify to

pi, j −η(Dy
+u+Dx

+v) = 0 (45)

and

Dx
+u−Dy

+v = 0. (46)

The pressure pi, j is calculated based on (45), whereas

the velocities are set to ui, j+1/2 = ui, j−1/2 and vi+1/2, j =

vi−1/2, j such that (46) is met. Further scenarios can be

pi,j

ui,j−1/2 ui+1,j+1/2

vi−1/2,j

vi+1/2,j

Figure 5:Marked cell with two free adjacent cells.

found in [2].

5 Solution Procedure
The solution procedure includes both the calculation of

the two submodels and the switching between the sub-

models.

5.1 Fast Submodel

Regarding the calculation of the fast submodel (36)-(37),

the projection method of Chorin is implemented accord-

ing to the algorithm proposed in [12]. Note that the tem-

perature values are kept constant such that T k = T k−1

holds. The algorithm contains:

• Perform a semi-implicit time discretisation of (36)-

(37) resulting in

uk −uk−1

Δt
= K(uk−1)uk−1 −Bpk + fk, (47)

0 = BT uk (48)

with Δt being the step size and k the current time

instant.

• Decouple the pressure from the momentum equation

(47) and calculate the pseudo velocities ũ by solving

ũ−uk−1

Δt
= K(uk−1)uk−1 + fk. (49)

for ũ.

• Calculate the pressure by solving

ΔtBT Bpk = BT ũ (50)

for pk and calculate the corrected velocities accord-

ing to

uk = ũ−ΔtBpk. (51)

5.2 Slow Submodel

The calculation of the slow subsystem (38)-(40) is done

according to the following steps:

• Perform a semi-implicit time discretisation of (40)

resulting in

T k −T k−1

Δt
= KT (uk−1)T (t)+D(uk−1)+g(T k−1)

(52)
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and calculate the temperature by solving (52) for T k.

• Decouple the velocities from the pressure and calcu-

late the pseudo-velocies ũ by solving the non-linear

system of steady, spatially discretised Navier-Stokes

equations given by

0 = K(ũ)ũ+ fk. (53)

• Determine the pressure by solving

ΔtBT Bpk = BT ũ (54)

for pk.

• Correct the velocities according to

uk = ũ−ΔtBpk. (55)

5.3 Switching Submodels

As long as there are no momentum changes, the slow

submodel is used. A change in momentum, indicated by

event emc (see figure 1), is assumed to take place when the

fluid enters a cell of the discretisation grid at time t that

was previously at time t − 1 not filled with fluid. Such a

scenario is shown in figure 6, where the left plot shows

the cell occupancy at time t − 1 and the right plot shows

the occupancy at time t.

Fluid

t− 1

Fluid

t

Figure 6: Cell occupancy at t −1 and t.

As soon as the occupied cells do not change and the

velocity of the fluid in these cells is stationary, indicated

by event esv, the slow submodel is used. The plot on

the left side of figure 7 implies that with constant cell

occupancy, the velocities differ at times t−1 and t. In this

case, it is imperative to continue using the fast submodel.

In contrast, stationary velocities are present in the plot on

the right-hand side, so that a submodel switch takes place.

Fluid

u(t) �= u(t− 1)

v(t) �= v(t− 1)

Fluid

u(t) = u(t− 1)

v(t) = v(t− 1)

Figure 7: Stationay vs. transient velocities with constant cell

occupancy.

6 Simulation Results
Though the complete evolution of all quantities, i.e. ve-

locities, the pressure, and temperature over time have

been calculated, in the following only the temperature

and the velocity in x-direction at the time tss are pre-

sented, where tss indicates the time at which the steady

state is reached. Note the the computations takes about

10 hours for the full model but only approx. 10 min. for

the reduced model.

The initial temperature field in a cross-section located

in the middle of the cylinders is depicted in figure 8. As

can be seen in figure 8 the initial temperature of the fluid

is 425K while the ambient temperature is 400K and the

temperature of the cylinders is 433K.

Figure 9 shows the calculated temperature field of the

fluid in a cross-section using the full model. In contrast,

the temperature field calculated with the reduced model

is shown in figure 10. Although there are differences be-

tween the temperature field determined by the full model

and the temperature field calculated using the reduced

model, the reduced model shows a behaviour similar to

that of the full model in terms of quality and quantity.

Comparing the initial temperature field with either figure

9 or 10, one can see from the temperature change which

place the fluid has occupied in the steady state.

For the velocity in the x-direction, a similar charac-

teristic can be seen as for the temperature, with the ini-

tial velocity field being shown in figure 13. Only minor

differences exist between the results of the full model,

shown in Figure 12, and those calculated with the re-

duced model (see Figure 13). Note that some negative

velocities occur in the gap. These negative values result

from the high pressure gradient which occurs when the

fluid enters the gap, so that the pressure gradient counter-

acts the flow, resulting in a backflow of the fluid such that

a limited bulging occurs in front of the gap. In addition,
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Figure 9: Temperature field in a cross-section (full model).

the pressure in some gap sections decreases continuously.
In these sections, the pressure gradient acts in positive x-
direction, which leads to increased velocities as can be
seen in figure 12 as well as in figure 13.
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Figure 8: Initial temperature field in a cross-section.

7 Conclusion
The simulation of models describing the behaviour of
highly viscous, non-isothermal fluids is usually associ-
ated with a high computational effort. Thus, such models
are neither used for model-based control methods nor for
model-based diagnosis. Using perturbation theory, how-
ever, it can be shown that the velocities and the temper-

−10

0

−10

0
10

4

4.5

x [cm]y [mm]

T
[1

02 K
]

4

4.2

4.4

4.6

4.8

×100 K

Figure 10: Temperature field in a cross-section (reduced
model).
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Figure 11: Initial velocity in x-direction in a cross-section.

ature of the fluid evolve on different time scales, which
indicates that two reduced models, i.e. a fast and a slow
submodel, can be applied. As long as the fast submodel
is used, the velocities are calculated assuming a con-
stant temperature field, since the latter quantity evolves
on a lesser time scale. In contrast to the fast submodel,
the slow submodel calculates the temperature assuming
steady-state velocities evolving on a faster time scale.
A comparison of the results calculated with the differ-
ent models (full model vs. reduced model) shows a high
level of agreement. Although the difference in computa-
tional effort is significantly (approx. 10 hours for the full
model vs. approx. 10 minutes for the reduced model),
further model reduction is necessary in order to use the
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Figure 12: Velocity in x-direction in a cross-section (full
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model reasonably for model-based control and diagnosis
approaches.
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Abstract. Public service infrastructure will increasingly be 
impacted by climate change and has therefore to become 
more resilient against extreme weather events and other 
climate change-related effects. A central part of urban in-
frastructure is public transit, often mainly consisting of in-
teracting light-rail as well as express and community bus 
networks. To increase such a system’s resilience against 
small disturbances and larger outages – as they might re-
sult from climate change – service providers need a 
toolbox of potential measures to mitigate such incidents’ 
impact and to re-establish services as soon as possible af-
ter an outage. This paper presents a bi-modal urban 
transit simulation system covering both light rail and (ex-
press and community) bus networks. Central aims of the 
system are to enable operators to evaluate measures 
against small disturbances and larger outages as they 
happen, and to evaluate what combination of disaster risk 
management and resilience-building strategies shows 
most potential to help increasing the resilience of urban 
transit systems against extreme weather events resulting 
from climate change as well as other disasters. 

Introduction 
To protect their long-term utility against the increasing 
impact of climate change, urban infrastructure compo-
nents have to become more resilient against extreme 
weather events like pluvial and fluvial flooding, heat 
waves, draughts, and windstorms [1]. Such urban infra-
structure includes all types of publically and privately op-
erated communication, electricity, and water networks, 
waste treatment, industrial facilities, as well as urban 
transportation.  

Over the last decades, infrastructure systems that 
were perceived up until then as isolated services have 
transformed to connected ecosystems; tightly organised 
networks provided by a multitude of actors, involving a 
myriad of physical and digital structures, and offering 
services to society through all sorts of physical and digi-
tal channels. That includes the different modes of urban 
transit, including light rail systems, express and commu-
nity buses, and at least partially integrated individual 
transportation services like taxi cabs, Uber, and Lyft. Out 
of all commonly available public transit modes, light rail 
and bus transit have the highest transit performance [2]. 

In case of sudden disasters impacting transit systems, 
including extreme weather and human-made events, op-
erators have to be able to make decisions fast to a) trans-
fer the infrastructure components into a pre-planned dis-
aster mode and b) to be able to re-establish services as 
soon as the immediate event has passed. These operators 
can be assisted with a simulation application covering 
both light rail and bus transit that executes simulation 
runs sufficiently fast to enable evaluation and compari-
son of potential decisions and strageties, thereby contrib-
uting to increase the resilience of the transit system. 

This paper presents a bi-modal simulation model rep-
resenting an urban area’s integrated light rail and bus 
transit network, designed to assist with increasing the 
transit infrastructure system’s resilience againt extreme 
weather events and human-made distasters. A specific fo-
cus is put on a) fast execution and b) the representation 
of operating decisions necessary in disaster risk manage-
ment situations. 

Many models representing urban transit are devel-
oped as an extension of already established models of in-
dividual traffic [3][4][5]. Many of the more recent simu-
lation models including bus transit use microscopic 
agent-based modeling approaches [3][4][6][7], the 
mesoscopic approach to bus transit simulation proposed 
by Toledo et al. [5] extends a mesoscopic simulation 
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model for individual traffic based on queuing theory pro-
posed by Burghout in [8], which represents the street net-
work as a graph of interconnected queues and vehicles as 
individual entities traversing these queues based on 
speed/density functions.  

Especially models utilizing a fine-grained modeling 
approach generally necessitate the availability of an ex-
tensive data basis, including detailed information on 
origin-destination matrices, vehicular dynamics, signal-
ing strategies, and lane changing rules [9], and include 
many components which are not immediately interesting 
for public transit resilience management. This often leads 
to long runtimes [10][11], thereby rendering those mod-
els inadequate for the use case described above. There-
fore, this paper builds upon the work presented by 
Lückerath [12] by extending a runtime-efficient bus 
transit model to include light rail transit. 

The paper continues by sharing some background on 
the core components and concepts of urban transit sys-
tems (Section 1) and then introduces the developed bi-
modal transit simulation model (Section 2). It examines 
a first round of experiments, specifically concerning ex-
ecution speed (Section 3), and concludes with an outlook 
on necessary further research steps (Section 4). 

1 Urban Transit Components 
Urban transit usually consists of a number of interacting 
networks, e.g., a light rail system, express and commu-
nity bus networks, often connected at specific hubs to na-
tional rail systems as well as to individual transit systems 
like taxi cabs, Uber, or Lyft. For the presented model in-
dividual transit as well as national rail stations/airports 
are parameterized and not part of the core model itself. 

A mixed light-rail and bus network consists of a net-
work of street and rail segments as well as stops and sta-
tions where passenger exchanges take place. These stops 
and stations are served by a set of transit vehicles execut-
ing service trips, i.e., pairings of starting times and se-
quences of stops, according to a timetable. Each individ-
ual vehicle executes several service trips, interspersed 
with deadhead trips, over the course of an operational 
day, which is called a rotation. Such a rotation usually 
begins with a deadhead trip from the vehicle's depot to 
the first stop of its first service trip and, after a number of 
service trips, ends with a returning deadhead trip to the 
depot. The vehicle schedule defines the assignment of 
specific vehicles to rotations.  

While some stops, mainly bus stops, include a bay 
with capacity for more than one vehicle, many other stops 
can contain only one vehicle at any given time. Some 
stops are marked as control points, i.e., locations in the 
network where control strategies may be employed, e.g., 
purposely delaying early vehicles until the scheduled de-
parture time is reached. At other stops, vehicles depart as 
soon as the passenger exchange is completed. Each stop 
belongs to exactly one station, a geographically grouped 
collection of stops which usually share a common name. 

Directed paths through the network, connecting two 
successive stops are called connections. They usually con-
sist of several street and/or rail segments, junctions, and 
signals, that in turn can be shared by several connections. 

Signals control access to individual segments, usually 
at junctions. Often, two or more signals constitute a sig-
nal group with a common scheduling strategy. 

Urban transit vehicles generally follow pre-defined 
line routes, consisting of sequences of stops to be ser-
viced. Often, a line consists of a number of line variants: 
while a main variant might be served by a majority of ve-
hicles, some variants might contain only stops in the city 
center but not in the suburbs or might branch off the trunk 
route to connect to a commercial area or business park. 

In most public transit systems, daily operations are 
managed by an operations center, with dispatcher per-
sonnel managing procedures for the mitigation of small 
disturbances and larger outages. While the number and 
intensity of the smaller disturbances might increase from 
the impacts of climate change, e.g., changing precipita-
tion patterns, many will originate from everyday inci-
dents, like street segments blocked by accidents, or fail-
ing transit vehicle doors. Larger outages might result 
from extreme weather events, like pluvial or fluvial 
flooding, high storms, or excessive heat waves – or from 
human-caused events like protests or terrorist attacks. In 
case of any of these events, transit operators have a num-
ber of remedies at their disposal to keep services running 
as long as possible, and to restore them as soon as possi-
ble. These include the authority to short-turn or cancel 
trips, to re-route vehicles, and to deploy extra vehicles. 

2 Modelling Urban Transit 
To represent the described entities and behavior that con-
stitute urban light-rail and bus networks, a bi-modal sim-
ulation model based on the event-based approach [13] 
has been designed.  
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A description of its design and mechanics are shared 

in the following sections, highlighting partial models rep-
resenting physical network components, the logical net-
work, vehicle behavior, operational management, and the 
necessary randomization. All of these partial models are 
based on the bus transit model described by Lückerath 
and Ullrich [14]. 

2.1 Physical Network Model 
The basis of the model is the representation of the physi-
cal transit network as a directed graph. Stops, connec-
tions and segments are modeled as nodes of this graph, 
with their neighborhood relations modeled as edges. 
Each node has a geographic position, identifying attrib-
utes, and a maximum vehicle capacity. Furthermore, each 
node represents an entity in the sense of the event-based 
simulation paradigm, i.e., it can be producer and con-
sumer of events. Thus, temporary changes of attribute 
characteristics, e.g., for modeling disruptions, can be 
mapped in a simple way via events and activities. 

Stops are nodes in the model graph where transit ve-
hicle entities – i.e., busses and light rail cars – stop for 
boarding and disembarking processes. They always be-
long to exactly one station and have time-of-day and lo-
cation-specific stopping times. Different capacity or spa-
tial dimensions of stops are modelled by a maximum 
number of vehicle entities they can service sim-
ultaniously. For example, at a larger stop within a bus sta-
tion, several vehicles can usually stop at the same time. 
Whereas at a stop without a separate bay on a busy road, 
an arriving vehicle may have to wait for an already stop-
ping vehicle before it can approach the stop. 

Stations group together geographically related stops 
and give them a uniform name. They form an additional 
information layer within the model. 

Connections are directed paths in the model graph 
that link two stops. They have a specific length as well as 
time of day and location specific average travel times. In 
addition, they are assigned a planned travel time by the 
timetable. Depending on the transit system to be modeled 
and the level of detail of the available data, connection 
nodes also manage model components of the segments, 
switches and signals belonging to their connection. 

Segments represent subsections of connections, rep-
resenting road or rail segments between two road junc-
tions or between two switches of a rail transport system. 
Consequently, their corresponding model components 

have a specific length, a scheduled travel time and man-
age empirical data on their average travel time. In addi-
tion, they have an allowed maximum traversal speed, 
which can be used, e.g., for microscopic simulation of 
driving behavior. To represent overlaps between different 
connections, segment nodes can be part of several con-
nection nodes. 

To represent the driving behavior of different traffic 
modes, the model distinguishes between two types of 
segment nodes: roads and tracks. Road nodes are seg-
ment nodes that are used by entities of individual traffic, 
have an unrestricted vehicle capacity, and do not enforce 
a fixed vehicle sequence. Without (detailed) information 
about lanes, it is assumed that there is sufficient space for 
overtaking maneuvers on each road node, i.e., travel 
times of individual vehicle entities can be calculated 
without considering other entities traveling on the node. 
A more detailed modeling can be achieved by a simple 
extension of the model by a specialized road node (e.g., 
based on the modeling of the Mezzo system [5][8]). 

In contrast to road nodes, track nodes are used exclu-
sively by rail vehicle entities and enforce both compli-
ance with a maximum vehicle capacity as well as a fixed 
vehicle sequence. The latter prevents inadmissible over-
taking maneuvers between vehicle entities traveling on 
the same track node and is realized via the travel time 
calculation (see Section 2.5): If available, the entity trav-
eling directly ahead is always considered to determine the 
travel time of a vehicle entity newly arriving on a track 
node. The calculated simulation time at which the new 
vehicle entity arrives at the end of the track node can 
never be earlier than that of the entity directly in front. 
Without possibilities for overtaking maneuvers, the for-
mation of backlogs – even across neighboring nodes – is 
considered in the model using the vehicle capacity of 
nodes. The combined length of all vehicle entities driving 
on the track node at a given time must always be less than 
or equal to the track length. If the combined vehicle 
length would become greater than the track length due to 
a new entity arriving on the track node, the arriving vehi-
cle entity must wait on the neighboring node upstream of 
the track node until sufficient space is available. 

Switches are locations in rail-based transit systems 
where track crossings take place without interrupting the 
journey, i.e., they have a unique geographical position 
and are related to at least three tracks – at least one each 
incoming and outgoing.  
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They are modeled as transfer points without spatial 

extension and are traversed in zero time. Switches can 
merge several tracks and must be activated to target the 
correct incoming/outgoing track before an entity can 
cross them. This is represented in the model by vehicles 
reserving switches before crossing them and releasing 
them after a successful transfer.  

Signals represent traffic lights of road traffic as well as 
light signal systems of rail traffic. They usually form a sig-
nal group with other signals and have attributes such as 
switching time or signal status (e.g., green, yellow, red).  

Both switches and signals are modelled as additional 
information layer and not as nodes of the model graph. 
They can only be found at start or end positions of seg-
ment nodes in the model and can be associated with the 
corresponding nodes based on these positions.  

2.2 Logical Network Model 
In addition to the physical network components pre-
sented so far, logical components such as lines, trips and 
timetables have to also be considered to model public 
transit. 

Lines consist of an ordered set of stops, which speci-
fies the route to be followed during regular operation. In 
the simulation model, this is represented by a reference 
to a set of corresponding nodes of the model graph. To 
avoid time-consuming dynamic path finding during the 
simulation run, lines are additionally supplemented by an 
ordered set of connection nodes. Furthermore, each line 
can be assigned to a specific transit mode (e.g., bus or 
train) and may additionally only be served by vehicle 
types permitted for it. E.g., a low-floor train may not serve 
a line whose stops are designed for high-floor trains. Ac-
cordingly, lines in the model manage references to their 
transit mode and the vehicle types permitted for them.  

Trips combine ordered sets of stops and connections 
with a start time and are differentiated into service trips 
and deadheads. In the model, trips manage references to 
sets of stop and connection nodes, similar to lines. Ser-
vice trips additionally refer to the line they serve. Dead-
heads do not follow a predefined route and therefore do 
not refer to a line in the model.  

2.3 Vehicles 
Vehicles are represented as transient entities [13] that en-
capsulate a significant portion of the event-based simula-
tion logic and move across the model graph during a sim-
ulation run. Each vehicle entity has a reference to the trip 
it is currently serving, i.e., at each simulation time it only 

has access to the information that is directly relevant for 
its current activity. All additional information, e.g., about 
the timetable and the vehicle fleet, is administered by 
specialized management modules (see Section 2.4). 

In the model, vehicles are classified according to their 
transit mode, their vehicle type, and their individual ve-
hicle characteristics. While transit mode discerns light-
rail and bus vehicles, the vehicle type is used for a more 
detailed subdivision. For example, various types of Voss-
loh Kiepe GmbH vehicles are in use in the Cologne light 
rail network, including low-floor vehicles of type K4000 
[15] and K4500 [16] and high-floor vehicles of type 
K5000 [17]. The most detailed classification is based on 
individual vehicle characteristics. They encapsulate at-
tributes such as passenger capacity, vehicle length, max-
imum speed, minimum stopping time or boarding rate. 
This type of modeling allows the representation of vehi-
cle entities of the same type with uniform equipment on 
the one hand, and on the other hand it allows the represen-
tation of disturbances of individual vehicles (e.g., an in-
creased minimum stopping time due to a defective door).  

A later extension of the simulation model by further 
traffic modes is possible in a simple way by creating new 
vehicle models derived from the generic vehicle model and 
providing them with individual vehicle characteristics.  

Nine simulation event types represent the behavior of 
bus and light rail vehicles (see Table 1). For a detailed 
description of the bus-related simulation events see [14]. 
Figure 1 shows the relationships between the individual 
event and activity types for light-rail vehicles, based on 
the associated event process chains. 

2.4 Operational Management 
The model components presented so far are sufficient 

for the representation of elementary functions of public 
transit systems, but they neglect all higher-level manage-
ment activities that contribute to the functioning and re-
silience of transit systems. To allow for management on 
a higher level than individual trips, the timetable must be 
supplemented by a rotation schedule, which combines 
trips into groups (so called rotations) [18] that can be ex-
ecuted by individual vehicles within an operating day. 
These and other management activities are encapsulated 
in three management modules: the fleet manager, the line 
manager, and the dispatcher. Thus, changes to the model-
ing of individual administrative activities do not affect the 
modeling of other areas of the simulation model. Work in 
progress on these modules has been reported in [19]. 
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Figure 1: Relationships between the individual event and 
activity types for light-rail vehicles (based on the 
associated event process chains). 

Simulation event type 

ROTATION_START 
ROTATION_END 
DEADHEAD_TRIP_START 
SERVICE_TRIP_START 
TRIP_END 
BOARDING_START 
BOARDING_END 
DRIVING_START 
DRIVING_END 

Table 1: Simulation event types for the light rail and  
bus vehicles. 

Fleet manager  
The fleet manager administrates the vehicle fleet and al-
lows other components of the simulation model to access 
the vehicle fleet via defined interfaces, manages which 
vehicles are currently in use, and is responsible for gen-
erating and managing the initial rotation schedule. 

If no rotation schedule is specified by the user, the 
fleet manager uses a rotation schedule generator to create 
an (artificial) rotation schedule. Initially, the simulation 
model is accompanied by a very simple generator, which 
is able to create schedules with the following properties: 

i. Vehicles only make trips that are allowed for 
their type. 

ii. Successive trips must belong to lines with iden-
tical line numbers. 

iii. End and start stops of successive trips must be 
part of the same station 

iv. Trips assigned to vehicles follow a permissible 
time order, i.e., the last trip assigned must end 
before the next trip starts; and 

v. A user-definable minimum turn time is observed 
between successive trips assigned to a vehicle. 

As Algorithm 1 shows in pseudocode, the procedure 
traverses the given set of (service) trips (line 03) for this 
purpose and, for each trip, searches the set of vehicles 
with permissible vehicle type (line 05) either for a vehicle 
whose last assigned trip (line 06) satisfies conditions ii. 
to v. (lines 09 to 11) or, if no such vehicle exists, for a 
vehicle that has not yet been assigned a trip (lines 07 and 
08). If more than one vehicle is suitable to complete a 
trip, the vehicle whose most recently assigned trip has the 
earliest scheduled completion time is selected (lines 13 
and 14).  
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If a given vehicle fleet is not suitable to cover all trips 

under these conditions, or if no information is given 
about the vehicle fleet, the procedure generates (artifi-
cial) vehicle entities and adds them to the vehicle fleet 
(lines 18 to 22). 
_____________________________________________________ 

INPUT: Set of service trips B, vehicle fleet F, minimum  
turnaround time tw 
OUTPUT: Rotation schedule 
01 procedure createRotationSchedule(B, F) 
02  begin 
03   for all b  B do 
04    Vehicle fopt := 0 
05    for all f  F with type(f)  type(b)  Ø do 
06     ServiceTrip bf := last(trips(f)) 
07     if bf = 0 then 
08     fopt := f 
09     else if lineNumber(bf) = lineNumber(b)  
10      and stop(end(bf)) = stop(start(b))  
11      and startTime(bf)+travelTime(bf)+tw  startTime(b) then 
12       ServiceTrip bopt := last(tryps(fopt)) 
13       if startTime(bf) + travelTime(bf) < startTime(bopt) +  
            travelTime(bopt) then 
14        fopt := f 
15       fi 
16     fi 
17    od 
18    if fopt = 0 then 
19     Vehicle fnew := createVehicle(type)b)) 
20     F := F  fnew 
21     fopt := fnew 
22    fi 
23    trips(fopt) := trips(fopt)  b 
24   od 
25  end 
___________________________________________________________ 

Algorithm 1: Rotation schedule generator. 

Line manager 
The line manager administrates the lines served as part of 
a timetable and associates their outward and return direc-
tions with each other. In addition, it provides uniform in-
terfaces for accessing individual lines as well as sets of 
lines. This allows, for example, access to all lines serving 
a specific stop or a specific connection. 

Dispatcher 
The dispatcher is the most important and comprehensive 
management module and can be understood as a model 
of the operator’s decision processes. It holds all the data 
required for the operational process, such as the current 

timetables and rotation schedules at a specific point in 
time. In addition to managing regular operations, the dis-
patcher also includes the simulation logic required for traf-
fic management. Four different event types address the 
module’s behavior during regular operation (see Table 2).  

 

Simulation event type 

OPERATIONAL_DAY_START 

OPERATIONAL_DAY_END 

BOARDING_END 

SERVICE_TRIP_END 

Table 2: Simulation event types concerning the  
dispatcher module. 

The event type OPERATIONAL_DAY_START models 
the start of the operating day. As a result of this event 
type, the dispatcher assigns to the vehicle entities of the 
vehicle fleet, based on the rotation schedule, the first trip 
to be served by them. A subsequent event of the type RO-
TATION_START is sent to each assigned vehicle entity. 

The end of the operating day is modeled by the event 
type OPERATIONAL_DAY_END. It signals that all ser-
vice trips have been performed and all vehicle entities 
have returned to the depot. 

Vehicle entities send events of the type BOARD-
ING_END, which signal the end of the pure boarding 
process, to the dispatcher during the simulated operating 
day. The dispatcher then makes further decisions on traf-
fic management measures based on this information. For 
this purpose, the dispatcher can resort to different strate-
gies (see [14] and [19] for detailed descriptions of differ-
ent statregies).  

For determining the departure time of a vehicle dur-
ing regular operations, a location-based departure strat-
egy is employed. Under this strategy, selected stops are 
defined as control stops at which vehicles always have to 
wait until their planned departure time, as defined by the 
timetable, has been reached (e.g., to allow transfers be-
tween bus and light rail systems). At all other stops of the 
network vehicles always depart as soon as the boarding 
process has been completed, regardless of whether the 
planned departure time has already been reached or not. 
If the dispatcher receives an event of the type BOARD-
ING_END, it checks whether traffic management 
measures are to be applied or not. Depending on the re-
sult of this check, the waiting time to be added to the en-
try/exit time is determined.  
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This waiting time is communicated to the affected ve-

hicle entity by sending it a subsequent event correspond-
ing to the end of the waiting time. This subsequent event 
can be either of the type SERVICE_TRIP_END or 
DRIVING_START. The former is the case when the ve-
hicle entity is at the last stop of its current trip. The latter 
is sent to tell the entity to move to the next node specified 
in the line route. In addition to traffic management used 
under ‘normal operating conditions’, the dispatcher also 
contains an arsenal of ‘emergency traffic management 
strategies’ (as described in [19]), e.g., dynamic rerouting 
of vehicles in case of blocked segments, shortturning of 
trips in case of high delay, or temporary splitting of 
routes. 

The last event type relevant for regular operation is 
SERVICE_TRIP_END. It represents the end of a service 
trip and the subsequent signaling of the control center. As 
a result of this event, the dispatcher assigns the next ser-
vice trip to the vehicle entity according to the current 
schedule and initiates the previously required deadhead. 
It is ensured that the minimum turnaround time specified 
by the user is observed between the end of one service 
trip and the start of the next one. If the finished service 
trip was the last planned trip of the vehicle entity for the 
simulated operational day, the dispatcher instructs it to 
end its rotation. If all trips to be performed on this oper-
ating day are completed at the end of the service trip, the 
dispatcher ends the operating day by scheduling an event 
of type OPERATIONAL_DAY_END. 

2.5 Randomization 
Two randomized elements are part of the proposed 
model: the vehicle's traversal time for connections, and 
the passenger exchange times at stops. Both are directly 
adapted from [14] with only slight adaptation. 

A lognormal distribution is assumed for the traversal 
times for a connection  [20]. Lacking detailed data, the 
parameters of this distribution, i.e., expectancy value and 
standard deviation, have to be approximated from the 
planned traversal times ( ). These traversal times usu-
ally comprise the planned driving time ( ) and the 
planned passenger exchange time ( ), which in turn are 
comprised of average observed driving/passenger ex-
change times, standard deviations, and unknown terms 
(see Equation 1). t ( ) = ( ) + ( )= ( + + )+ ( + + ) 

(1) 

It can be assumed that the planned traversal time ( ) is greater than the average observed traversal time 
 to avoid systematic delays. The average traversal time 

can then be roughly approximated as follows: = ( ) , , 0 < < 1 (2) 

The ratio  has to be determined by the user. The standard 
deviation  can be approximated in the same way. It can 
be assumed that the standard deviation is only a small frac-
tion of the planned traversal time. This yields Equation 3. = ( ) , , 0 < < 1,  (3) 

The passenger exchange times for busses and light-rail 
vehicles can be modeled following the method first pro-
posed in [21]. This method is suitable for high frequency 
transit systems like urban light-rail and bus transit, where 
it can be assumed that passengers arrive randomly during 
the inter-arrival time of two successive vehicles, instead 
of arriving in bulk shortly before the planned departure 
time. Furthermore, the method facilitates the modeling of 
vehicle bunching, i.e. the effect that two vehicles form an 
undesired platoon because the vehicle in front takes on 
more passengers than planned and subsequently suffers 
longer passenger exchange times, while the rear vehicle 
takes on fewer passengers as planned and thus catches up 
to the vehicle in front. 

If the number ,  of passengers entering a vehicle  
at a stop , and the average time  a passenger takes to 
enter vehicle  are known, the passenger exchange time ,  can be determined as follows: 

, = + + ,  (4) 

Here  describes a vehicle specific minimum time, 
e.g., for opening and closing the vehicle's doors. If the 
passenger arrival rate  at stop  is known, ,  can be 
modeled dependent on the basic interval ( ) of line ( ) currently served by vehicle . With , = ( )

 the passenger exchange time can then be approxi-
mated as shown in Equation 5. 

, = + + ( )  (5) 

If instead of the basic interval between vehicles of the 
same line, simulated headways between successive vehi-
cles servicing the same stop are used, the model becomes 
dynamic and thus suitable for a simulation model.  
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If  ( 1, ) describes the time a vehicle 's pre-

decessor has serviced the stop, the passenger exchange 
time , ( ) can be determined by Equation 6. 

, ( )= ,      + ( 1, ) , (6) 

3 Results and Discussion 
For the model to be practically applicable in the use case 
described above, transit operators have to be able to exe-
cute it quickly: When disaster hits, it is not feasible to 
wait many hours for first simulated data on the impact of 
mitigation strategies to to come in.  

To estimate its execution time, the model was imple-
mented as a Java application [12], and a number of ex-
periments were conducted with representations of the 
transit network of the authors’ hometown of Cologne, 
Germany. Table 3 depicts the number of simulation 
events executed per simulation run, while Table 4 depicts 
the runtime in seconds of the various phases of the simu-
lation run, each for a model of the urban light-rail and the 
bus network. The preprocessing stage is mainly con-
cerned with reading the model from a database and build-
ing up data structures, it has to be run only once inde-
pendent of the number of simulations runs to be executed. 
Following each model execution itself a short postpro-
cessing phase serializes the resulting data and releases 
memory. After all simulation runs have been successfully 
completed, the application engages in a final and more 
comprehensive postprocessing phase, reading the results 
of the individual runs, calculates statistics, assigns them 
to the relevant entities, and constructs Excel sheets with 
graphical overviews and detailed reports. 

 

Simulation event type Light rail  Bus network 

DEADHEAD_TRIP_START 1,827 4,080 

SERVICE_TRIP_START 1,800 4,080 

TRIP_END 3,585 8,150 

BOARDING_START 50,470 89,015 

BOARDING_END 50,470 89,015 

DRIVING_START 60,746 84,951 

DRIVING_END 62,913 84,961 
 

Table 3: Average number of main simulation events per 
simulation run for the light rail and bus networks. 

Execution stage Light rail  Bus network 

Preprocessing 6.19  9.31 

Model execution 6.77 12.88 

Postprocessing per run 0.15 0.30 

Postprocessing final 1,270.72 2,229.28 

Total runtime (1 run) 1,283.83 2,251.77 

Total runtime (100 runs) 1,968.91 3,556.59 

Runtime per run (100 runs) 19.69 35.57 
 

Table 4: The simulation application’s run time in seconds for 
the bus and light-rail models, broken down to the common 
preprocessing step executed only once, the duration of an 
actual simulation run itself, the postprocessing phase for 
each run, and the final postprocessing phase only executed 
once. Assuming the application is used to execute 100 runs, 
the run time per run amounts to 19.69 seconds for the 
light-rail model and 35.57 seconds for the larger bus net-
work model. 

As seen, the timing requirement is only partially met: 
While the core model execution itself is concluded in un-
der 7 seconds for the light rail network and under 13 sec-
onds for the much larger bus network, the postprocessing 
phase with its 1,270 and 2,229 seconds is much too long 
for the envisioned use case.  

Here, instead of compiling comprehensive statistics 
on all involved model entities, the application has to be 
reworked to only collect and depict only the statistics 
most relevant to the operators. 

4 Conclusions 
This paper presented a bi-modal transit simulation model 
aimed at supporting public transit operators to increase 
the resilience of public transit infrastructure. Central aims 
include to enable operators to evaluate measures against 
small disturbances and larger outages as they happen, as 
well as to evaluate what combination of disaster risk 
management and resilience-building strategies shows 
most potential to help increasing the resilience of urban 
transit systems against extreme weather events resulting 
from climate change as well as other disasters.  

The paper discussed the components of public transit 
infrastructure systems and then went on to present the de-
veloped simulation model, focusing on modelling physi-
cal components, the logical network, vehicle behaviour, 
operational decisions, and the necessary randomization.  
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The discussion of first results showed that the model – 

implemented as a Java application – works well and exe-
cutes the core model quickly enough for the stated use cases. 
However, the currently employed analytical post-processing 
engine collects a much too comprehensive set of statistics 
and has to be adapted to priorize information that is most 
relevant to transit operators in case of emergencies. 

In further research and development steps, after over-
hauling the statistics engine, the model will be applied to 
evaluate what combination of disaster risk management 
and resilience-building strategies shows most potential to 
help increasing the resilience of urban transit systems 
against extreme weather events resulting from climate 
change as well as other disasters. 
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Abstract. Recursive data-based modelling is needed
for making decision online in varying operating condi-
tions. Recursive algorithms are useful in adapting the
parameters within selected memory horizons. Abrupt
changes can be handled when the situation change is
approved to be drastic. The nonlinear scaling based on
generalized norms includes additional alternatives: the
norm orders adapt to the gradually changing operating
conditions. The drastic shape changes of the scaling
functions require full analyses of the orders. The orders
can also be stored for different situations and re-used
later. Fuzzy inequalities are useful in finding out if the
feasible ranges of the most recent period are different
from the current active ranges or similar with some of
previous feasible ranges. Machine learning is integrated
in the system in three levels: (1) finding the appropriate
time windows, (2) interactions of feasible levels, and (3)
finding decision support when some of feasible ranges
need to change. These decisions are supported by expert
knowledge. Other model parameters can be included in
the analysis. The solution has been tested with measure-
ment data from several application cases. The recursive
approach is beneficial in the control and maintenance in
varying operating conditions.

Introduction

Models understood as relationships between variables

are used for predicting of properties or behaviours of

the system. Variable interactions and nonlinearities are

important in extending the operation areas of control

and fault diagnosis, where the complexity is alleviated

by introducing software sensors [1]. Recursive data-

based modelling is needed in varying operating condi-

tions. In industry, where very large datasets have been

common already long time, the problem has been tack-

led by data analytics and intelligent systems, where lin-

ear regression and parametric models are used in the

recursive tuning of the interaction equations [2]. Adap-

tation of the parametric systems is essential in varying

operating conditions. Various nonlinear multivariable

systems combine statistical and intelligent methodolo-

gies with sensor fusion based on data pre-processing,

signal processing and feature extraction [3]. Dynamic

models are based on additional parametric model struc-

tures.

Artificial intelligence (AI) mimic human cognitive

functions, including e reasoning, knowledge, planning,

learning, natural language processing, perception and

the ability to move and manipulate objects. Machine
learning (ML) is a subset of AI: the iterative seeking of

solutions is done by using new architectures, techniques

and algorithms in order to perform a specific task effec-

tively without using explicit instructions, relying on pat-

terns and inference instead. artificial neural networks
have been widely used in these studies as a behavioural

model to map a systems input to its output regardless of

the nature of the system.

Fuzzy logic extends the approximate reasoning, and

the connection of fuzzy rule-based systems and expert

systems is clear. Fuzzy set systems separate meanings

and interactions which is an important key in the adap-

tation in varying operating conditions. Linguistic equa-
tion (LE) approach originates from fuzzy set systems:

rule sets are replaced with linear equations, and mean-

ings of the variables with nonlinear scaling functions

[4]. Constraints handling [5] and data-based analysis

[6], facilitate the recursive updates of the systems [7].

The nonlinear scaling revises the meanings and linear

models represent the interactions [1].
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Table 1: Adaptation level and learning.

Adaptation Smart adaptive systems Machine learning

Changing environment Recursive data analytics for Statistical techniques,

parametric solutions network tuning.

Similar setting, Computational intelligence, Data mining utilizing

not explicitly ported expertise and data analytics, previous experience

including variable selection

New or unknown application Computational intelligence, Deep learning with

expertise and data analytics, big data ideas.

including variable selection.

Statistical analysis with steady state models form

the basic elements of different intelligent models. De-

composed systems can be based on weighting the lo-

cal models with linear parameter varying (LPV) mod-
els [8]. External dynamic models provide the dynamic

behaviour for the LE models developed for a defined

sampling interval.

Smart adaptive systems (SAS) are aimed for devel-

oping successful applications in different fields by us-

ing three levels of adaptation [9]: (1) adaptation to a

changing environment, (2) adaptation to a similar set-

ting without explicitly being ported to it, and (3) adap-

tation to a new or unknown application (Table 1). The

recursive analysis is important in all these levels. The

smart adaptive data analysis and the data processing

form a five-layer advanced deep learning (ADL) plat-

form which supports levels of smart adaptive systems

and development of cyber-physical systems (CPS). [2]

Machine learning (ML) is focusing on algorithmic

data-based analyses which provide promises for auto-

matic modelling. Performance is good in small scale

systems and interesting interactions are found in big

data analysis where the previous knowledge is limited.

Additional levels bring more challenges for explana-

tions. How far we can go in complex systems? How

can we guide the automatic analysis? Different mea-

surements have specific processing requirements [2].

Therefore, the recursive adaptation has application spe-

cific requirements.

This article focuses on the possibilities of applying

machine learning in data-based modelling. Data anal-

ysis (Section 1) is the key part of the modelling. The

resulting parametric systems are recursively updated

(Section 2) and the solutions are analysed in four dif-

ferent applications (Section 3). The overall system is

analysed in Section 4 and conclusions about the appli-

cability of the advanced machine learning in these ap-

plications are drawn in Section 5.

1 Data analysis

The main part of the data analysis is variable specific

extended with parametric models.

1.1 Variable specific analysis

Machine learning is suitable for the variable specific

analysis: features, parameters of the nonlinear scaling

functions and intelligent indicators are obtained by us-

ing a set of algorithms. Several measurements and sets

of features can be analysed in parallel.

Features The arithmetic means and medians are

suitable for recursive tuning, but the resulting scaling

functions are narrow and sensitive to outliers. More

flexible solutions can be obtained with generalized

norms defined by

||τ Mp
j ||p = (Mp

j )
1/p = [

1

N

N

∑
i=1

(x j)
p
i ]

1/p, (1)

where the order of the moment p ∈ R is non-zero,

and N is the number of data values obtained in each

sample time τ . The norm (1) calculated for variables

x j, j = 1, . . . ,n, have the same dimensions as the corre-

sponding variables [10]. These norms can be extended

to variables including negative values [7]. The norm

values are monotonously increasing with the norm or-

der.

The norm values are updated by including new equal

sized sub-blocks in calculations since the computation

of the norms can be done from the norms obtained for

the equal sized sub-blocks, i.e. the norm for several

samples can be obtained as the norm of the norms of
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the individual samples:

||Ksτ Mp
j ||p{

1

Ks

Ks

∑
i=1

[(τ Mp
j )

1/p
i ]p}1/p = [

1

Ks

Ks

∑
i=1

[(τ Mp
j )i]

1/p,

(2)

where Ks is the number of samples {x j}N
i=1. [10] In

automation and data collection systems, the sub-blocks

are normally used for arithmetic mean (p = 1).

Nonlinear scaling Meanings of the feature or mea-

surement values are represented by using monotonously

increasing functions x j = f (Xj) where x j is the variable

and Xj the corresponding scaled variable. The function

f () consist of two second order polynomials, one for

the negative values of Xj and one for the positive val-

ues, respectively. The corresponding inverse functions

x j = f−1(Xj) based on square root functions are used

for scaling to the range [-2, 2]. Both functions, f () and

f−1(), are monotonously increasing. [4, 5]

The parameters of these scaling functions are ex-

tracted from measurements by using generalized norms

and moments. The support area is defined by the min-

imum and maximum values of the variable, i.e. the

support area is [min(x j),max(x j)] for each variable

j, j = 1, . . . ,m. The central tendency value, c j, di-

vides the support area into two parts, and the core area

is defined by the central tendency values of the lower

and the upper part, (cl) j and (ch) j, correspondingly.

This means that the core area of the variable j defined

by [(cl) j,(ch) j] is within the support area. [6] Mono-

tonicity constraints and special requirements are used if

needed [5].

The scaling is defined by five parameters which al-

low highly asymmetric functions, i.e. different shapes

for upper and lower parts of the functions. The range

[-2, 2] provides a good basis for natural language repre-

sentations [11]

Intelligent indicators All features and measure-

ments processed with the nonlinear scaling can be used

as intelligent indicators. Several indicators can com-

bined and additional indicators, including trends and

fluctuations, can be constructed with temporal analysis

[12]. Trend indices,

IT
j (k) =

1

nS +1

k

∑
i=k−nS

Xj(i)− 1

nL +1

k

∑
i=k−nL

Xj(i), (3)

are based on the means obtained for a short and a long

time period, defined by delays nS and nL, respectively.

Time periods are variable specific. The index value

represents the strength of both the decrease and in-

crease of the variable x j. The derivative of the index

IT
j (k), denoted as ΔIT

j (k), is used for analyzing trian-

gular episodic representations. Severity of the situation

evaluated by a deviation index

ID
j (k) =

1

3
(Xj(k)+ IT

j (k)+ΔIT
j (k)). (4)

All the indicators are in the range [-2, 2], which facili-

tates the natural language representation also them [11].

Fluctuation indicators are based on the moving

range of variable values obtained as a difference of two

moving generalized norms:

ΔxF
j (k) = ||Ksτ Mph

j ||ph −||Ksτ Mpl
j ||pl , (5)

where the orders ph ∈ ℜ and pl ∈ ℜ are large positive

and negative, respectively. The moments are calculated

from the latest Ks +1 values, and an average of several

latest values of ΔxF
j (k) is used as an indicator of fluctu-

ations. [13]

1.2 Parametric models

The performance of the scaling functions can be anal-

ysed by using combinations of several indicators, e.g.

the deviation index (4) combines three indicators. The

analysis is expanded with models, which have only lin-

ear interactions between the indicators. All the scaled

variables and linear combinations of them are in the

same range [-2, 2] where integer numbers correspond

labels, e.g. {very low, low, normal, high, very high}.

[11]

2 Recursive analysis
Recursive data analysis facilitates the adaptation of the

scaling functions to changing operating conditions, also

the orders of the norms are re-analyzed if needed. The

existing scaling functions provide a basis for assessing

the quality of new data: outliers should be excluded,

but the suspicious values may mean that the operating

conditions are changing. The scaling functions are ex-

tended for analysing outliers and suspicious values to

select data for the adaptive scaling. The borders repre-

sent the data distribution for different shape factors α+
j

(Figure 1).
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Figure 1: Limits for the core, support, suspicious and outlier areas as a function of shape factor α+
j ∈ [ 3

3 , 3] [14]

The parameters of the nonlinear scaling functions

can be recursively updated with (2) by including new

equal sized sub-blocks in calculations. The number of

samples Ks can be increasing or fixed with some for-

getting, and weighting of the individual samples can be

used in the analysis. If the definitions should cover all

the operating areas, also suspicious values are included

as extensions of the support area. In each adaptation

step, the acceptable ranges of the shape factors α−
j and

α+
j are checked and corrected if needed. The analysis

has two levels: the parameters of the scaling functions

and the corresponding orders of the norms. [15]

Outliers Clear outliers need to be excluded in both

the first analysis and the subsequent recursive steps. In

linear scaling, the z-score values outside the range [-3,

3] are often considered as an indication of an outlier

(Figure 1). The scaled values are in the range [-2, 2],

and this is also the range for the monotonous increase

if the minimum and maximum points are obtained from

the derivatives of the scaling functions.

Recursive adaptation The parameter of the scal-

ing functions can be recursively updated by using the

norms (1) with five defined orders, (pmin) j, (pl) j, (p0) j,

(ph) j and (pmax) j, which correspond the corner points

of the scaling function. A highly negative and highly

positive orders are used instead of min and max, respec-

tively. Calculations are done in two windows: short and

long. If the corner points are not drastically different,

the new blocks are included in the calculation of the pa-

rameters.

Drastic changes are needed for the corner points if

the smooth adaptation does not provide suitable param-

eters for the new data distribution, i.e. the distribu-

tion is changing considerably with new measurements.

The orders of the corresponding norms need to be re-

analysed. The new situation may require a totally new

set of parameters.

Change detectors and decision making Intel-

ligent trend analysis may provide an early indication of

the coming changes [12]. Generalised statistical pro-

cess control (GSPC) notifies if the limits are exceeded

more often [16].

3 Applications
The solution has been tested with measurement data

from application cases.

3.1 Solar thermal collectors

Solar power plants should collect any available ther-

mal energy in a usable form at the desired temperature

range. Irradiation varies considerably between days

and on cloudy periods, the variations are very fast and

strong variations (Figure 2). The efficient collection re-

quires a fast start-up and reliable operation in the vary-

ing cloudy conditions without unnecessary shutdowns

and start-ups.
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Figure 2: Varying irradiation on a solar collector field: measurements are from 65 hours in 12 days.

The irradiation measurements shown in Figure 2 in-

clude typical operating periods. In the first normal pe-

riod, the feasible area expands until the solar noon is

achieved and scaling functions are only slightly modi-

fied in the afternoon. The second normal period after

cloudy conditions continues from the scaling functions

of the first period. The fast dropping single values are

considered as outliers which do not affect on the recur-

sive updates of the parameters. This period is followed

by a short cloudy situation.

Cloudy periods are detected with the fluctuation in-

dicator (5). The norms are calculated, but they are not

used for the recursive updating. In the long cloudy pe-

riod, the irradiation is fluctuating and the level is go-

ing down. The controller limits the acceptable range of

control actions by changing the working point in these

situations.

After recovering from the cloudy conditions, the sit-

uation is compared with the active set of scaling func-

tions which were updated during the second normal pe-

riod. A new situation is detected: the irradiation is

lower than during the previous normal operating con-

ditions. The new set of scaling functions are activated

and gradually refined. The parameters of the previous

functions are stored for future use. Short cloudy periods

disturb operation in this period as well.

The parameters of the first normal period were re-

covered for the last day of the measurement period.

Trend indices (3) and deviation indices (4) are used

for the early detection of changes for adaptive control

[17]. For example, the decrease of the irradiation during

the long cloudy period.

This research analysed the irradiation measure-

ments. The same methodologies can be used e.g. for

the energy demand, temperature difference over the col-

lector field, and properties of the field devices and en-

vironment. The machine learning will be used for this

extended problem.

3.2 Prognostics

In the prognostics, the range of the scaling functions

need to be expanded when new phenomena activate.

This is quite typical when wearing progresses. Re-

cursive data analysis has been demonstrated by using

root mean square (rms) velocity, vrms, measurements

collected from a paper machine: resin problems of a

press roll in the felt washer. The scaling functions were

recursively updated three times (Figure 3(a)) after ex-

panding the data set by using spline interpolation to get

sufficiently long data sets for the recursive predictions

(Figure 3(b)) [18]. The system clearly shows the point

when decisions are needed. Domain expertise is needed

to assess the situation. There are three alternatives: (1)

update the scaling functions, (2) change control actions

or (3) start maintenance.
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(a) Updating of the parameters. (b) Forecasting of the failure.

Figure 3: Recursively scaled values of vrms for a press roll of the washer, modified from [18]
.

The decision is based on the assessment of condi-

tion, remaining useful time and alternative schedules of

maintenance. The control actions to reduce the speed

of wearing are good options. In this case, the operation

time was extended and the maintenance was postponed

to a better time period. The analysis was extended to

uncertainty processing and natural language in [19].

3.3 Wastewater treatment

Biological water treatment depends strongly on the in-

let water quality. Load and nutrient should be bal-

anced since both an exceptionally high load and ex-

cess nutrients cause problems. The operating condi-

tions are modified by oxygen, temperature and flow.

Much slower changes in the biological state drastically

influence the purification result and subsequent process

phases. Scaled values are used together with intelligent

trend indices. [20]

The recursive updates of the scaling functions are

important for modelling in different situations. Also,

the interaction coefficients can depend on operating

conditions. Therefore, the early indications of changes

provided by the temporal analysis are beneficial in get-

ting warnings and avoiding alarming situations.

3.4 Fatigue

Fatigue is caused by repeated loading and unload-

ing. The mechanism proceeds through cracks formed

when the load exceeded certain thresholds. Struc-

tures fracture suddenly when a crack reaches a critical

size. Stress-cycle (S-N) curves, also known as Wöhler

curves, are represented by a linguistic equation

IS(k) = log10(NC(k)), (6)

where the stress index IS(k) is obtained the stress based

on the torque measurements [21]. The scaling of the

logarithmic values of the number of cycles, NC(k) , is

linear. As the LE model is nonlinear, the LE based S-N

curve covers a wide operating range. The continuous

model (6) extends the principle of the Palmgren-Miner

linear damage hypothesis. In each sample time, τ , the

cycles NC(k) obtained from IS(k) by (6), and the result-

ing contribution τ/NC(k) is summarised to the previous

contributions in the risk analysis. Since the stress is not

constant for the whole cycle, the sample time is taken

as a fraction of the cycle time. The previous history can

be updated whenever the scaling functions are changed.

[22]

4 Discussions
Compact linear models enhanced with the nonlinear

scaling are used in the selected application cases. Re-

cursive data-based modelling is needed for making de-

cision online in varying operating conditions (Table

2): disturbances, activation of new phenomena, dif-

ferent operating conditions and material properties are

taken into account. Recursive algorithms are useful in

adapting the parameters within selected memory hori-

zons. Abrupt changes can be handled when the situa-

tion change is approved to be drastic.
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Table 2: Recursive adaptation in applications.

Application Phenomena Recursive analysis

Solar thermal collectors Daily and seasonal variations Temporal analysis

Cloudy conditions Fluctuations

Prognostics New phenomena activation Smoothly extending

scaling range

Wastewater treatment Several operating conditions Early detection with

temporal analysis

Fatigue Stress scaling Tuning of risk analysis

Temporal analysis provides early indications in slow

processes. Risk analysis is needed to set appropriate

labels for the calculation results.

Machine learning is integrated in the system in three

levels: (1) finding the appropriate time windows, (2)

interactions of the feasible levels, and (3) finding deci-

sion support when some feasible ranges need to change.

Selecting the time windows, sample times, frequencies

and the weights of different indicators are supported by

expert knowledge.

In applications, linear interactions can be widely

used together with the nonlinear scaling. This does not

need to be taken as a limitation, since the approach can

be understood as a data pre-processing for any type of

nonlinear models, including fuzzy and neural models.

Dynamic models are based dynamic structures. All the

variables, features and indicators are represented with

natural language.

5 Conclusions
The machine learning can focus on the variable spe-

cific analysis: algorithms for extracting features, tun-

ing parameters of the nonlinear scaling functions and

developing intelligent indicators can be integrated in

the machine learning approach. Several measurements

and sets of features can be analysed in parallel. The

decision-making required in the recursive analysis and

the adaptation solutions can be performed within the

machine learning. The algorithmic solutions can be im-

proved by using domain expertise and feedback infor-

mation through other methodologies of computational

intelligence.
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will be organised by DBSS, the Dutch Benelux simulation 
society, in Amsterdam, June 28-30, 2023. 
  www.eurosim2023.eu 

Furthermore, EUROSIM Societies organize also local 
conferences, and EUROSIM co-operates with the organiz-
ers of the  I3M Conference Series.  

 www.liophant.org/conferences/ 
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EUROSIM Member Societies 
ASIM 
German Simulation Society 
Arbeitsgemeinschaft Simulation 

ASIM (Arbeitsgemeinschaft Simulation) is the associa-
tion for simulation in the German speaking area, servic-
ing mainly Germany, Switzerland and Austria. ASIM was 
founded in 1981 and has now about 400 individual mem-
bers (including associated), and 90 institutional or industrial 
members.  

 www.asim-gi.org with members’ area 
 info@asim-gi.org, admin@asim-gi.org  
 ASIM – Inst. of Analysis and Scientific Computing 
Vienna University of Technology (TU Wien) 
Wiedner Hauptstraße 8-10, 1040 Vienna, Austria 

 

ASIM  Officers  

President Felix Breitenecker 
felix.breitenecker@tuwien.ac.at 

Vice presidents Sigrid Wenzel, s.wenzel@uni-kassel.de 
T. Pawletta, thorsten.pawletta@hs-wismar.de 
A. Körner, andreas.koerner@tuwien.ac.at 

Secretary Ch. Deatcu, christina.deatcu@hs-wismar.de 
 I. Husinsky, Irmgard.husinsky@tuwien.ac.at 
Membership 
Affairs 

S. Wenzel, s.wenzel@uni-kassel.de 
Ch. Deatcu, christina.deatcu@hs-wismar.de 
F. Breitenecker, felix.breitenecker@tuwien.ac.at 

Repr. EUROSIM F. Breitenecker, felix.breitenecker@tuwien.ac.at 
A. Körner, andreas.koerner@tuwien.ac.at 

Internat. Affairs 
– GI Contact 

O. Rose, Oliver.Rose@tu-dresden.de  
N. Popper, niki.popper@dwh.at 

Editorial Board 
SNE 

T. Pawletta, thorsten.pawletta@hs-wismar.de 
Ch. Deatcu, christina.deatcu@hs-wismar.de 

Web EUROSIM I. Husinsky, Irmgard.husinsky@tuwien.ac.at 
Last data update April 2020 

 

ASIM is organising / co-organising the following interna-
tional conferences: 
• ASIM SPL Int. Conference ‘Simulation in Produc-

tion and Logistics’ – biannual 
• ASIM SST ‘Symposium Simulation Technique’  

– biannual 
ASIM SST 2022: TU Vienna, July 25-27, 2022 
www.asim-gi.org/asim2022 

• MATHMOD Int. Vienna Conference on  
Mathmatical Modelling – triennial 

Furthermore, ASIM is co-sponsor of WSC - Winter Simu-
lation Conference, of SCS conferences SpringSim and 
SummerSim, and of I3M and Simutech conference series. 

 

ASIM Working Committees 

GMMS Methods in Modelling and Simulation 
Th. Pawletta, thorsten.pawletta@hs-wismar.de 

SUG 
Simulation in Environmental Systems 
Jochen Wittmann,  
wittmann@informatik.uni-hamburg.de 

STS Simulation of Technical Systems 
Walter Commerell, commerell@hs-ulm.de 

SPL Simulation in Production and Logistics 
Sigrid Wenzel, s.wenzel@uni-kassel.de 

EDU Simulation in Education/Education in Simulation 
A. Körner, andreas.koerner@tuwien.ac.at 

BIG  
DATA 

Working Group Data-driven Simulation in Life  
Sciences; niki.popper@dwh.at 

WORKING 
GROUPS 

Simulation in Business Administration, in Traffic 
Systems, for Standardisation, etc. 

 

CEA-SMSG – Spanish Modelling and 
Simulation Group 
CEA is the Spanish Society on Automation and Control 
and it is the national member of IFAC (International Fed-
eration of Automatic Control) in Spain. Since 1968 CEA-
IFAC looks after the development of the Automation in 
Spain, in its different issues: automatic control, robotics, 
SIMULATION, etc. The association is divided into na-
tional thematic groups, one of which is centered on Mod-
eling, Simulation and Optimization, constituting the CEA 
Spanish Modeling and Simulation Group (CEA-SMSG). It 
looks after the development of the Modelling and Simu-
lation (M&S) in Spain, working basically on all the issues 
concerning the use of M&S techniques as essential engi-
neering tools for decision-making and optimization. 

 http://www.ceautomatica.es/grupos/ 
 emilio.jimenez@unirioja.es 

 simulacion@cea-ifac.es 
 CEA-SMSG / Emilio Jiménez, Department of Electrical 
Engineering, University of La Rioja, San José de Calasanz 
31, 26004 Logroño (La Rioja), SPAIN 

CEA - SMSG Officers 
President José L. Pitarch, 

jlpitarch@isa.upv.es 
Vice president Juan Ignacio Latorre, 

juanignacio.latorre@unavarra.es 
Repr. EUROSIM Emilio Jiménez, emilio.jimenez@unirioja.es 

Edit. Board SNE Juan Ignacio Latorre, 
juanignacio.latorre@unavarra.es 

Web EUROSIM Mercedes Perez mercedes.perez@unirioja.es 
Last data update May 2022 
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CSSS – Czech and Slovak 
Simulation Society 

CSSS -The Czech and Slovak Simulation Society has about 
150 members working in Czech and Slovak national sci-
entific and technical societies (Czech Society for Applied 
Cybernetics and Informatics, Slovak Society for Applied 
Cybernetics and Informatics). CSSS main objectives are: 
development of education and training in the field of mod-
elling and simulation, organising professional workshops 
and conferences, disseminating information about model-
ling and simulation activities in Europe. Since 1992, CSSS 
is full member of EUROSIM. 

 www.fit.vutbr.cz/CSSS 
 snorek@fel.cvut.cz 

 CSSS / Miroslav Šnorek, CTU Prague 
FEE, Dept. Computer Science and Engineering, 
Karlovo nam. 13, 121 35 Praha 2, Czech Republic 

CSSS  Officers 
President Miroslav Šnorek, snorek@fel.cvut.cz 
Vice president Mikuláš Alexík, alexik@frtk.fri.utc.sk 
Scientific Secr. A. Kavi ka, Antonin.Kavicka@upce.cz 
Repr. EUROSIM Miroslav Šnorek, snorek@fel.cvut.cz 
Edit. Board SNE Mikuláš Alexík, alexik@frtk.fri.utc.sk 
Web EUROSIM Petr Peringer, peringer@fit.vutbr.cz 

 Last data update December 2012 

DBSS – Dutch Benelux Simulation Society 
The Dutch Benelux Simulation Society (DBSS) was 
founded in July 1986 in order to create an organisation of 
simulation professionals within the Dutch language area. 
DBSS has actively promoted creation of similar organisa-
tions in other language areas. DBSS is a member of EU-
ROSIM and works in close cooperation with its members 
and with affiliated societies.  

 www.DutchBSS.org 
 a.w.heemink@its.tudelft.nl 
 DBSS / A. W. Heemink 
Delft University of Technology, ITS - twi, 
Mekelweg 4, 2628 CD Delft, The Netherlands 

DBSS Officers 
President M. Mujica Mota, m.mujica.mota@hva.nl 
Vice president A. Heemink, a.w.heemink@its.tudelft.nl 
Treasurer A. Heemink, a.w.heemink@its.tudelft.nl 
Secretary P. M. Scala, p.m.scala@hva.nl 
Repr. EUROSIM M. Mujica Mota, m.mujica.mota@hva.nl 
Edit. SNE/Web M. Mujica Mota, m.mujica.mota@hva.nl 

 Last data update June 2016 

 LIOPHANT Simulation 

Liophant Simulation is a non-profit association born in 
order to be a trait-d'union among simulation developers 
and users; Liophant is devoted to promote and diffuse the 
simulation techniques and methodologies; the Associa-
tion promotes exchange of students, sabbatical years, or-
ganization of International Conferences, courses and in-
ternships focused on M&S applications.  

 www.liophant.org 
 info@liophant.org 

 LIOPHANT Simulation, c/o Agostino G. Bruzzone, 
DIME, University of Genoa, Savona Campus 
via Molinero 1, 17100 Savona (SV), Italy 

LIOPHANT Officers 
President A.G. Bruzzone, agostino@itim.unige.it 
Director E. Bocca, enrico.bocca@liophant.org 
Secretary A. Devoti, devoti.a@iveco.com 
Treasurer Marina Massei, massei@itim.unige.it 
Repr. EUROSIM A.G. Bruzzone, agostino@itim.unige.it 
Deputy F. Longo, f.longo@unical.it 
Edit. Board SNE F. Longo, f.longo@unical.it  
Web EUROSIM F. Longo, f.longo@unical.it 

 Last data update June 2016 

LSS – Latvian Simulation Society 
The Latvian Simulation Society (LSS) has been founded 
in 1990 as the first professional simulation organisation 
in the field of Modelling and simulation in the post-So-
viet area. Its members represent the main simulation cen-
tres in Latvia, including both academic and industrial 
sectors. 

 www.itl.rtu.lv/imb/ 
 Egils.Ginters@rtu.lv 
 Prof. Egils Ginters, Kirshu Str.13A, Cesis LV-4101,  
Latvia 

LSS Officers 
President Yuri Merkuryev, merkur@itl.rtu.lv 
Vice President Egils Ginters, egils.ginters@rtu.lv 
Secretary Artis Teilans, artis.teilans@rta.lv 
Repr. EUROSIM Egils Ginters, egils.ginters@rtu.lv 
Deputy Artis Teilans, artis.teilans@rta.lv 
Edit. Board SNE Juri Tolujew, Juri.Tolujew@iff.fraunhofer.de 
Web EUROSIM Vitaly Bolshakov, vitalijs.bolsakovs@rtu.lv 

 Last data update November 2020 
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KA-SIM Kosovo Simulation Society 
Kosova Association for Modeling and Simulation (KA-
SIM, founded in 2009), is part of Kosova Association of 
Control, Automation and Systems Engineering (KA-
CASE). KA-CASE was registered in 2006 as non Profit 
Organization and since 2009 is National Member of IFAC 
– International Federation of Automatic Control. KA-SIM 
joined EUROSIM as Observer Member in 2011. In 2016, 
KA-SIM became full member. 
KA-SIM has about 50 members, and is organizing the in-
ternational conference series International Conference in 
Business, Technology and Innovation, in November, in 
Durrhes, Albania, and IFAC Simulation Workshops in 
Pristina. 
 

  www.ubt-uni.net/ka-case 
  ehajrizi@ubt-uni.net 
 MOD&SIM KA-CASE;   Att. Dr. Edmond Hajrizi 

      Univ. for Business and Technology (UBT) 
      Lagjja Kalabria p.n., 10000 Prishtina, Kosovo 
 

KA-SIM Officers 
President Edmond Hajrizi, ehajrizi@ubt-uni.net 
Vice president Muzafer Shala, info@ka-sim.com 
Secretary Lulzim Beqiri, info@ka-sim.com 
Treasurer Selman Berisha, info@ka-sim.com 
Repr. EUROSIM Edmond Hajrizi, ehajrizi@ubt-uni.net 
Deputy Muzafer Shala, info@ka-sim.com 
Edit. Board SNE Edmond Hajrizi, ehajrizi@ubt-uni.net 
Web EUROSIM Betim Gashi, info@ka-sim.com 

 Last data update December 2016 

 

 

NSSM – National Society for Simulation 
Modelling (Russia) 
NSSM - The Russian National Simulation Society 
(    -

 – ) was officially registered in Russian 
Federation on February 11, 2011. In February 2012 NSS 
has been accepted as an observer member of EUROSIM, 
and in 2015 NSSM has become full member. 

 www.simulation.su 
 yusupov@iias.spb.su 
 NSSM / R. M. Yusupov,  
St. Petersburg Institute of Informatics and Automation 
RAS, 199178, St. Petersburg, 14th lin. V.O, 39  

NSSM Officers 
President R. M. Yusupov, yusupov@iias.spb.su 
Chair Man. Board A. Plotnikov, plotnikov@sstc.spb.ru 
Secretary M. Dolmatov, dolmatov@simulation.su 

Repr. EUROSIM R.M. Yusupov, yusupov@iias.spb.su  
Y. Senichenkov,  

senyb@dcn.icc.spbstu.ru 
Deputy B. Sokolov, sokol@iias.spb.su 
Edit. Board SNE Y. Senichenkov, senyb@mail.ru, 

senyb@dcn.icc.spbstu.ru,  
 Last data update February 2018 

PSCS – Polish Society for Computer 
Simulation 
PSCS was founded in 1993 in Warsaw. PSCS is a scien-
tific, non-profit association of members from universi-
ties, research institutes and industry in Poland with com-
mon interests in variety of methods of computer simula-
tions and its applications. At present PSCS counts 257 
members. 

 
 www.eurosim.info, www.ptsk.pl/ 
 leon@ibib.waw.pl 
 PSCS / Leon Bobrowski, c/o IBIB PAN, 
ul. Trojdena 4 (p.416), 02-109 Warszawa, Poland 

 
PSCS Officers 
President Tadeusz Nowicki,  

Tadeusz.Nowicki@wat.edu.pl 
Vice president Leon Bobrowski, leon@ibib.waw.pl 
Treasurer Z. Sosnowski, zenon@ii.pb.bialystok.pl 
Secretary Zdzislaw Galkowski, 

Zdzislaw.Galkowski@simr.pw.edu.pl 
Repr. EUROSIM Leon Bobrowski, leon@ibib.waw.pl 
Deputy Tadeusz Nowicki, tadeusz.nowicki@wat.edu.pl 
Edit. Board SNE Zenon Sosnowski, z.sosnowski@pb.ed.pl 
Web EUROSIM Magdalena Topczewska  

m.topczewska@pb.edu.pl 
 Last data update May 2022 
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SIMS – Scandinavian Simulation Society 
SIMS is the Scandinavian Simulation Society with mem-
bers from the five Nordic countries Denmark, Finland, 
Iceland, Norway and Sweden. The SIMS history goes 
back to 1959. SIMS practical matters are taken care of by 
the SIMS board consisting of two representatives from 
each Nordic country (Iceland one board member). 

 
SIMS Structure. SIMS is organised as federation of re-
gional societies. There are FinSim (Finnish Simulation 
Forum), MoSis (Society for Modelling and Simulation in 
Sweden), DKSIM (Dansk Simuleringsforening) and 
NFA (Norsk Forening for Automatisering).  
 

 www.scansims.org 
 bernt.lie@usn.no 
 SIMS / Bernt Lie, Faculty of Technology, Univ.College of 
Southeast Norway, Department of Technology, Kjølnes 
ring 56, 3914 Porsgrunn, Norway 

 
SIMS Officers 
President Tiina Komulainen,  

tiina.komulainen@oslomet.no 
Vice president Erik Dahlquist, erik.dahlquist@mdh.se 
Treasurer Vadim Engelson,  

vadime@mathcore.com 
Repr. EUROSIM Esko Juuso, esko.juuso@oulu.fi 
Edit. Board SNE Esko Juuso, esko.juuso@oulu.fi 
Web EUROSIM Vadim Engelson,  

vadime@mathcore.com 
 Last data update May 2022 

 
 

 

 

SLOSIM – Slovenian 
Society for Simulation 
and Modelling 

SLOSIM - Slovenian Society for Simulation and 
Modelling was established in 1994 and became the 
full member of EUROSIM in 1996. Currently it has 90 
members from both Slovenian universities, institutes, 
and industry. It promotes modelling and simulation 
approaches to problem solving in industrial as well as 
in academic environments by establishing communi-
cation and cooperation among corresponding teams. 
 

 www.slosim.si 
 slosim@fe.uni-lj.si 
 SLOSIM / Vito Logar, Faculty of Electrical  
Engineering, University of Ljubljana,  
Tržaška 25, 1000 Ljubljana, Slovenia 

SLOSIM Officers 
President Vito Logar, vito.logar@fe.uni-lj.si  
Vice president Božidar Šarler, bozidar.sarler@ung.si 
Secretary Simon Tomaži , simon.tomazic@fe.uni-lj.si 
Treasurer Milan Sim i , milan.simcic@fe.uni-lj.si 
Repr. EUROSIM B. Zupan i , borut.zupancic@fe.uni-lj.si 
Deputy Vito Logar, vito.logar@fe.uni-lj.si 
Edit. Board SNE R. Karba, rihard.karba@fe.uni-lj.si 
Web EUROSIM Vito Logar, vito.logar@fe.uni-lj.si 

 Last data update December 2018 

UKSIM - United Kingdom Simulation Society 
The UK Simulation Society is very active in organizing 
conferences, meetings and workshops. UKSim holds its 
annual conference in the March-April period. In recent 
years the conference has always been held at Emmanuel 
College, Cambridge. The Asia Modelling and Simulation 
Section (AMSS) of UKSim holds 4-5 conferences per 
year including the EMS (European Modelling Sympo-
sium), an event mainly aimed at young researchers, orga-
nized each year by UKSim in different European cities.  
Membership of the UK Simulation Society is free to par-
ticipants of any of our conferences and their co-authors.  

 

uksim.info 
 david.al-dabass@ntu.ac.uk 

 UKSIM / Prof. David Al-Dabass 
Computing & Informatics,  
Nottingham Trent University 
Clifton lane, Nottingham, NG11 8NS, United King-
domUKSIM Officers 
President David Al-Dabass, 

david.al-dabass@ntu.ac.uk 
Secretary T. Bashford, tim.bashford@uwtsd.ac.uk 
Treasurer D. Al-Dabass, david.al-dabass@ntu.ac.uk 
Membership 
chair 

G. Jenkins, glenn.l.jenkins@smu.ac.uk 

Local/Venue chair Richard Cant, richard.cant@ntu.ac.uk 
Repr. EUROSIM Dr Taha Osman, taha.osman@ntu.ac.uk 
Deputy T. Bashford, tim.bashford@uwtsd.ac.uk 
Edit. Board SNE D. Al-Dabass, david.al-dabass@ntu.ac.uk 

 Last data update March 2020 
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EUROSIM Observer Members 
ROMSIM – Romanian Modelling and 
Simulation Society 
ROMSIM has been founded in 1990 as a non-profit soci-
ety, devoted to theoretical and applied aspects of model-
ling and simulation of systems. 

 www.eurosim.info/societies/romsim/ 
 florin_h2004@yahoo.com 
 ROMSIM / Florin Hartescu,  
National Institute for Research in Informatics, Averescu 
Av. 8 – 10, 011455 Bucharest, Romania 
 

ROMSIM Officers 
President N. N. 
Vice president Florin Hartescu, 

 florin_h2004@yahoo.com 
Marius Radulescu,  
     mradulescu.csmro@yahoo.com 

Repr. EUROSIM Marius Radulescu 
Deputy Florin Hartescu 
Edit. Board SNE Constanta Zoe Radulescu, zoe@ici.ro 
Web EUROSIM Florin Hartescu 

 Last data update  June 2019 

 

ALBSIM – Albanian Simulation Society 
The Albanian Simulation Society has been initiated at the 
Department of Statistics and Applied Informatics, Fac-
ulty of Economy at the University of Tirana, by Prof. Dr. 
Kozeta Sevrani. The society is involved in different in-
ternational and local simulation projects, and is engaged 
in the organisation of the conference series ISTI - Infor-
mation Systems and Technology. In July 2019 the society 
was accepted as EUROSIM Observer Member. 

 www.eurosim.info/societies/albsim/ 
 kozeta.sevrani@unitir.edu.al 
  Albanian Simulation Goup, attn. Kozeta Sevrani 
University of Tirana, Faculty of Economy  
 rr. Elbasanit,  Tirana 355  Albania 

 

 

 

 

 

 

 

 

 

 

 

Albanian Simulation Society-  Officers  
Chairt Kozeta Sevrani,  

kozeta.sevrani@unitir.edu.al 
Repr. EUROSIM Kozeta Sevrani 
Edit. Board 
SNE 

Albana Gorishti,  
albana.gorishti@unitir.edu.al 

Majlinda Godolja,  
majlinda.godolja@feut.edu.al 

 Last data update July 2019 

Societies in Re-organisation /  
Former Societies 
The following societies are at present inactive or under 
re-organisation: 
• CROSSIM – Croatian Society for Simulation  

Modelling  
Contact: Tarzan Legovi , Tarzan.Legovic@irb.hr 

• FRANCOSIM – Société Francophone de Simulation 
• HSS – Hungarian Simulation Society 
• ISCS – Italian Society for Computer Simulation 
The following societies have been formally terminated: 
• MIMOS –Italian Modeling & Simulation Association; 

terminated end of 2020. 

 

HSS – Hungarian Simulation Society 
There are plans to reactivate Hungarian Simulation Soci-
ety. M. Mujica Mota EUROSIM President, is in contact 
with  Andrási Gábor, Head of the Dean's office at the 
Faculty of International Management and Business 
of Budapest Business School University of Applied 
Sciences (BBS). We ask interested people to contact 
Mr. Gábor, andrasi.gabor@uni-bge.hu. 
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Association 
Simulation News 

 

 
ARGESIM is a non-profit association generally aiming 
for dissemination of information on system simulation – 
from research via development to applications of system 
simulation. ARGESIM is closely co-operating with EU-
ROSIM, the Federation of European Simulation Socie-
ties, and with ASIM, the German Simulation Society. 
ARGESIM is an 'outsourced' activity from the Mathe-
matical Modelling and Simulation Group of TU Wien, 
there is also close co-operation with TU Wien (organisa-
tionally and personally). 
        www.argesim.org 

   office@argesim.org 
 ARGESIM/Math. Modelling & Simulation Group,  

       Inst. of Analysis and Scientific Computing, TU Wien 
       Wiedner Hauptstrasse 8-10, 1040 Vienna, Austria 

Attn. Prof. Dr. Felix Breitenecker 
 

ARGESIM is following its aims and scope by the fol-
lowing activities and projects: 
• Publication of the scientific journal SNE –  

Simulation Notes Europe (membership journal of 
EUROSIM, the Federation of European Simula-
tion Societies) – www.sne-journal.org 

• Organisation and Publication of the ARGESIM 
Benchmarks for Modelling Approaches and Simu-
lation Implementations  

• Publication of the series ARGESIM Reports for  
monographs in system simulation, and proceedings 
of simulation conferences and workshops 

• Publication of the special series  FBS Simulation – 
Advances in Simulation / Fortschrittsberichte Simu-
lation - monographs in co-operation with ASIM, 
the German Simulation Society 

• Support of the Conference Series MATHMOD  
Vienna (triennial, in co-operation with EUROSIM, 
ASIM, and TU Wien) – www.mathmod.at 

• Administration of ASIM (German Simulation Soci-
ety) and administrative support for EUROSIM 
www.eurosim.info 

• Simulation activities for TU Wien 

ARGESIM is a registered non-profit association and a reg-
istered publisher: ARGESIM Publisher Vienna, root ISBN 
978-3-901608-xx-y, root DOI 10.11128/z…zz.zz. Publi-
cation is open for ASIM and for EUROSIM Member Soci-
eties. 

 
 

SNE – Simulation 
Notes Europe  

 
The scientific journal SNE – Simulation Notes Europe 
provides an international, high-quality forum for presen-
tation of new ideas and approaches in simulation – from 
modelling to experiment analysis, from implementation 
to verification, from validation to identification, from nu-
merics to visualisation – in context of the simulation pro-
cess. SNE puts special emphasis on the overall view in 
simulation, and on comparative investigations. 
Furthermore, SNE welcomes contributions on education 
in/for/with simulation. 

 
SNE is also the forum for the ARGESIM Benchmarks 

on Modelling Approaches and Simulation Implemen-ta-
tions publishing benchmarks definitions, solutions, re-
ports and studies – including model sources via web. 

 
       www.sne-journal.org,  

   office@sne-journal.org, eic@sne-journal.org 
 SNE Editorial Office  

          ARGESIM/Math. Modelling & Simulation Group,  
           Inst. of Analysis and Scientific Computing, TU Wien 
          Wiedner Hauptstrasse 8-10, 1040 Vienna, Austria 

    EiC Prof. Dr. Felix Breitenecker 

 
SNE, primarily an electronic journal, follows an open ac-
cess strategy, with free download in basic layout. SNE is 
the official membership journal of EUROSIM, the Feder-
ation of European Simulation Societies. Members of EU-
ROSIM Societies are entitled to download SNE in high-
quality, and to access additional sources of benchmark 
publications, model sources, etc. On the other hand, SNE 
offers EUROSIM Societies a publication forum for post-
conference publication of the society’s international con-
ferences, and the possibility to compile thematic or 
event-based SNE Special Issues. 

 

Simulationists are invited to submit contributions of 
any type – Technical Note, Short Note, Project Note, Edu-
cational Note, Benchmark Note, etc. via SNE’s website:  

       www.sne-journal.org,  



Schedule  for  EUROSIM Conferences  and Congress  

EUROSIM societies organise the following virtual and in-person events in 2022 and 2023:  
 

 

 

 
www.eurosim2023.eu  

 

 
The EUROSIM Board and DBSS organise VESS – the Virtual EUROSIM Seminar, a series of online presentations 
discussing trends in modelling and simulation. These international online simulation seminars – monthly or bi-monthly – 
are open to everybody, via Zoom, lasting 60 minutes (45 minutes presentations, 15 minutes Q & A). 
Information and informal registration via website www.eurosim2023.eu 
 
 

 

 
 
 

MATHMOD organizers continue the conference series one year later, with 10th MATHMOD 2022, July 27-29, 2022, as 
in-person event. MATHMOD 2022, one of EUROSIM’s main events, provides a forum for professionals, researchers, and 
experts in the field of theoretic and applied aspects of mathematical modelling for systems of dynamic nature.  
The scope of the MATHMOD 2022 conference covers theoretic and applied aspects of various types of mathematical 
modelling (equations of various types, automata, Petri nets, bond graphs, qualitative and fuzzy models) for systems of 
dynamic nature (deterministic, stochastic, continuous, discrete or hybrid) – info and details  www.mathmod.at 

 
 
 

 
 
ASIM - the German / Austrian / Swiss simulation society – is organising the 26th Symposium Simulation Technique – 
ASIM 2022 at TU Vienna, July 25-27, just before MATHMOD 2022. ASIM hopes for a German/English-based event as it 
used to be before – with personal contacts, and in synergy with MATHMOD 2022. – info www.asim-gi.org/asim2022 

 
 

 

 
 
 

EUROSIM 2023, the 11th EUROSIM Congress, will take place in Amsterdam, The Netherlands, June 28-30, 2023.  
It will be organized by the Dutch Benelux Simulation Society (www.dutchbss.org) supported mainly by their corporate 
members like TU Delft, Amsterdam University of Applied Sciences, EUROCONTROL and IGAMT (www.igamt.eu).  
Due to the growth of Simulation and its relationship with other analytical techniques like Big Data, AI, Machine Learning, 
Large Scale Simulation and others, the event will be structured, for the first time, in dedicated tracks focused on different 
areas and applications of Simulation ranging from aviation to health care and humanitarian activities.  
Please follow the news and activities towards the EUROSIM 2023 at www.eurosim2023.eu 
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ASIM 2022 and MATHMOD 2022 July 25-29, 2022

Due to the critical pandemic situation in Europe the conferences ASIM 2022 and

MATHMOD 2022 have been shifted to July 2022. The organizers invite participants

to come to personal face-to-face – conferences – as conferences used to be !

The scope of the ASIM Symposium Simulationstechnik – also including the workshop of the

working groups GMMS and STS – covers basics, methods, and tools of modeling and simulation

as well as all areas of application (from engineering sciences to computer science, production and

logistics, bio-, environmental and geosciences, climate and ecosystem, up to training and

education in modeling and simulation.

The Scientific Programme of ASIM 2022 includes Invited Lectures, Contributed Lectures in

parallel sessions, Tutorials in parallel sessions, and a Forum Simulation Technique. The Social

Programme invites for Conference Dinner at Monday, for an Evening Party on Tuesday (also

Welcome Party of MATHMOD 2022), and for a ‘Strudel Session’ within the Forum Simulation

Technique on Wednesday.

Conference languages are German and English. Registration is open until begin of conference.

Website: www.asim-gi.org/asim2022 Contact: asim2022@asim-gi.org

The scope of MATHMOD 2022 covers theoretic and applied aspects of various types of

mathematical modelling (e.g., equations of various types, automata, Petri nets, bond graphs,

qualitative and fuzzy models, machine learning)for systems of dynamic nature (deterministic,

stochastic, continuous, discrete or hybrid with respect to time).

The Scientific Programme of MATHMOD 2022 includes Invited Lectures, Contributed Lectures

and Minisymposia Contributions in parallel sessions, Tutorials in parallel sessions (on Tuesday

afternoon !), and an Evening Lecture. The Social Programme invites for Welcome Party at

Tuesday, for an Evening Party on Wednesday (included in the Evening Lecture), for a Heurigen

Evening at Thursday, and for a Closing Party at Friday

The reviewing of submitted papers is already finished, and authors have been informed about

acceptance. Registration is open until midst of July. See www.mathmod.at for details.

Website: www.mathmod.at Contact: mathmod@acin.tuwien.ac.at
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