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Abstract. Separation management together with more
efficient conflict detection & resolution are two of the
main challenges that Air Traffic Management faces in its
quest to modernize itself. This quest for modernization
comes as a result of the necessity to adapt to the in-
crement in demand and complexity of the projected fu-
ture air traffic. Several approaches are proposed to the
problem and several sets of properties that they should
satisfy. We identify among them robustness, the abil-
ity to provide realistic solutions, and consideration of
uncertainties the most critical ones. These properties
should of course come at a reasonable computational
cost. Among the various approaches towards the prob-
lem, we believe the ones that try to solve conflicts us-
ing spatio-temporal regions are the most adequate base
for such systems, because of their unique ability to con-
sider post-decitional uncertainties. In one of the two
such methodologies, the construction of such regions,
can produce several inconsistencies. We present in this
work a methodology by which such inconsistencies can
be taken care of.

Introduction

Air traffic management’s (ATM) mission is to make air

transportation possible. This is attained by the means

of efficient, environmentally friendly and socially valu-

able systems, which have safety as their principal goal

[1, 2]. On en-route traffic, safety is quantified through

a minimum horizontal separation distance and a mini-

mum vertical separation distance, that need to be main-

tained between aircraft. Current ATM provides mini-

mum pairwise separation through a system with human

air traffic controllers (ATC) at the core of its decision

making.

In the quest to modernization of the airspace system

to reduce congestion and delays and handle denser traf-

fic flows, it is essential to develop, deploy, and main-

tain new decision support systems (DST) automation

[3]. The DST fundamental function is a conflict resolu-

tion which is to provide aid in the process of resolving

intruder’s intent.

Such a DST, often called Conflict Detector & Re-

solver (CD&R), should demonstrate some properties

that relate to the ATM’s goals. Several properties have

been proposed in literature [4]. Among them, the most

basic ones are being robust (i.e. being able to always

provide solutions), providing realistic solutions, and do-

ing so in a computationally tractable, and resilient man-

ner. Evidently solutions should be realistic, otherwise

it will not be possible to fly them. Being computed in

tractable manner is essential given the time criticality of

the system. Being resilient "forces" the CD&R to con-

sider uncertainties. Such uncertainties can be present

before the time that a solution maneuver should be ex-

ecuted, or after that. Uncertainties present before the

execution of a solution maneuver are mainly due to

measurements errors, or wind uncertainties [5]. Some

works count these kind of uncertainties [6, 7, 5]. Some

others don’t [8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18,

19, 20] with the explicitly, or implicitly expressed claim

that such uncertainties in a short tactical time horizon,

under the 4D trajectory concept [21], are insignificant,

if not completely absent.

Uncertainties present after the time of the execu-

tion of a solution maneuver, which can also be human-

caused (e.g. a pilot not executing the maneuver at the

given fixed time, or with not the exact turning rate,

etc.) however are of a higher criticality. The main
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reason for this is the shorter given time to deal with

them. Two works provide solution that consider post-

decisional uncertainities, specifically [22, 23].

In [23], the use of spatio-temporal regions through-

out the execution of a flight to count for uncertainties is

proposed. In cases where the assigned regions could not

provide solutions to predicted conflicts, one, or more

trajectories were deviated and new regions were built

around them.

Alternatively, in AGENT project [22], a methodol-

ogy is proposed such that spatio-temporal regions are

constructed only in situations where a loss of separation

is predicted and a conflict resolution process is initial-

ized. In this work we present a methodology to make

sure that the regions proposed by the resolution process

proposed in AGENT are consistent and safe trajectories

can actually be constructed within them.

The rest of this work is organized as follows. In

section I the key idea of spatio-temporal regions and

the how the consistency problem arises are explained.

Section II contains the proposed algorithms. A concrete

study case is provided in section III and the concluded

remarks are given in section IV.

1 Assigning Continuous
Space-Time Regions

1.1 Trajectory dynamics model

We employ a widely used manner to model the aircraft

dynamics [10, 24, 22, 25, 15, 26]. The trajectory of the

flight is modeled as a series of 4D (space-time) way-

points. The aircraft is treated as a point mass in a 3D

Euclidean space, evolving over time. We obtain its x

and y coordinates by applying the stereographic projec-

tion [27] on the its latitude and longitude. The z coordi-

nate represents the aircraft’s altitude. During the flight,

the involved aircraft are assumed to have piece-wise

constant velocity between two consecutive waypoints.

Moreover, planar maneuverability constraints are mod-

eled by the impose of a maximum angle by which an

aircraft can deviate.

Given the above, the flight state variables of the air-

craft is specified as (x,y,z,vx,vy,vz), where (x,y,z) are

its coordinates and (vx,vy,vz) its velocity components.

1.2 Continuous space-time regions

The core idea of continuous space-time regions lies in

the observation that instead of trying to assign a single

trajectory to each aircraft that must maneuver to solve

a detected conflict, a space-time region can be given to

each one of them.

Mathematically, classical approaches assign to each

aircraft a function describing their motion:⎧⎪⎨
⎪⎩

x = x(t)
y = y(t)
z = z(t)

(1)

Assigning a region instead, as suggested in [23, 22]

could be expressed as:

[x(t),y(t),z(t)] ∈V (t) (2)

where V (t) is a dynamic volume, evolving over time.

Figure 1: Assigned safe region for AC1 and examples of
various legs it can construct (green segments), or
not (red segments).

Figure 1 illustrates a safe space-time region assigned

to an aircraft in a world with a single spatial dimension

(z coordinate) and time. The black continuous curves

represent the border of AC1 safe region (i.e. a guaran-

teed conflict-free area), the green dashed lines represent

feasible legs that AC1 can fly, the red dashed lines rep-

resent legs which might cause a loss of separation, i.e.

a conflict and the black dots are feasible, conflict-free

waypoints for AC1.

1.3 Representation through moving polygons

Getting in to more details, we assume that we are in

a well-structured traffic [21], and not under free-flight

conditions [28], and also that the original trajectory is

the optimal one, actual regions are constructed around

the original trajectories of the aircraft.
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The possible maneuvers that can be issued to resolve

a conflict can be classified in two big categories, simple

maneuvers and compound maneuvers. Simple maneu-

vers come in three flavors, alteration of the horizontal

velocity component without a change of its module, al-

teration of the flight level, or alteration of the module

of the horizontal component of the velocity. Compound

maneuvers are maneuvers that are made of several sim-

ple maneuvers. In our implementation, each region is

constructed based on simple maneuvers only, i.e. if we

implement a region based on alteration of horizontal ve-

locity direction, within it we can construct only trajec-

tories that are based on horizontal deviations from the

original trajectory.

Since we operate in a well-structured traffic, our

goal is that after an aircraft deviates to avoid a loss of

separation, it should return to its original trajectory.

Concentrating in the case of the horizontal deviation

this means that we will have at least two changes in

the velocity direction, one to go out of the original

trajectory and another to go back to it, as illustrated in

Figure 2. Because of this last fact, it is convenient to

represent a region as a series of moving polygons.

Figure 2: A spatio-temporal region for AC1 is made up of at
least three sub-regions, represented by moving
polygons.

By moving polygon here we mean a convex poly-

gon, made up of several spatial points, each one of them

traveling in time through a constant (in direction and

module) velocity. Note that each point can travel by a

different velocity, as long as the convexity of the poly-

gon is maintained throughout its movement.

Further on, since such regions need to be free of

conflicts, some cuts might be performed on them.

Because different parts of the region, i.e. different

polygons have, in general, different conflicts, different

cuts will be performed in them, as illustrated in Figure

3. Black lines represent the trajectories of each aircraft.

In this scenario, AC1 is asked to construct its spatio-

temporal region, border by its original trajectory, the

black segment and the other region limits, represented

by the blue lines, to seek for a safe solution to the

problematic situation. AC1’s region is made up of three

moving polygons, pol1, pol2, and pol3, separated by

each other by the green dotted segments. As illustrated

by the red dashed segments in the figure, pol2 is in

conflict with AC2 and pol3 is in conflict with AC3.

To make therefore this region safe some cuts will

be performed resulting in the situation illustrated by

Figure 4.

Figure 3: Situation illustrating case when different polygons

have different conflicts.

In this figure we can see that AC1 can travel within

pol2 and reach point A which is considered safe. As

soon as it leaves this point however, it is outside the safe

region and with no guarantee to be free of conflicts.

The algorithms presented in the following section

of this work take these safe, but maybe inconsistent

regions and transform them into safe and consistent

ones.

2 Region Consistency Algorithm
Algorithm 1 is the main algorithm of this work and il-

lustrated the general procedure that is being followed.

Essentially what it expressed is that the intersection of

all moving polygons should be calculated and used fur-

ther to construct the modified, safe, consistent region.
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Figure 4: Situation illustrating case when different polygons

get cut differently and are therefore inconsistent.

Algorithm 1 Region Consistency Algorithm

let pol1 be the latest modified moving polygon

for all let pol2 be a polygon in the range between pol1
ancestor and the very first polygon of the region do

pol = translate(pol1, pol2, backwards)

pol1 := pol
end for
initialize the array of moving polygons, arrayPol
Add pol1 in arrayPol
for all pol2 between pol1 successor and the very last

polygon of the region do
let t2 be the time interval during which pol2 exists

pol1 = translate(pol1, pol2, forward)

add pol1 in arrayPol
end for
initialize new region using arrayPol

The main step in Algorithm 1 is the translate step,

based on Algorithm 2. If the polygons would have been

static, standard computational geometry clipping algo-

rithms [29, 30, 31] could have been used to calculate

their intersection. Instead the translation, for each pair

of consecutive moving polygons, their state at the com-

mon time instance is calculated and then the intersec-

tion between these static polygons is performed using

[29] and used further. More specifically, let poln be the

moving polygon we are considering and tn the time in-

terval during which it exists. The static polygon sn is

calulcuated as the state of poln ant the beginning of tn.

At the same time, the static polygon sn−1 is calculated

as the state of poln−1, i.e. ancestor of poln at the end of

its time interval tn−1. Note that that the end of tn−1 is

equal to the beginning of tn since the two polygons are

consecutive. The intersection state si between sn−1 and

sn is calculated. As a next step the velocities, vi, cor-

responding to each of the vertices of si are calculated

and the new moving polygon poli is formed using si as

its end state, vi as its set of its velocities and tn−1 as its

moving time interval.

Algorithm 2 Polygon Translation Algorithm

INPUT: pol1 to be translated, pol2 to constrain the

translation

if forward translation then
calculate s1, the end state of pol1
calculate s2, the starting state of pol2

else
calculate s1, the starting state of pol1
calculate s2, the end state of pol2

end if
find their intersection, is
let t2 be the time interval during which pol2 exists

v = velocities(is, pol2)

return polygon pol using is, v, and t2

The last algorithm, Algorithm 3 shows how the ve-

locities, vi corresponding to the verties of si are calcu-

lated. In it, sn−1 is divided into triangles. For each ver-

tex then of sn the triangle within which it lies is iden-

tified. If we denote the vertex under consideration by

�p = (x,y) and the vertices of the triangle within which

it lies by �pi = (xi,yi) for i ∈ {1,2,3} then we have to

solve the linear system:{
∑3

i=1 αi�pi = �p

∑3
i=1 αi = 1

Which is a linear system of three equations with three

unknowns and a unique solution1. Then using the solu-

tion of this system, we can calculate the desired velocity

�v as follows:

�v =
3

∑
i=1

αi�vi

where �vi are the corresponding velocities for the trian-

gles vertices �pi.

1The guarantees for the uniqueness come from the fact that we are

trying to express a point within a triangle as a convex combination

of the triangle’s vertices.

SNE 32(1) – 3/2022



19

Koça & Piera Guarantying Consistency of Spatio-temporal Regions that Solve Air Traffic Conflicts

Algorithm 3 Velocity Initialization Algorithm

INPUT: state1, pol2
if forward translation then

state2 = state of pol2 at its starting time

else
state2 = state of pol2 at its end time

end if
divide state2 into triangles

initialize arrayV
for all p, vertex of state1 do

let tr be the triangle of state2 that contains p and pi
its vertices, i ∈ 1,2,3
find the coefficient α1,α2,α3, s.t. p = ∑3

i=1 αi pi
v := ∑3

i=1 αivi, where vi are the velocities corre-

sponding to pi
add v to arrayV

end for
return arrayV

3 Study Case
In this section a real case is given. The studied region

is a product of solving a conflict found in a traffic

simulation based on historical flight data over Europe,

taken from DDRII 2. The predicted flying geometry

before the conflict resolution is given in Figure 5. AC1,

with the black trajectory, will loose separation with

AC2, with the blue trajectory. The red segments denote

the parts of the trajectories that will be in conflict. AC3,

with the green trajectory, is not in conflict with any

other aircraft. However some possible solutions to the

original conflict between AC1 and AC2 might cause a

new conflict with AC3.

Figure 5: The predicted traffic geometry before the conflict

resolution.

2DDRII is a data depository, provided by EUROCONTROL with ex-

tensive data regarding flights that pass over European sky

The resolution algorithm has chosen AC2 as the air-

craft that will need to maneuver to solve the conflict.

Figure 6 contains the initial spatio-temporal region that

AC1 builds to seek a solution for the conflict. This re-

gion is not safe, having loss of separation with AC2, as it

contains the original trajectory of AC1 as one of its bor-

ders, and also contains an induced conflict w ith AC3.

To avoid these conflicts the region needs to be cut, re-

sulting in the shape depicted in Figure 7. There we can

see that part of the expanding region leads to points that

are not contained in the parallel region and therefore

are not guaranteed to be safe. This is taken care by the

methodology introduced in ection and its results can

be seen in Figure 8.

Figure 6: The region that AC1 initializes to solve the conflict

with AC2.

Figure 7: AC1 ’s cot region containing inconsistencies.
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Figure 8: AC1 ’s consistent region.

4 Concluding Remarks
Separation management together with more efficient

conflict detection & resolution are two challenges of

importance that modern ATM faces in its attempt to

adapt to the increment in demand and complexity.

Among the various approaches towards the problem, we

believe the ones that try to solve conflicts using spatio-

temporal regions are an adequate base for such systems,

because of their ability to consider post-decitional un-

certainties. While producing such regions, according

to the methodology proposed in [22], several inconsis-

tencies can arise. We presented in this work a set of

algorithms by which such inconsistencies can be elimi-

nated.
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