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New Schedule  for  EUROSIM Conferences  and Congress  

Due to Corona Virus, also EUROSIM changed the schedule of EUROSIM Conferences and the EUROSIM Congress 
– all events will take place one year later. To bridge the 2020 conference gap the EUROSIM societies organise virtual 
conferences, and the EUROSIM Board starts in June 2020 VESS – the Virtual EUROSIM Seminar, a series of online 
presentations discussing trends in modelling and simulation and preparing emphasis of future EUROSIM events. 
 

 

 
www.eurosim2023.eu  

 

The EUROSIM Board and DBSS start in June 2020 VESS – the Virtual EUROSIM Seminar, a series of online presen-
tations discussing trends in modelling and simulation. These international online simulation seminars – monthly or bi-
monthly – are open to everybody, via Zoom, lasting 60 minutes (45 minutes presentations, 15 minutes Q & A). 
Information and informal registration via website www.eurosim2023.eu 
 

 
 

The First SIMS EUROSIM Conference on Modelling and Simulation, SIMS EUROSIM 2021 takes place in Oulu, Fin-
land, September 21-23, 2021. The 62nd International Conference of Scandinavian Simulation Society, SIMS 2021, is 
embedded with SIMS EUROSIM 2021. The SIMS EUROSIM conference will be organized every third year by SIMS and 
EUROSIM. The background of this conference series is in the 60-years history of Scandinavian Simulation Society, SIMS. 
The program of the SIMS EUROSIM 2021 Conference will have a multi-conference structure with several special top-
ics related to methodologies and application areas. The program includes invited talks, parallel, special and poster 
sessions, exhibition and versatile technical and social tours – info www.scansims.org 

 

 
 

MATHMOD organizers continue the conference series one year later, with 10th MATHMOD 2022, February 16-18, 
2022. MATHMOD 2022, one of EUROSIM’s main events, provides a forum for professionals, researchers, and experts 
in the field of theoretic and applied aspects of mathematical modelling for systems of dynamic nature.  
The scope of the MATHMOD 2022 conference covers theoretic and applied aspects of various types of mathematical 
modelling (equations of various types, automata, Petri nets, bond graphs, qualitative and fuzzy models) for systems of 
dynamic nature (deterministic, stochastic, continuous, discrete or hybrid) – info and details  www.mathmod.at 
 

 
 

EUROSIM 2023, the 11th EUROSIM Congress, will take place in Amsterdam, The Netherlands, Spring/Autumn 2023. 
It will be organized by the Dutch Benelux Simulation Society (www.dutchbss.org) supported mainly by their corporate 
members like TU Delft, Amsterdam University of Applied Sciences, EUROCONTROL and IGAMT (www.igamt.eu).  
Due to the growth of Simulation and its relationship with other analytical techniques like Big Data, AI, Machine Learn-
ing, Large Scale Simulation and others, the event will be structured, for the first time, in dedicated tracks focused on 
different areas and applications of Simulation ranging from aviation to health care and humanitarian activities. We have 
the ambition to attract at the congress participants from Academia, industry and governmental representatives to share 
the latest developments in Simulation and related activities and applications.  
Please follow the news and activities towards the EUROSIM 2023 at www.eurosim2023.eu 
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Editorial  
Dear  Readers, SNE in times of Covid-19 virus – a new challenge for us. Due to the cancellation of 
conferences and workshops we had to re-schedule our publication plans, especially as foreseen 
post-conference publication are not available. We asked authors to submit announced  
publications earlier, we encouraged the review board to work with shorter deadlines, and so we  
are happy to finish also electronic SNE 30(3), September 2020, in time.  
   This issue continues the subject ‘high math meets simulation’  – Martin Holzinger presents his 
second contribution on PDE solution by conformal mappings dealing with conformal mappings 
from unit disk to general domains – to be continued and summarised by a surprising application  
in next year’s issue SNE 31(1).   
   The following two Technical Notes deal with modelling and simulation in production and logistics.  
S. Wenzel et al. present logistic characteristic curves using discrete event simulation, and B. Heinzl and W. Kastner report on a 
case study with meta-heuristic simulation-based production planning for energy efficiency. 
The fourth contribution of this issue by T. Pawletta et al. addresses advanced control: Q-Learning robot control for assembly cells 
using multiple agents, and SNE 30(3) concludes with an Educational Note by O. Ullrich and D. Lückerath on modelling and  
simulation by cellular automata. 
   Thirty Years SNE – we are pleased that for SNE Volume 30 again Vlatko eri , past president of the Croatian Simulation Society, 
provides his algorithmic art as design for SNE cover pages. The artist and simulationist Vlatko eri  has chosen four algorithmic 
art pictures from the series LABYRINTH for covers of SNE Volume 30. The cover of this issue SNE 30(3) presents LABYRINTH 
no. 17, and at right and preview of the algorithmic art picture for SNE 30(4) – LABYRINTH no. 21. For further info on Vlatko  
Ceric’s graphics please visit www.vceric.net. 

   I would like to thank all authors for their contributions – and thanks to everybody for the extra work all had to do because of the 
Covid-19 circumstances, so that SNE 30(2) and SNE 30(3) could be published in time, and hopefully also the following SNE 30(4). 

Felix Breitenecker, SNE Editor-in-Chief, eic@sne-journal.org; felix.breitenecker@tuwien.ac.at 
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Abstract. Having the conformal map from unit square
to unit disk at hand, we ask ourselves for a way to numer-
ically map the disk to more general domains. Once such
domains are parametrized by the square, knowledge of
metric quantities flows in by the derivatives of the map
and simulation of PDEs on such domains can easily be
achieved. One way to numerically construct the map
for star-shaped regions yields over solving Theodorsen’s
integral equation which establishes the boundary corre-
spondence of angles. Focusing on highly accurate solu-
tions, we presentMathematica test implementations and
results for maps from unit disk to inverted ellipse (a), unit
square (b) and onto a more general domain (c). Finally,
the metric impact of the conformal map on the PDE itself
is being investigated to enlighten the process of correct-
ing spacial Finite-Difference approximations in general.

Introduction

In [4] the CTDS-Method has been used to solve a heat

conduction problem on the unit square. Moreover, we

showed that using elliptic functions to conformally map

the square to the unit disk provides a way to treat par-

tial differential equations aside regular structured grids

necessary for CTDS. In an alternative point of view,

by conformal parametrization of the disk by the square

this regularity is being kept up - the map thus is not

interpreted as point transformator but rather as an intro-

ducer of curvi-linear co-ordinates. Following this path,

we investigate ways to numerically construct conformal

maps from unit disk to more general domains.

1 THEODORSEN’s Equation

Suppose you are interested in finding the conformal

map ζ = ξ + iη = f (w) = f (u+ iv) from unit disk E

onto a domain G bounded by a closed, piecewise Jor-

dan arc C with polar representation ρ(θ). For unique-

ness we demand f (0) = 0, f ′(0) > 0 and moreover, let

G be star-shaped with respect to ζ0 = 0,

ζ0 + t(ζ̂ −ζ0) ∈G, ∀t ∈ [0,1), ∀ζ̂ ∈ C.

GAIER [3] presents an elegant way of construction

by first deriving an equation for the (real) function of
boundary correspondence which links the angle ϕ ∈
[0,2π) on E to the angle θ(ϕ) describing C. For f reg-

ular on E and continuous on the closure E he concludes

η(eiϕ) = η(0)+
1

2π

∫ 2π

0(p.v.)
ξ (eiϑ )cot

ϕ −ϑ
2

dϑ .

Introducing the help function F(w) := ln
f (w)

w ,

F(w) = ln | f (w)|− ln |w|+ iarg( f (w))− iarg(w)

can be derived and putting all together results in

θ(ϕ) = ϕ +
1

2π

∫ 2π

0(p.v.)
lnρ(θ(ϑ))cot

ϕ −ϑ
2

dϑ

known as THEODORSENs nonlinear and singular in-

tegral equation for establishing the boundary corre-

spondence. For existence and uniqueness of a solu-

tion, ρ(θ) in [0,2π] absolute continuous and |σ(θ)| :=
|ρ ′(θ)/ρ(θ)| ≤ ε < 1 almost everywhere are sufficient

conditions. Latter is the so-called ε-condition.

As will be considered later, even in case of ε > 1 nu-

merical algorithms are able to produce feasible results

if carefully picked. On the other hand, the shape of the

concrete geometry has heavy impacts on the quality of

the numerical approximation, e.g. if C contains corners.

SNE 30(3) – 9/2020
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2 Approximation Methods for
THEODORSEN’s Equation

In order to achieve a high-precision approximation for

θ(ϕ), the function of boundary correspondence, for

continuous and 2π-periodic real functions h(ϕ) let us

first introduce the operator

K [h] (ϕ) = h∗(ϕ) :=
1

2π

∫ 2π

0(p.v.)
h(ϑ)cot

ϕ −ϑ
2

dϑ .

Here GAIER summarizes in [3] that the linear opera-

tor K : h �→ h∗ has some properties très chic, namely

producing an again 2π-periodic, continuous function

h∗(ϕ), whose Fourier series can be gained immediately

out of the series for h(ϕ): If we have an expansion

h(ϕ) =
a0

2
+

∞

∑
n=1

(an cosnϕ +bn sinnϕ)

at hand, we can deduce the series

h∗(ϕ) =
∞

∑
n=1

(an sinnϕ −bn cosnϕ)

for the so-called conjugate function h∗(ϕ). Having

now a closer look at THEODORSEN’s equation, with

h = lnρ(θ) it re-writes as θ(ϕ) = ϕ +K [lnρ(θ)] (ϕ)
and a Fourier sum for the nonlinear and singular integral

can be applied. In fact, Fourier synthesis of lnρ(θ)(ϕ)
turns out to be a very powerful method for our purpose

of numerically constructing conformal maps.

Fix point iteration. One way to numerically treat

THEODORSEN’s equation is by means of successive ap-

proximation. The ’fix point’ in question is in our case

a monotonically increasing function as a solution of the

functional fix point problem

θ = ι +K [lnρ(θ)] = F (θ).

Formally, the iteration process is then defined by

θn+1 = F (θn), n = 0,1,2, . . . ,

and the iteration itself can by default be started with

θ0 = ι , the identity function (which trivially solves the

problem for C=E). Of course any other more apt θ0 can

be used instead if at hand, e.g. any established bound-

ary correspondence function θ(ϕ) for a similar shaped

geometry C would be predestined for such an intention.

Newton’s method. The well-known quadratic be-

havior when iterating the roots of real functions gives

rise to reformulate the method to a functional zero-

ing problem. With ψ(ϕ) = θ(ϕ)−ϕ , THEODORSEN’s

equation reads ψ = K [lnρ(ψ + ι)], hence [7, p.235]

F (ψ) = ψ −K [lnρ(ψ + ι)]≡ 0

has to be solved which can be formally iterated via

ψn+1 = ψn −
[
F ′(ψn)

]−1
F (ψn), n = 0,1,2, . . . ,

whereas the statement concerning the starting function,

ψ0 ≡ 0 or better if available, turns in fact out to be

essential for convergence of the iteration process.

To get the iteration method ready for implemen-

tation, one still has to resolve the role played by the

operator F . According to HÜBNER [6], this can be

done by investigating its FRÉCHET derivative F ′ while

its necessary inversion [F ′]−1
is handled by solving

a RIEMANN-HILBERT problem. Using these results,

WEGMANN presents in [9] a formidable discrete-type

algorithm which we made use of in our Mathematica
implementations: Starting with an even (let N = 2n) de-

composition of [0,2π), hence ϕϕϕ(k) = kπ
n ,k = 0, . . .N−1,

and a given vector θθθ 0 = ϕϕϕ or better, K is initially re-

placed by its discrete equivalent, the WITTICH operator

KN [hhh] =
n−1

∑
j=1

a j sin jϕϕϕ −b j cos jϕϕϕ, where

a j =
1

n

N

∑
k=1

hhh(k) cos jϕϕϕ(k), b j =
1

n

N

∑
k=1

hhh(k) sin jϕϕϕ(k).

Note that all appearing vectors are set in bold type. With

these preliminary remarks a WEGMANN step reads

θθθ i+1 = θθθ i − fff
rrr2

− (ppp+ q̂ · tan v̂) · exp(www)
rrr

,

the remaining task is calculating the auxiliary quantities

(component-by-component, code sample see page 94):

fff = θθθ i −ϕϕϕ −KN [lnρ(θθθ i)] , rrr =
√

1+σ2(θθθ i),

vvv = arctanσ(θθθ i), www = KN [vvv] , v̂ =
1

N

N

∑
k=1

vvv(k),

qqq =
fff ·σ(θ i)

rrr · exp(www)
, ppp = KN [qqq] , q̂ =

1

N

N

∑
k=1

qqq(k).

SNE 30(3) – 9/2020
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3 Continuation on Unit Disk

As soon as θ(ϕ), the function of boundary correspon-

dence is numerically determined, the remaining task

consists in finding a way to get hold of f (w), the confor-

mal map from E to G. However the numeric construc-

tion of θ(ϕ) was achieved in detail, let us here merely

suppose that this function is provided by the implemen-

tation as a continuous function.

In case that we made use of conjugate functions

within our iteration process, the discrete Fourier coef-

ficients ak and bk of lnρ [θ(ϕ)] can even be used for

a continuation to the interior of the unit disk: Solve a

DIRICHLET boundary value problem [5, p.27f.] to get

ζ = f (w) = w · exp

[
a0

2
+

∞

∑
k=1

(ak − ibk)wk

]
.

This completes the elegant method GAIER showed us

some sixty years ago. We note that Fourier synthesis of

lnρ [θ(ϕ)] is the nucleus of the algorithm.

It is next to be stated that the underlying discrete

trigonometric interpolation can only be expected to be

acceptably accurate when the shape of the geometry to

be mapped endorses this approach. In particular will an

occurrence of vertices result in discontinuities of σ(θ)
being fatal for this algorithm.

On the other hand, on smooth geometries even in

case of ε > 1 WEGMANNs algorithm can be used to pro-

duce highly accurate solutions to a certain degree, with

convergence orders then falling back from quadratic to

linear which is in fact a matter of computational time.

Aside trigonometric interpolation, SCHWARZ or

CAUCHY formulae can be used to snatch the map, with

θ(ϕ) known the former results in

f (w) = w · exp

[
1

2π

∫ 2π

0
lnρ(θ(ϑ))

eiϑ +w
eiϑ −w

dϑ
]

whereas in the latter case f can be expressed as

f (w)=w ·exp

[
1

2π

∫ 2π

0

lnρ(θ(ϑ))+ i(θ(ϑ)−ϑ)

1−we−iϑ dϑ
]
.

Mathematica handles the evaluation of those complex-

valued integrals with ease. Finally, from theory it is

known that the overall error maxima of the numerical

approximation will occur at the boundary. With this

preparations, we are ready to do some numerical exper-

iments and check the validity of our hitherto remarks.

4 Numerical Experiments
Let us first put our focus on two geometries with well-

known closed-form solutions for the function of bound-

ary correspondence as well as for the conformal map

itself and then study the methods for a more general ge-

ometry where symmetry should hold with respect to the

η-axis. Domain boundary points can be prescribed and

its radius function can then be deduced by interpolation.

Aside the conformal map also its derivatives play

a major part in a bigger context of our considerations

and we shall therefore include at least numerical error

examinations of first derivatives in our investigations.

4.1 Inverted ellipse

With ρ(θ) =
√

1− (1− p2)cos2 θ describing the

boundary (0< p< 1) the solution is available in closed-

form, we have [3, p.264]

θ(ϕ) = arctan(p tanϕ)

for the function of boundary correspondence and

ζ = f (w) =
2pw

1+ p+(1− p)w2

for the conformal map itself. To set out to coding, we

implement a basic fix point iteration code shown on the

next page. Our intention is to keep things simple here to

avoid programming errors and move on to more com-

plex implementations when results are satisfying. As

you can see, θ(ϕ) is implemented as a continuous func-

tion, trigonometric interpolation being carried out after

evaluating lnρ at 256 points using LinearModelFit
throughout for the sake of higher working precision.

θ −θ100

Figure 1: Verifying the base implementation: Calculating 100

fixpoint loops with 2n = 256 discretization points.
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(* Inverted Ellipsis: Crude Fixpoint Iteration Code as a starting point *)

p=6/10;zn=256;n=zn/2;r[phi_]=Sqrt[1-(1-p2)Cos[phi]2];lnR[phi_]=Log[r[phi]];
niter=100;basis=Table[Cos[2m*phi],m,0,zn/4];thetanew[phi_]=phi;

Do[
lnRv=Table[phi,lnR[thetanew[phi]],phi,0,2Pi-Pi/n,Pi/n];
lmfitlnR=LinearModelFit[lnRv,basis,phi,WorkingPrecision→80];
lnRapprox[phi_]=lmfitlnR["BestFit", WorkingPrecision→80];
anbeta=Coefficient[lnRapprox[phi],Table[Cos[m*phi],{m,1,n}]];
klnRtrigapprox[phi_]=Sum[anbeta[[j]]*Sin[j*phi],{j,1,n}];
thetanew[phi_]=phi+klnRtrigapprox[phi], {i,1,niter} ]

Of course we can do much better with WEGMANNs

algorithm which is predestined for smooth geometries

like the inverted ellipse, with p = 0.6 an ε-condition

max |σ(θ)| = 8/15 < 1 results. Using η-symmetry,

discrete Fourier transform [5, p.40] and external cal-

culation of multiple used structures, or code on page

94 runs fast as lightning straight down to predefined

WorkingPrecision within seven iteration steps

(15s in total using 2n = 1024 points), cf. Figure 2.

θ −θ3

θ −θ7

Figure 2: Approximation errors using WEGMANNs method.

Figure 3 shows the results obtained when joining the

map calculated with the trigonometric series for the unit

disk and the map used in [4] transforming square to disk

with elliptic functions. Note that computational errors

for the derivatives show a very similar behavior.

-0.6 -0.4 -0.2 0.0 0.2 0.4 0.6

-1.0

-0.5

0.0

0.5

1.0

Figure 3:Mapping square to ellipse (t). Error behavior (b).
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4.2 Unit square

Mapping the disk back to the square numerically is of

particular interest. While all involved functions are

known in closed form [3, p.265] and the square can

be described via ρ(θ) = sec(θ), θ ∈ [−π
4 ,

π
4 ], trigono-

metric approximation will be bound to fail with respect

to numerical accuracy when constructing the function

of boundary correspondence. We shall use the closed-

form functions only for comparison purposes here.

Main difficulties arise primarily caused by the pres-

ence of corner singularities. For a piecewise smooth

closed Jordan arc BLÜMLINGER [1, p.22] showed that

in a vertex point ζi = f (wi) with interior turning angle

αi/π , one can extract the singularity thus the derivative

has a representation θ ′(ϕ) = |ϕ −ϕi|αi−1λ (ϕ). Using

symmetries, on [−π
4 ,

π
4 ] we can try an even approach

θ ′(ϕ) =
(

π2

16
−ϕ2

)− 1
2 ∞

∑
n=0

a2nϕ2n.

A similar discussion can be found in [7, p.327, Theo-

rem (12.2.1)]. Digressing trigonometric functions and

conjugate expansions, RICHARDSON presents a coding

sample in [8, p.471ff.] which we were able to refine us-

ing base functions
(
π2/16−ϕ2

)
arcsin2n−1 (4ϕ/π) and(

π2/16−ϕ2
)(2n−1)/2

arcsin(4ϕ/π) for an approxima-

tion of the function of boundary correspondence itself.

In addition, only partial integration has been applied.

Figure 4 shows the resulting error, after 60 iteration

steps with RICHARDSONs method the algorithm stag-

nates. Taking his approximation for θ (with error 10−7)
as a starting function, feeding it in our procedure and

doing another 40 iteration steps, an error 10−11 results.

Figure 4: Approximation error θ −θ100 on [− π
4 ,

π
4 ].

We see that, in contrary to the smooth situation of the

inverted ellipse in the section before, neither Newton’s

method nor the usage of trigonometric conjugation is an

option to snatch the operator K [lnρ(θ)] in this case.

Moreover, the idea behind the algorithm is to attack

the integral in Theodorsen’s equation directly within the

fix point loop using NIntegrate and a handful of dis-

cretization points. Tell Mathematica the angular loca-

tion of the singularities within the integration routine

and you can expect no further complaints. As before,

LinearModelFit is used to gain a continuous rep-

resentation of θ , interpolation now being done by re-

placing sin-/cos-functions with the new base functions.

Figure 5 shows that we can even control the deriva-

tive error in the vicinity of the singularity while Fig-

ure 6 illustrates the overall error when numerically

parametrizing the unit square by itself. The interior of

the disk was in this case treated with CAUCHY formula.

Figure 5: Approximation error θ ′ −θ ′
100 on [− π

4 +10−4, π
4 −10−4].

Figure 6: A previously exact mapped 201×201-grid on the
square is numerically mapped back from the unit
disk. Expect the error maxima on the boundary.
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4.3 General axially symmetric domains

For more general star-shaped domains we first imple-

ment a continuous boundary description function R(θ)
by means of trigonometric1 or Hermite2 interpolation.

In Mathematica this can easily be achieved by creating

a list geo containing the prescribing boundary points

(cf. Table 1 with η-symmetric shape definitions for

three sample geometries). See Figure 8 for the resulting

geometries and their corresponding ε-conditions. Also

note that we are thus able to provide a radius value to

any desired angular argument θ .

With such a provisioning of the radius function R(θ)
we can now make use of one of the above mentioned it-

eration processes: Fix point approximation or NEWTON

iteration in either its continuous or discrete form to get

hold of the function of boundary correspondence.

As we are lacking an exact solution θ(ϕ) for com-

parison in more general cases, the iteration differences

Ei(ϕ) := θi(ϕ)− θi−1(ϕ) can be observed in case that

the iterations are carried out with continuous functions

θi(ϕ) and, likewise for discrete iterations, a discrete er-

ror vector can be defined via e(k)i := θ (k)
i −θ (k)

i−1.

Moreover, it is to be expected that for the confor-

mal map f itself the error maxima will again occur at

the boundary. So once the calculation of f is success-

fully done, it is useful to have a look at the expression

R(arg f (eiϕ))−∣∣ f (eiϕ)
∣∣ for an additional error estimate.

In the present cases, all boundary curves are smooth

enough to allow an application of WEGMANNs method.

Here, our implementation code mentioned on page 94 is

quite optimized with respect to execution time by mak-

ing use of symmetries, FFT and external provisioning of

multiple used quantities. As in all smooth cases, using

trigonometric approximation for the conjugate operator

is best choice, the result for θ(ϕ) on geometry 3 using

HERMITE interpolation for R(θ) is shown in Figure 7.

When using only 1024 discretization points on the

unit circle, Figure 9(t) already shows a superb discrete

error behaviour but this is only half of the rent. Recall

that we are primarily interested in mapping the square

to the geometry and when pre-joining the map from the

disk with the closed-form SCHWARZ-CHRISTOFFEL

transformation, our high-accurate discrete points on

the disk will not be hit by the map coming from the

1basis=Union[Table[Cos[2m*phi],{m,0,4}],Table[Sin[(2m-1)*phi],{m,1,4}]];
lm=LinearModelFit[geo,basis,phi,WorkingPrecision→nprec,IncludeConstantBasis→False];
R[phi_]=SetPrecision[lm["BestFit",WorkingPrecision→nprec],Infinity];

2rfloat=Interpolation[geo,InterpolationOrder→3,PeriodicInterpolation→True,Method→"Hermite"];
R[phi_]=SetPrecision[rfloat[phi],Infinity];

square. It is therefore necessary to focus on the contin-

uous overall errors ocurring on [0,2π]. Depending on

the geometry, their maxima turn out to be in range of

10−11/10−6/10−4 which is quite unsatisfactory. This

can be improved by using 4096 discretization points.

Results of the overall errors are shown in Figure 9(b).

GEO1 GEO2 GEO3 (Hermite)

θ ρ1(θ) ρ2(θ) ρ3(θ) ρ ′
3(θ) ρ ′′

3 (θ)
0 7 6 5 5 20

π/8 9 9 − − −
2π/8 9 7

√
2 7

√
2 0 −30

3π/8 15/2 15/2 − − −
4π/8 13/2 7 7 0 25

5π/8 15/2 15/2 − − −
6π/8 9 7

√
2 7

√
2 0 −30

7π/8 9 9 − − −
π 7 6 5 −5 20

9π/8 11/2 5 − − −
10π/8 6 5 7

√
2/2 3 5

11π/8 8 15/2 10
√

2/2 10 30

12π/8 10 10 10 0 −50

13π/8 8 15/2 10
√

2/2 −10 30

14π/8 6 5 7
√

2/2 −3 5

15π/8 11/2 5 − − −
2π − − 5 5 20

Table 1: Definition of boundary points for trigonometric

interpolation and derivatives (Hermite).

1 2 3 4 5 6

1

2

3

4

5

6

Figure 7: Function of boundary correspondence on GEO3.
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-5 5

-10

-5

5

GEO1 (Fourier interpolation)

-

-

-

GEO2 (Fourier interpolation)

-5 5

-10

-5

5

GEO3 (Hermite interpolation)

1 2 3 4 5 6

0.2

0.4

0.6

0.8

1.0

1.2

1.4

|σ(θ)|< 1

1 2 3 4 5 6

0.2

0.4

0.6

0.8

1.0

1.2

1.4

partially |σ(θ)|> 1

1 2 3 4 5 6

0.2

0.4

0.6

0.8

1.0

1.2

1.4

partially |σ(θ)|> 1

Figure 8: Points and interpolating functions R(θ) for the boundary curves (t). Symmetric ρ(θ) yields skew symmetric σ(θ) in

[0,π] and [π,2π] in respect of π/2 and 3π/2 (b). The red line (symbolizing ε = 1) is used to investigate the ε-condition.

1 2 3 4 5 6

-4.×10-171

-2.×10-171

2.×10-171

4.×10-171

GEO1: e(k)500 (N = 1024)

1 2 3 4 5 6

-6.×10-93

-4.×10-93

-2.×10-93

2.×10-93

4.×10-93

6.×10-93

GEO2: e(k)500 (N = 1024)

1 2 3 4 5 6

-1.5×10-82

-1.×10-82

-5.×10-83

5.×10-83

1.×10-82

1.5×10-82

GEO3: e(k)500 (N = 1024)

1 2 3 4 5 6

-1.×10-37

-5.×10-38

5.×10-38

1.×10-37

GEO1: E500(ϕ) (N = 4096)

1 2 3 4 5 6

-1.5×10-20

-1.×10-20

-5.×10-21

5.×10-21

1.×10-20

1.5×10-20

GEO2: E500(ϕ) (N = 4096)

1 2 3 4 5 6

-6.×10-7

-4.×10-7

-2.×10-7

2.×10-7

4.×10-7

6.×10-7

GEO3: E500(ϕ) (N = 4096)

Figure 9: Discrete (t) and continuous (b) errors when iterating the function of boundary correspondence.
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5 Conformal Co-ordinates

5.1 Metrics of the map

A given domain G in the complex plane can also be

considered as a Riemannian manifold as a set of points.

We are quite free how to address such a point P ∈ G,

the most common way is the usage of Cartesian co-

ordinates which can be expressed in terms of a home-

omorphism κζ : O1 ⊂ R
2 → G, hence P = κζ (ξ ,η)

with the common Cartesian co-ordinates ζ = (ξ ,η) of

P. The two, here constant base vectors ∂1,∂2 of the tan-

gent space and the inner product of the manifold define

gi j(P) := (∂i,∂ j)(P)≡ δi j

as the metric (or fundamental) tensor. This can be our

steppingstone to conformal parametrization.

Suppose now an other function κz : O2 ⊂ R
2 → G

such that the point P = κz(x,y) is assigned arbitrary co-

ordinates. Then z = (κ−1
z ◦κζ )(ξ ,η) acts as a transfor-

mation of co-ordinates (as far as a diffeomorphism). Let

now f : Q→E→G be the conformal map considered

before, then we can identify the way f−1 = κ−1
z ◦ κζ

performs the transformation of co-ordinates. The re-

maining thing to do is clarifying the new shape of the

fundamental tensor and other metric quantities. With

∂̄i =
∂x j

∂ x̄i
∂ j and ḡi j(P) =

∂xk

∂ x̄i

∂xl

∂ x̄ j
gkl(P)

as two cogredient transformation laws it is quite easy to

derive ḡ11 = ḡ22 = ξ 2
x +η2

x = | f ′(z)|2 = 1/
∣∣ f−1(ζ )′

∣∣2
and ḡ12 = ḡ21 ≡ 0. Thus our base vectors are not con-

stant anymore but whirling around from point to point,

being stretched by the same factor
√

g11 (we suppress

the bar for convenience) but keeping orthogonality.

What becomes evident now is, that with the (nu-

meric) evaluation of f ′(z) = ξx + iηx we can calculate

the metric tensor in each grid point of the unit square

and save it for further disposal. Same holds for the sec-

ond (and higher order) derivatives which can easily be

calculated and saved for a grid via f ′′(z) = ξxx + iηxx.

One reason for focusing on second derivatives is the

importance of second kind CHRISTOFFEL symbols [2].

With the setting χ(x,y) := ξ 2
x +η2

x one concludes

Γ1
11 = Γ2

12 = Γ2
21 =

ξxξxx +ηxηxx

χ
,

and the rest of them following likewise, revealing only

two of eight independent expressions [5, p.50ff.].

5.2 Differential operators

For the development of a simulation code involving

PDEs it is now essential to formulate the underlying

laws in co-ordinate free manner and then realize them in

conformal co-ordinates, making use of the metrics. To

be confusing, covariant differentiation of a tensor field

can be used in such formulations: ’ordinary’ partial

derivatives which we treated with spatial approximation

formulae applying Finite Difference schemes must be

corrected by sums involving CHRISTOFFEL quantities,

depending on their co- or contravariant nature we get

dΦi1··in
j1·· jm

dxp
=

∂Φi1··in
j1·· jm

∂xp
+

n

∑
h=1

Γih
l pΦi1··l··in

j1·· jm −
m

∑
k=1

Γl
jk pΦi1··in

j1··l·· jm

and as an example, the LAPLACE operator for a scalar

field in arbitrary co-ordinates will then be written3 as


 u = gi j ∂ 2u
∂xi∂x j

+

(
∂gi j

∂x j
+

gi j

2g
∂g
∂x j

)
∂u
∂xi

.

This means a quite nice generalization of the included

Cartesian case, where gi j = δi j yields the well-known

expression involved in the heat equation. Moreover, in-

serting the derivative f ′ and doing a bit of calculation

legitimates the replacement 
u → 
u/(ξ 2
x + η2

x ) we

used in our previous article (5, heat equation on disk).

We conclude that conformal parametrization of a

given domain by the unit square results in a minimum

of overhead with respect to curvilinear co-ordinates.

5.3 Boundary conditions

While DIRICHLET boundary conditions pose no further

problems as the values of a state variable are prescribed,

NEUMANN/NEWTON type conditions require the trans-

formation of the outward pointing normal derivative.

Here another benefit of the conformal map appears, the

direction of such a vector always coincides with one of

the local base vectors. Respecting orientation, we have

only to correct its length and derive [5, p.53]

∇n u =± 1√
ξ 2

x +η2
x

∂u
∂xi

.

With these results we are able to simulate time-

dependent PDEs where state variables can even be

tensor-valued. Do not forget to transform them by using

the correct transformation laws in your implementation.

3Einstein summation, gikgk j = δ i
j and g denotes the determinant of gi j .
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Summary

In this contribution we focused on the numerical solu-

tion of THEODORSEN’s nonlinear and singular integral

equation to establish the function of boundary corre-

spondence, θ(ϕ). With pre-given ρ(θ) the conformal

map f : E→G can be constructed either by NEWTON

iteration using Fourier expansion of lnρ(θ(ϕ)) or - in

case of increasing ε or vertex singularities - by means of

fix point iteration, direct evaluation of the involved non-

linear and singular integral with successive application

of SCHWARZ or CAUCHY formulae.

Neither way poses problems for an implementation

in Mathematica and with the error estimates for θ(ϕ)
on the boundary we control the overall error on the disk.

If trigonometric interpolation turns out to be too in-

accurate as in case of present vertices (we considered

the unit square), then the corner singularities have to be

investigated and usage of more apt base functions can

ship around the problem to find a more accurate approx-

imation for the function of boundary correspondence.

We note that THEODORSEN’s equation is only one

of plenty approaches to numerically construct the map.

If results are unsatisfactory concerning accuracy then

heading out for other integral equations or approxima-

tion methods provided in literature is an idea.

In a bigger context, the obtained conformal map

(and its derivatives) can be utilized in PDE-based sim-

ulations. This approach is convenient to minimize the

complexity involved when introducing curvilinear co-

ordinates. Moreover, starting with a co-ordinate free

description, one is able to formulate the laws regarding

metrics of the concrete conformal transformation.

From the co-ordinate point of view, the conformal

metric of course alters the shape of the PDE and af-

ter all, co-ordinates are necessary for doing number

crunching simulations while the underlying physical

laws indeed stay invariant. We shall present such a prac-

tical simulation study in a subsequent contribution.

With this in mind, a numerical treatment of PDEs

by using conformal maps combined with the CTDS

method of lines gets less a matter of consistency than

rather an issue of stability: let us therefore interpret the

approximation error committed by the numerical deter-

mination of the function of boundary correspondence

as a slight perturbation of the metric quantities. The

smaller this error can be squeezed, the better will be the

quality of out-coming results of our overall simulation.
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(* Discrete Newton Iteration According To Hübner/Wegmann; η-axis symmetry *)

Clear["Global`*"]; WD=FileNameTake[NotebookDirectory[],5];SetDirectory[WD];
nprec=nprecfourier=500; znp=4096; np=znp/2; niter=500;

(* load external geometry definition to make use of r[phi_] *)
Import[FileNameJoin[WD,"GLOBAL","Geo2_Definition_Fourierpoly.wl"]]

(* initialize phi_k und start-vector *)
phicore=Table[N[x,nprec],x,Pi/2,3Pi/2,Pi/np];
phiall=Table[N[x,nprec],x,0,2Pi-Pi/np,Pi/np]; svalues[i_]=phiall;

(* some terms can be calculated ex ante *)
sin2m = Chop[Table[Sin[2*m*phicore],m,1,np/2],10ˆ-nprec]; (* rest analog *)

(* trigonometric interpolation polynomial *)
pt[t_,m_,y_]:= 1/Sqrt[Dimensions[y][[1]]] * ( Re[y[[1]]]+

2*Sum[(Re[y[[k+1]]]Cos[k*t]-Im[y[[k+1]]]Sin[k*t]),{k,1,(m/2)-1}] +
Re[y[[1 + Dimensions[y][[1]]/2]]] Cos[(m/2)*t] );

(* make use of symmetries: calculate on [Pi/2,3Pi/2] extend to [0,2Pi) *)
oddextension[vec_]:=Flatten[Append[Prepend[vec,Table[-vec[[np/2+1-k]],

{k,0,np/2-1}]],Table[-vec[[np-k]],{k,0,np/2-2}]]];
evenextension[vec_]:=Flatten[Append[Prepend[vec,Table[vec[[np/2+1-k]],

{k,0,np/2-1}]],Table[vec[[np-k]],{k,0,np/2-2}]]];

(* begin iteration loop *)
Do[ t0 = Timing[
lnRvalues=Log[r[svalues[i-1]]];sigmavalues=r′[svalues[i-1]]/r[svalues[i-1]];
Block[{$MinPrecision=nprecfourier,$MaxPrecision=nprecfourier},

fklnR=Fourier[lnRvalues,FourierParameters→{0,-1}]];
lnRf[phi_] = Expand[pt[phi,Dimensions[fklnR][[1]],fklnR]];
anlnR=Append[Coefficient[lnRf[phi],Table[Cos[2m*phi],{m,1,np/2-1}]],0];
bnlnR=Coefficient[lnRf[phi],Table[Sin[(2m-1)phi],{m,1,np/2}]];

(* calculate K[lnR]/K[v]/K[q] on [Pi/2,3Pi/2] for efficiency sake *)
klnRcore=Chop[Total[anlnR*sin2m-bnlnR*cos2mm1],10ˆ-nprec];
klnRvalues=oddextension[klnRcore]; fvalues=svalues[i-1]-phiall-klnRvalues;
vvals=ArcTan[sigmavalues]; rvalues=Sqrt[1+sigmavalues2];

Block[{$MinPrecision=nprecfourier,$MaxPrecision=nprecfourier},
fkv=Fourier[vvals,FourierParameters→{0,-1}]];

vfourier[phi_] = Expand[pt[phi,Dimensions[fkv][[1]],fkv]];
anv=Coefficient[vfourier[phi],Table[Cos[(2*m-1)phi],{m,1,np/2}]];
bnv=Append[Coefficient[vfourier[phi],Table[Sin[2*m*phi],{m,1,np/2-1}]],0];

w=Chop[Total[anv*sin2mm1-bnv*cos2m],10ˆ-nprec];wvalues=evenextension[w];
alpha=Chop[(1/znp)*Sum[vvals[[l]],{l,Dimensions[vvals][[1]]}],10ˆ-nprec];
q=(fvalues*sigmavalues)/(rvalues*Exp[wvalues]);

Block[{$MinPrecision=nprecfourier,$MaxPrecision=nprecfourier},
fkq=Fourier[qvalues,FourierParameters→{0,-1}]];

qfourier[phi_] = Expand[pt[phi,Dimensions[fkq][[1]],fkq]];
anq=Append[Coefficient[qfourier[phi],Table[Cos[2*m*phi],{m,1,np/2-1}]],0];
bnq=Coefficient[qfourier[phi],Table[Sin[(2*m-1)*phi],{m,1,np/2}]];

pcore=Chop[Total[anq*sin2m-bnq*cos2mm1],10ˆ-nprec];p=oddextension[pcore];
qdach=Chop[(1/znp)*Sum[q[[l]],{l,Dimensions[q][[1]]}],10ˆ-nprec];
svalues[i]=svalues[i-1]-(fvalues/(rvalues2)) -

(((p+qdach*Tan[alpha])*Exp[wvalues])/rvalues);];

t0 // Print, {i, 1, niter} ]; (* iteration step time, end iteration loop *)
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Abstract. Logistic Characteristic Curves (LCCs) or Logis-
tic Operating Curves (LOCs) describe relationships be-
tween various Key Performance Indicators (KPIs) of pro-
duction and logistics systems. These relationships can be
qualitatively or quantitatively visualized by charts to illus-
trate the performance of these systems. Discrete Event
Simulation (DES) allows a detailed investigation of the dy-
namic behavior of production and logistics systems un-
der consideration of uncertainties and thus contributes
to their planning reliability. Using simulation models and
the data generated by the experiments, KPIs of the mod-
eled systems are measured. Of course, different pro-
duction and logistics systems also have several target
systems whereby the individual target variables inter-
act with each other and can, therefore, conflict. In this
paper, a methodology is presented that combines DES
and a statistical technique for empirical model building,
namely the response surface model, to predict the be-
havior of production and logistics systems by using LOCs
and thereby decrease the effort for experimentation by
reducing the number of simulation runs.

Introduction
Logistic Characteristic Curves (LCCs) graphically

show the qualitative and quantitative interrelationships

between logistic key performance indicators (KPIs) in

an in-house production and logistics systems.

Often, different logistic KPIs are in a field of con-

flict between logistic performance and logistic costs,

and it is impossible to achieve a system optimum for

all of them at the same time. Generally, the goals given

for a planning task must be positioned within the lo-

gistic KPIs. LCCs, also known as Logistic Operating

Curves (LOCs), provide a tool for supporting this pro-

cess [1, 2]. In difference to performance indicators,

which can also be measured in a running production

process, complete operating curves can only be deter-

mined by mathematical or simulation models, since ex-

periments on the real system are not possible for eco-

nomic reasons.

In the field of production and logistics system plan-

ning, Discrete Event Simulation (DES) is a recognized

problem-solving method [3] and, therefore, also an im-

portant Digital Factory method [4]. DES supports the

detailed examination of production and logistics sys-

tems with discrete unit loads by analyzing the dynamic

and random behavior to uncover possible planning er-

rors and inaccuracies in behavior. Simulation offers the

possibility to examine a system without developing or

disturbing real systems, so that process alternatives can

be checked, system structures can be varied, and dif-

ferent controls and parameter settings of systems can

be tested. The better the data situation of a simula-

tion study is (i.e., the output data of the experiments),

the more precise are the statements about the system

that are to be made based on the designed experiments.

Both the design of suitable experiments and the analy-

sis of the data generated by the simulation models are

challenges in a simulation study.

In this paper, we propose to derive LCCs for a sim-

ulation model of a manufacturing logistics system by

statistical metamodels.
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Thereby LCCs are able to be inferred for complex

systems. It is also possible to show the effect of sev-

eral system parameter configurations at the same time.

The general idea behind dealing with expensive func-

tion evaluations or simulation experiments by using

surrogate- or metamodels is discussed in Section 1,

which also deals with the concept of LCCs and DES.

In Section 2, we introduce the general approach to de-

rive LCCs from a limited number of well-selected sim-

ulation runs by building metamodels for selected logis-

tic KPIs. The approach is exemplified in Section 3 by

an application to a manufacturing logistics system with

two workstations, as described in the DOSIMIS-3 tuto-

rial [5]. We conclude with a summary and outlook in

Section 4.

1 Background
1.1 Logistic characteristic curves

Using LCCs, the interrelationships between logistic

KPIs in in-house production and logistics systems are

shown in the form of graphs. The core processes of

these systems comprise procurement, production, and

distribution [1, 2]. The LOC theory [6] is built on

a deductive-experiment effects model. This model is

used as a starting point for the development of approx-

imation equations for the mathematical description of

a real logistics system using LOCs. These curves re-

duce the complexity and, therefore, the costs of model-

ing the behavior of logistics systems [8]. With the help

of LOCs, it is possible to describe KPIs of systems. The

principle of mapping the relationships between the ef-

fects of the KPIs of production and logistics systems

using the LOC theory can be transferred to the produc-

tion areas for each networked system. LOCs can be

used to control and improve the reliability of logistical

system performance [1]. LOCs realize effectivity sup-

port in the planning and control of operations by giv-

ing qualitative and quantitative descriptions of, for ex-

ample, the KPI Work-In-Process (WIP) and its effects

on the output rate and the throughput time. The ob-

jectives can be weighted, and then the parameters can

be adjusted. An enterprise can adapt its internal re-

quirements in conformity with the market. LOCs make

it possible to understand and mathematically describe

the interrelationships between the logistic goals such as

output rate, lead-time, and WIP [8]. They are an ex-

cellent basis for supporting and monitoring the process

safety and capability and can be used to evaluate the

process during production control. For instance, under

the existing structural condition, they can demonstrate

that throughput times and WIP value can be reached at

one workstation without having to calculate the material

flow disruptions or the associated power losses. For a

successful implementation of LOCs in production plan-

ning and control, goal-oriented system parameters are

derived and adapted [7, 8]. The LOC theory is closely

related to the simulation of production and logistics sys-

tems. The evaluation of the system performance is a

central issue in production planning and control, as well

as in simulation and optimization of production and lo-

gistics processes. Often, specific parameters are used,

which only allow an evaluation in the selected operating

point. Unlike the performance parameters, which can

also be measured in a running production process, com-

plete operating curves can only be determined through

simulation models, since experiments in the real sys-

tem are not possible for economic reasons. Real logis-

tics systems can be compared with each other using the

standardized characteristic curves. In most cases, how-

ever, the reference values for this standardization can

only be determined using simulation methods [9].

1.2 Discrete event simulation

The use of the DES in production and logistics is pre-

sented in detail in the series of standards VDI 3633

[10], as well as in [11], [12], and others. DES dif-

fers from continuous simulation methods by mapping

the progress of time via atomic events that trigger state

changes. Each event has a timestamp and is added to an

event queue, the simulation time is set according to the

timestamp (from the first event in the queue), and then

the event is processed [3]. The scope of DES applica-

tions ranges from the consideration of in-house manu-

facturing logistics to procurement and distribution lo-

gistics. The evaluation criteria in a simulation study are

determined according to the objectives and the object of

investigation. Among other things, buffer dimensions

and performance data of the machines are evaluated

and processing times, transport speeds, or batch sizes

are varied in order to determine throughput times and

capacity utilization or to reduce transport, or storage

times. A simulation-supported examination can prove,

for example, whether the planned production quantity

can be handled, transported, and produced based on the

production concept developed. Within the framework

of a simulation study, a model is built using a suitable

software tool.
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The simulation models are used in the operating

phase, as well as in the planning phase of production

and logistics systems. By means of a systematic varia-

tion of individual parameters of a simulation model and

corresponding experiments, planning concepts can be

analyzed according to the defined objectives of a sim-

ulation study. To be able to make more precise state-

ments about the systems under investigation, it is nec-

essary to examine a large volume of simulation data.

When investigating complex production and logistics

systems with comprehensive questions, not only valid

models have to be built, but also many complex experi-

ments with a lot of simulation runs must be carried out.

The design and implementation of experiments are usu-

ally very complicated. However, the generated exper-

imental output data is not the only result of a simula-

tion study. A visualization of the input and output data

of the simulation model supports the preparation of the

simulation results. The interpretation of the experimen-

tal data can be reasonably supported by the methods of

statistics and data visualization.

1.3 Metamodel-based analysis – response
surface models

The word “metamodel” points to the fact that this tech-

nique is used to generate a model of a model. A meta-

model, or surrogate model, approximates the relation-

ship between the varied input parameters, also called

input variables, of a simulation model and so-called re-

sponse or target variables using a limited number of

well-chosen points generated with the simulation model

[13]. These points, i.e., settings of the input vari-

ables, are determined by a statistical experimental de-

sign, which depends on the kind of metamodel and the

problem to be solved. Metamodels can be either inter-

polating or smoothing. The so-called Kriging model is

a popular interpolating surrogate model and is most of-

ten used for solving expensive black-box optimization

problems [13]. It has the ability to not only give point

predictions on the target variable, but also to provide the

predictive distribution and thereby an uncertainty eval-

uation over the complete space of input variables. Re-

sponse surface models, on the other hand, are a class of

smoothing models [14]. They can be used for solving

optimization problems as well but are especially suit-

able for the approximation of the unknown relationship

between input variables and response variables – the so-

called response surface – with minimal quadratic loss.

Given a set of independent input variables x1, . . . ,xp,

the model has the form Y = f (x1, . . . ,xp) + ε , where

Y denotes the response considered, i.e., in our con-

text one of the logistic KPIs, f is typically a low-order

polynomial and ε a Gaussian error term. Predictions

of the expected response achieved by least-square es-

timates of the unknown parameters of the function f ,

provide LCCs. The accuracy of a fitted response sur-

face model may be evaluated by some additional sim-

ulation runs and observing the differences between the

outcomes and the predictions given by the model. The

finally achieved LCCs not only capture the behavior of

the logistic KPIs over the whole domain of different in-

put variables but, moreover, the uncertainty inherent to

LCCs can be presented by prediction intervals.

Set domains of input
parameters

Select a statistical
experimental design

Execute simulation experiment

Prepare result data

Build statistical metamodels
for KPIs

Generate LCCs

Assess and interpret LCCs

Use LCCs in production
planning and control

A
d

ju
st

 if
 n

ec
es

sa
ry

Valid simulation model

Figure 1: Procedure model for the metamodel-based

generation of LCCs
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2 LCCs frommetamodeling of a
simulation model

We now use the metamodel-based analysis of a simu-

lation model to derive LCCs. Our approach is summa-

rized in Figure 1. As a starting point, we assume the

existence of a valid simulation model. It must present

a reliable image of the real system to be analyzed and

return the logistic KPIs of interest as output. We take it

that the typical simulation model used in the context of

logistics will have some element of uncertainty, e.g., by

system loads generated by some statistical distribution.

Simulation runs with the same parameter setting but dif-

ferent seeds of the involved random number generator,

i.e., replications, then vary in their output. We, there-

fore, concentrate on response surface models as meta-

models in our application in Section 3.

Before we can build a metamodel, we need to dis-

cuss which input variables are assumed or known to

have an effect on the KPIs and in which range or on

which values they can be varied. If we have a list of

potential input variables to start with, we might have

to conduct a screening analysis first. This can be done

by fitting a first-order main effect regression model to

the result of a limited number of simulation runs. The

primary goal is a rough understanding of the process

and to identify the least influential variables by using as

few simulation runs as possible. If some of the candi-

date variables do not display an apparent effect on the

measured KPIs, they are set to a fixed value. For the

remaining input variables, domains of interest need to

be determined, or more specifically, it has to be decided

which values or intervals of them are later to be dis-

played in the LCCs.

Next, a statistical experimental design is set up,

which gives the settings of the simulation runs to be

done. A more flexible model like a second-order poly-

nomial response surface model with interactions is then

to be built from the results of these runs as the basis

for the LCCs. Typically, for Kriging models, the meth-

ods of choice are so-called Latin Hypercube Designs as

they cover the whole domain and thus are called space-

filling designs. Many different experimental designs ex-

ist for response surface models. The most popular are

two-level factorial and two-level fractional factorial de-

signs for variable screening – i.e., finding out which in-

put variables have an effect on the response and which

are negligible.

For the actual response surface fit, often central

composite designs, D-optimal designs, or even higher-

order factorial designs are the methods of choice [14].

All input variable settings contained in the selected

statistical experimental design are then executed. As a

result, we have a data set containing measured values

for the KPIs for each executed simulation run.

This set of data is subject to an initial analysis to de-

tect possible inconsistencies and get a first impression

of structural features. At this point, it might be neces-

sary to return to the beginning of the procedure model

(see Figure 1), e.g., if unforeseen effects within the sim-

ulation model require an adaption of it.

The next goal is to build a metamodel from the sim-

ulation runs, which approximates the true response sur-

face well. A well-chosen metamodel reflects the influ-

ences of input parameters and their interdependencies

on the KPIs.

LCCs are then created by graphically displaying

prediction curves from the response surface (or Krig-

ing) model. To see the effect of different logistic strate-

gies and uses of resources on the logistic KPIs, the

predictions are displayed against the varied input vari-

ables. Both, response surface models and Kriging mod-

els, provide an uncertainty quantification of the predic-

tion, which can be presented as valuable additional in-

formation on the plot. While assessing and interpreting

the derived LCCs, issues might occur which make a re-

turn to previous steps of the procedure model and an

adjustment of them necessary, for example, by extend-

ing or reducing the range of the input variables. Finally,

the procedure model delivers LCCs to be used in plan-

ning and control of production and logistics systems.

3 Demonstration of the
procedure model

3.1 DOSIMIS-3 simulation model

For the demonstration of the procedure model described

above, the finished basic model of the DOSIMIS-3 tu-

torial (Figure 2) is used. DOSIMIS-3 is a simulation

tool that allows the graphical modeling, visualization,

simulation, and analysis of production and logistics sys-

tems. The simulation model is described in detail in the

DOSIMIS-3 user manual of the SimulationsDienstleis-

tungsZentrum GmbH [5] and is one part of the corre-

sponding DOSIMIS-3 tutorial.
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Figure 2: Simulation model in DOSIMIS-3 (for the basic model see [5]).

Model element Parameter Range

Source system load [54,62]

Shuttle right-of-way strategy {FIFO, Priority to correction route (Prio Corr.)}
Bulk conveyor batch size {1, . . . ,8}

Table 1: Input variables and selected parameter settings.

The analyzed logistics system is an example of a

production process from the electricity industry, which

manufactures consumer goods. The borders of this sys-

tem are the receipt of parts (one source and one queue)

and the exit of goods (one queue and one sink). The

two product parts (A and B) are randomly generated by

the source and conveyed via a shuttle to one of the two

workstations (type A to the upper one and type B to the

lower one) since each workstation can only produce one

product type. In the simulation model, product part type

A is coded with 1 and product part type B with 2.

The quality control of the products is performed in a

separate section, as can be seen in Figure 2. Those prod-

ucts that have some defect must return to one of the two

workstations, depending on the type of product, via a

shuttle based on the disposition of batch lots.

The faulty product parts are marked either with 10

(for type A) or with 20 (for type B). Those that have no

defects leave the model at the sink. At the workstations,

a set-up is necessary between the parts coming from the

source and the faulty parts. As a consequence, there are

high set-up times in the model [5].

The model used in our example is improved by com-

parison to the basic model of the tutorial (the parameter

settings are shown in Figure 2). Therefore, the velocity

(v) of the shuttle, as well as the buffer sizes, are im-

proved, and a bulk conveyer organizes different batch

sizes.

The simulation model is used to check the effects of

different right-of-way strategies of the shuttle (“FIFO”:

First In First Out, or “Prio Corr.”: prioritize correction

route), as well as system loads at the source, and dif-
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ferent batch sizes on the possibility to reach a desired

throughput per hour. In addition, the simulation model

is used to examine the utilization rate of the two work-

stations and to uncover possible bottle-necks in the sys-

tem.

3.2 Response surface model-based LCCs

Based on the described DOSIMIS-3 simulation model,

we apply the procedure model from Section 2 to de-

rive LCCs for the KPIs average throughput and utiliza-
tion rate at the upper workstation. The KPI average

throughput is the average number of parts processed per

hour. The KPI utilization rate is measured as the time

the workstation is in use in percentage, including set-

up times. Each of our simulation runs covers five days

of simulation time with a four hour lead time. As an

advantage of our metamodel-based approach, we can

explore the behavior of these KPIs depending on vari-

ous input variables, here the right-of-way strategy, the

system load, and the batch size.

Figure 3: Settings of system load and batch size used in the

statistical experimental design.

Table 1 contains the possible values these input vari-

ables can be set on in the simulation model. As the

system load may be set on any value in the consid-

ered range from 54 to 62, we get an infinite num-

ber of possible settings. Now, consider reducing the

choice to every integer between 54 and 62, i.e., nine

system loads. Together with the eight possible batch
sizes in {1, . . . ,8} and the two considered right-of-way
strategies, this leads to 144 possible combinations. As

we plan to replicate each considered parameter setting

three times with different random seeds, this would re-

sult in 432 simulation runs.

Figure 4: Scatterplot of average throughput vs. system load.
The black points belong to the right-of-way strategy
“FIFO” while the blue points belong to “Prio Corr.”.

Figure 5: Scatterplot of utilization rates vs. system loads. The
black points belong to right-of-way strategy “FIFO”,
the blue points to “Prio Corr.”.

Instead, using the statistical Design of Experiments

(DoE), we decide on a combination of a Central Com-

posite Design (CCD) with axial points on the box and a

full factorial design for two intermediate levels, which

is to be conducted for each of the two right-of-way
strategies. CCDs are classical design for the fitting of

second-order response surface models [14]. A CCD

consists of a full-factorial design of all combinations of

high and low values (54 and 62 for system load and 1

and 8 for batch size), a center point (system load = 58

and batch size = 4 in our case) and so called axial or star

points. In our chosen design, the axial points are on the

box of the full-factorial design to cover the boundary

area well.

SNE 30(3) – 9/2020



101

Kuhnt et al. Generating LCCs using DES and RSMs

Figure 6: LCCs of average throughput and utilization rate of the upper workstation in dependence of system load, selected batch

sizes, and both right-of-way strategies.

We extend the CCD by adding a full-factorial design

on two medium levels (system load = 56/60 and batch
size = 2/6) to achieve a more space-filling effect. Figure

3 indicates the 13 combinations of values for the sys-
tem load and the batch size. These parameter settings

are used for both right-of-way strategies, resulting in 26

different parameter settings in our experimental design.

Each of these settings is replicated three times. Using a

new random seed for each run, altogether 78 simulation

runs are done, and the KPIs are observed.

Figure 4 and 5 show the average throughputs, and

the utilization rates of the top workstation, respectively

plotted against the system load. It is evident that most of

the points’ average throughputs are close to the related

system loads. However, there are some deviating val-

ues with less than 50 parts per hour in average. For the

utilization rate, a similar phenomenon can be observed.

The outliers of both KPIs are identical and belong ex-

clusively to the right-of-way strategy “FIFO”. In these

runs, a deadlock occurred. We omit the five runs in our

building of LCCs by response surface models as they

obviously display a very different pattern from the be-

havior of the remaining simulation results.

We build linear regression models for the KPIs by

least-square estimation and separately for each right-
of-way strategy. For the remaining input variables sys-
tem load and batch size, a full second-order model of

main effects, quadratic terms, and the interaction term

is fitted [15]. The adjusted determination of coefficients

(R2) measures the goodness-of-fit of a regression model

with possible values between 0 and 1. For the four fitted

models, R2 takes values between 0.84 and 0.95, indicat-

ing a good fit in each case.

Figure 6 contains LCCs for both average through-
put and utilization rate of the upper workstation. They

consist of the models’ predictions (the lines) together

with the 99% prediction intervals (the ribbons). Note,

that we can generate these predictions for all parame-

ter settings within the domain. We are especially not

restricted to batch sizes 1, 2, 4, 6, and 8 only. Here,

we display LCCs for small batch sizes (1 and 2), for a

medium batch size (5) and for batch sizes at the upper

end of our considered range (7 and 8).
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For example, the solid line depicted in Figure 6 for

the average throughput in case of “Prio Corr.” as right-
of-way strategy is calculated by the estimated prediction

equation

average throughputPrio Corr. =−105.766

+5.345 · system load−4.612 ·batch size

−0.043 · system load2 −0.070 ·batch size2

+0.096 · system load ·batch size.

It is obvious that the LCCs vary between batch sizes
and right-of-way strategies. They show what can be

achieved with the different considered variations of the

simulated production process. For example, in case

that a system load of 54 parts per hour has to be pro-

cessed, the average throughput should also equal 54.

This can be achieved with both right-of-way strategies
using only a batch size of 1. However, for larger system
loads, “FIFO” as a right-of-way strategy is not success-

ful. With higher required average throughputs, “Prio

Corr.” needs to be chosen along with increasing batch
sizes. E.g., a system load of 58 requires at least batch
size 5. With an even higher batch size, the utilization
rate can be reduced. The upper limit of considered sys-
tem loads can only successfully be processed by using

at least batch size 8.

3.3 Validation of the procedure model

To validate our procedure model in the case of the

DOSIMIS-3 simulation model, we conduct further sim-

ulation runs. We extend our data set to contain each

combination of system loads with an integer value be-

tween 54 and 62, batch sizes 1, 2, 4, 6, and 8, as well as

the two right-of-way strategies, replicated three times.

Altogether, we end up with 270 simulation runs.

In Figure 7, we have plotted the data points against

the model’s predictions for the average throughput.
Within the additional simulation runs, seven more dead-

locks for right-of-way strategy “FIFO” occurred, which

we exclude for clarity’s sake.

We can see that only a few points do not lie within

the prediction intervals, e.g., for “FIFO”, a system load
of 61 and batch sizes of 4 or 6. The three replications

for each of these two locations, exhibit a greater vari-

ance than most of the other replications, which cannot

be covered by the model. Altogether, the model shows

a good prediction accuracy.

Figure 8 shows the predictions of the utilization rate
of the upper workstation for the same system loads
along with the 99% prediction intervals. For the right-
of-way strategy “Prio Corr.”, all of the points lie within

the prediction interval. For “FIFO” again, a few points

lie outside the interval. However, the overall behavior

of the model seems more than plausible.

4 Summary and outlook
In this paper, we have presented a new procedure model

to obtain LCCs based on simulation models and statis-

tical metamodeling. Although only a few simulation

runs are required, it is possible to describe the sys-

tem behavior and the resulting KPIs depending on dif-

ferent system configurations. Using statistical models

also allows for quantifying the system-inherent uncer-

tainty. With a first example of application, the basic

feasibility and usefulness of the procedure model are

shown. Based on these results, other research is planned

to prove the applicability and the general validity of

the procedure model, also for more complex systems

and further KPIs. Extensions of the approach and new

methodological developments also appear to be useful

with regard to statistical modeling. For example, the

prediction intervals capturing the uncertainty are sym-

metrical in the presented simulation model, although,

the average throughput, in particular, cannot, in gen-

eral, be higher than the system load. Also, the occurring

deadlocks are not pursued further in our investigations.

It is conceivable to define the probability of the occur-

rence of deadlocks as a KPI through suitable metamod-

els and to represent it in LCCs.
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Abstract. Modern industrial production planning and
control (PPC) systems are responsible for supporting
planning decisions on how to optimally produce a given
set of products while minimizing costs and retaining pro-
duction constraints, such as delivery tardiness or off-
times. In recent years, more and more attention has
also been paid on energy efficiency as part of produc-
tion optimization, resulting in competing optimization
targets. In order to solve such complex multi-objective
scheduling problems in practice, metaheuristic methods
are used because of their ability to deliver acceptable
solutions in feasible time. In this paper, we demon-
strate the application of a General Variable Neighbor-
hood Search (GVNS) metaheuristic on a case study of
flow shop scheduling in an industrial bakery in different
scenarios and study the effect of different energy prices
on the planning result. The case study features a simple
production line with thermal processes for baking and
freezing and also incorporates the energy supply system
as well as a model of the thermal building hull. The
metaheuristic is combined with a hybrid discrete/contin-
uous simulation model to evaluate the energy efficiency
of different production scenarios. The hybrid simulation
enables to accurately capture material and energy flow
within the production in an integrated and dynamicman-
ner. Overall, this simulation-based optimization method
is intended to support energy-aware production schedul-
ing in practical applications.

Introduction
Energy efficiency in industrial production has become

an important topic in recent years because of the sub-

stantial potential for energy savings in the industrial

sector [1]. Energy-aware Production Planning and Con-

trol (PPC) strategies can be used to influence energy

demand and energy costs during operation, for exam-

ple by shifting the production of energy-intensive prod-

ucts to the night hours, where energy is often cheaper.

However, it is not sufficient to only consider energy as

an optimization goal. Instead, energy efficiency must

be seen as part of a multi-objective system of pro-

duction targets together with production variables such

as storage costs, throughput times or delivery delays.

Such multi-objective problems with complex, some-

times time-dependent constraints are hard to solve for

real-world problems. Modern solutions often rely on

heuristic or metaheuristic methods [2].

For evaluating the fitness of solution candidates dur-

ing metaheuristic search, simulation-based methods are

gaining interest because they enable to capture com-

plexity of real-world problems including difficult dy-

namic interactions without the limiting assumptions

many other approaches have. However, with regard to

energy optimization, interdisciplinary holistic simula-

tion models are required which include dynamic inter-

actions across engineering domains in order to get an

accurate prediction of the overall energy demand, that

not only includes production machinery, but also tech-

nical building services. For example, heating a produc-

tion oven generates waste heat that is dissipated into

the room and affects heating and cooling energy de-

mand for the building. Similarly, the actual setup time

for preheating the oven depends on different conditions,

including which products have been produced before,

and the setup time affects production throughput and

scheduling. Incorporating energy considerations in pro-

duction logistics simulations with their time-dependent

interactions in an accurate manner requires advanced
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modeling and simulation approaches that combine dis-

crete (product flow) and continuous dynamics (energy

flow). Describing such hybrid discrete/continuous sim-

ulation models in a consistent manner with formally

sound semantics in complex real-world applications is

still challenging [3, 2].

In our work, we aim to support modern PPC tools

in incorporating energy considerations into the plan-

ning process using simulation-based optimization tech-

niques. We present a metaheuristic procedure for

energy-aware optimization of production scheduling,

which employs a dynamic discrete/continuous simula-

tion model for evaluating overall energy demand as well

as material flow, while taking into account dynamic in-

terdependencies across domains. To this end, we have

developed a component-based hybrid simulation tool

based on a formal model description, called hyPDEVS.

The simulation tool includes reusable model compo-

nents that can be used to simulate interdisciplinary pro-

duction systems [4]. The optimization method aims

at sequencing and time scheduling a given list of pro-

duction jobs while minimizing energy demand together

with other production goals. The procedure combines

a Variable Neighborhood Search (VNS) metaheuris-

tic with Variable Neighborhood Descent and Simulated

Annealing (SA) for local search and diversification. We

demonstrate the feasibility of this method on a flow

shop scheduling problem of an industrial bakery. The

simulation model includes a production line with alter-

native paths as well as technical building services for

energy supply and a thermal building model. We com-

pare different scenarios, investigate the effect of vari-

able energy prices and on the planning result and high-

light the potential benefit of considering energy as an

optimization target.

1 Related Work

Since optimization in a complex solution space with si-

multaneous objectives is a difficult problem to solve,

practical multi-objective optimization has spawned a

wealth of approaches and solution methods [5, 6]. A

general overview is given in [7, 8, 9], while [10] fo-

cuses on optimization in the food manufacturing indus-

try. Optimization methods can be categorized in ex-

act methods, such as gradient methods, dynamic pro-

gramming, etc., and approximate/heuristic methods like

greedy heuristics, Simulated Annealing, Evolutionary

Algorithms or Variable Neighborhood Search [11].

According to [10], metaheuristics and customized

multi-objective heuristic approaches are well-suited for

applications in real-life industrial production planning

problems (which typically are NP-hard), in contrast to

exact approaches that require simplified models. Meta-

heuristics allow to explore the search space more ef-

ficiently and effectively, especially if they are tailored

to the individual problem [12]. Different metaheuris-

tic algorithms, such as Evolutionary Computation, Tabu

Search, Particle Swarm Optimization (PSO) or Simu-

lated Annealing (SA) have been successfully applied to

various logistics optimization problems [13]. In previ-

ous work, we have also investigated applying a Genetic

Algorithm on a similar case study [14, 15]. A set of

tuning and customization measures was applied to sig-

nificantly improve performance, including adapting op-

erators for a guided search, and hybridization with Tabu

Search and Pattern Search.

Besides population-based metaheuristics, like Ge-

netic Algorithms, which work with a population of

candidate solutions to concurrently sample different

regions of the solution space, single-solution-based

methods, also called trajectory methods, iterate over

a single solution are more exploitation-oriented and

usually need fewer simulation evaluations, which im-

proves overall computation time. Among these trajec-

tory methods, Variable Neighborhood Search (VNS) al-

gorithms have shown excellent capability for solving

scheduling problems [16]. This is in accordance with

other publications, e.g. [17, 18, 16], which have suc-

cessfully applied VNS for job scheduling problems in

the production domain. In [19], the authors compare

different optimization methods for simulation-based

optimization of production plans, in which VNS also

leads to the best results.

For simulation-based optimization strategies in par-

ticular, several authors employ discrete-event simula-

tions (DES). In [20], the authors combine a DES with

a Genetic Algorithm for energy-oriented machine allo-

cation planning. The DES, however, uses deterministic

energy profiles and only allows very simplified consid-

eration of dynamic energetic interdependencies. It also

does not include production periphery or building fa-

cilities in the energy consumption. Other publications

describe hybrid discrete/continuous simulation for en-

ergy efficiency in production, however, most of these

use them in a scenario-based manner without system-

atic metaheuristic optimization. In [21], a multilevel

simulation is presented to model the material flow to-
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gether with production equipment and energy system.

This includes dynamic coupling across domains, how-

ever, optimizations are conducted manually.

2 Case Study Overview
To evaluate the described method on a real-life exam-

ple, we devised a case study of a production plant.

The case study is a simplified model of a real produc-

tion plant of an industrial bakery that produces baked

goods [4]. The model features a typical production line

with machines, storage and conveyor belts, an energy

supply system with heater and cooler, and a building

model with thermal zones.

Building

Thermal Zone 1

Storage

Mixer

FIFOSplitterBelt

Entity
Source

Oven

Freezer

Belt

Belt

Packaging

Thermal Zone 2

Heater

Provider Provider

Heating
Grid

Electric
Grid

Cooling
Grid

Chiller

Thermal Zone 3 Thermal Zone 4

B
el

t

Figure 1: Production facility consisting of production
machines (blue), logistics components (purple),
technical building services for energy supply (red)
and thermal building zones (green).

The model has been simplified compared to the orig-

inal plant by omitting unnecessary production steps and

other components, in order to reduce problem com-

plexity and simplify parametrization. However, this

does not change the structure or topology of the gen-

eral archetype and therefore does not undermine the

goal of demonstrating the feasibility of the method.

The main critical elements of the production still re-

main in the model, specifically: intertwined continuous

and discrete dynamics, cross-domain modeling with dy-

namic interdependencies, and complex product flow

with splitting, merging and batching. More details on

the simulation are given in Section 4.

The production and logistics components form a

production line for two product variants: baked and

frozen. Baked products pass a oven for baking while

frozen products are frozen directly (in a freezer) with-

out being baked. Both are designed as conveyor belts,

meaning that new entities continuously enter the sta-

tions and leave on the other side. Since these products

share all other stations, only one type of product can be

produced at any time. For both products, respective in-

gredients are being pulled from the storage, after which

they are mixed into a dough, divided into portions (split-

ting) and continue on different conveyor belts. After

baking/freezing, the finished products are packaged in

different quantities.

The building is modelled as a simple thermal com-

partment model with four thermal zones, each repre-

senting a distinct part of the facility: production hall,

plant rooms and cold storage. These zones all have in-

dependent conditioning (for example, the cold storage

is kept at 4 °C) and exchange thermal energy with one

another according to the defined wall topology. They

also exchange thermal energy with the environment, for

which a variable ambient temperature may be specified.

The energy system provides necessary technical

building services, mainly supplying energy for the pro-

duction machines as well as for heating and cooling the

thermal building zones. The energy system is com-

prised of a heater (powered by natural gas) that sup-

plies heat to the oven and building, a chiller (pow-

ered by electricity) that supplies cold to the freezer and

building, as well as respective energy grids responsi-

ble for distributing the energy. The heating and cooling

grids also include thermal energy storage that models

the storage capacity of the grid. All other production

stations receive electric energy from the grid.

The production orders are executed according to a

production schedule (Pplan), which is the main input

vector to specify the production scenario and is the

subject of optimization, which constitutes a flow shop

scheduling problem. In addition to the order starting

times, the Pplan also specifies the start of the setup pro-

cesses for the oven and freezer. During these setup pro-

cesses, the oven (or freezer) is preheated (or cooled) to

the defined operating temperature before the products

arrive at the station. This also implies that, in contrast

to traditional discrete-event material flow simulations,

the setup time is not a fixed parameter, but may change

dynamically during the optimization process.
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The case study further includes a work plan (Aplan)

that specified the production steps and process param-

eters, such as temperature set points, baking time or

batching size. It serves as a look-up table for the indi-

vidual stations and the process parameters may be dif-

ferent for different product types.

3 Optimization Method

Production optimization deals with finding an optimal

combination of production resources, such as equip-

ment, utilities or energy, to achieve a given produc-

tion target in the best possible way. Operative Produc-

tion Planning and Control (PPC) methods consider pro-

duction resources and cost factors to find optimal pro-

duction schedules. To support PPC in practice, mod-

ern APS (Advanced Planning and Scheduling) soft-

ware systems offer integrated resource planning [22].

The complexity of the underlying optimization prob-

lem with multiple competing objectives and complex

constraint conditions suggests using a simulation-based

strategy [23]. Hereby, a simulation model of the sys-

tem under consideration is part of the objective function

and serves as a prescriptive tool to predict and evaluate

the performance of a given scenario. Dynamic simula-

tion allows to consider more complex systems than with

conventional analytical models, especially for highly

time-dependent problems, while offering more accurate

predictions and overall improving planning quality [2].

Recent advances in computational techniques have also

led to an increased interest in simulation-based method-

ologies to solve optimization problems [23].

However, the fact that these methods in general do

not provide closed analytical representations of the ob-

jective function (or its derivatives) prevents straight-

forward deployment of many standard optimization al-

gorithms. Instead, many practical simulation-based

optimization solutions employ metaheuristics that rely

solely on the evaluation of the objective function itself.

These algorithms modify a candidate solution in an iter-

ative manner to find a near-optimal solution until termi-

nation criteria are met. The final solution may not be the

global optimum, but is often good enough in practice.

The overall computation cycle of using the

simulation-based optimization methodology for pro-

duction scheduling in industry is illustrated in Figure 2.

The starting point is a given demand plan (Dplan) spec-

ifying how many of which entities (i.e. products) need

to be delivered when. This Dplan serves as a basis

to generate an initial solution of a production schedule

(Pplan), which is then evaluated using a dynamic simu-

lation model. The results of the simulation are fed back

to the optimization to be evaluated for its fitness us-

ing a specified cost function f (x) (objective function).

Based on this evaluation, the optimization algorithm it-

eratively adapts the solution in order to find the mini-

mum of f (x) subject to constraints. The cycle continues

until certain termination criteria (e.g. fixed number of

iterations, computation time threshold, etc.) are met [2].

Optimization Algorithm
Metaheuristics

Simulation Model
discrete/continuous

x

Pplan

(Scenario)

Dplan

(Input)

Results

(Energy Demand,

Entities Produced)

Figure 2: Simulation optimization cycle. Input is a demand
plan (Dplan) of entities to be produced. The
optimization algorithm generates a production
schedule (Pplan), which is adapted iteratively
based on an evaluation of simulation results [2].

We employ a single-solution metheuristic method

based on a General Variable Neighborhood Search

(VNS) procedure. The VNS [16] is an effective method

guiding a local search by switching between increas-

ingly larger neighborhoods to efficiently explore the so-

lution space. The VNS consists of (1) a shaking phase

that generates randomized perturbations of the solution

for diversifying the search to escape local optima, and

(2) an intensification phase that searches for improve-

ments in the local neighborhood, typically using a local

search procedure. For improving the performance of the

search, the Generalized VNS (GVNS) replaces the lo-

cal search by a Variable Neighborhood Descent (VND)

procedure [24, 25]. The VND is similar to the VNS,

but does not include shaking and thus limits the search

to strict improvements (i.e. descent). It does not use the

same neighborhood structures as the VNS, which offers

more flexibility in tailoring the search procedure to the

problem instance [2].

Algorithm 1 presents an overview of the optimiza-

tion method as pseudocode. After generating a feasi-

ble initial solution x, the VNS component (described

in more detail in Section 3.3) guides a search for im-
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provements over a fixed number of iterations niter by

generating in each iteration a random neighboring solu-

tion x′ (by means of the neighborhood structure Nk(x))
that serves as starting point for the VND that tries to

find a local minimum x′′. If the solution is accepted,

the VNS restarts with neighborhood N1 and the new

starting solution x′′. Otherwise, the neighborhood is en-

larged. The acceptance criterion is based on Simulated

Annealing (SA) [24] for further diversifying the search

by allowing to accept potentially worse solutions dur-

ing the early search phase. Infeasible solutions are also

allowed during the search and are evaluated based on

a penalizing cost function, which is described in Sec-

tion 3.2. For the particular case study, the optimization

vector x contains the job starting times and the setup

time duration for oven and freezer, which allows to op-

timize job sequencing and scheduling as well as setup

processes, which also have an influence on the energy

demand.

Algorithm 1 GVNS/SA algorithm

1: Nk ← set of VNS neighborhood structures

2: x ← InitialSolution()
3: k ← 1

4: i ← 0

5: T ← T0

6: while i ≤ niter do
7: x′ ← shaking(Nk(x)) � random perturbation

8: x′′ ←V ND(x′,Nk) � local improvement search

9: if acceptSA(x′′,x,T ) then � SA criterion

10: x ← x′′

11: k ← 1

12: else
13: k ← (k mod kmax)+1 � next neighborhood

14: end if
15: i ← i+1

16: update T
17: end while

3.1 Initial Solution

An initial solution (function InitialSolution()) is gen-

erated by employing a custom construction heuris-

tic, which takes the jobs from the provided input list

(Dplan), sorts them in increasing order of due date and

then schedules the jobs in this order as soon as possi-

ble (forward scheduling) while considering safety gaps

between jobs as well as setup times. This method en-

sures that no collisions occur, and the initial solution

is feasible to be a valid starting point for the subsequent

improvement search. However, further constraint viola-

tions, such as delivery delay, or energy considerations,

are not checked during this phase.

3.2 Generalized Cost Function

The algorithm allows infeasible solution during the

search process. Constraints are penalized by means of

the generalized cost function

f (x) =ω1 · fdev(x)+ω2 · fen(x)+ω3 · fst(x)+ (1)

+ω4 · fdel(x)+ω5 · fsep(x)

where fdev denotes a penalization for deviating number

of entities produced, fen the energy costs, fst the storage

costs, fdel is a penalization for any potential delivery de-

lay, and fsep penalizes job separation violations. These

part goals are evaluated based on the simulation.

The energy costs fen are calculated by taking the

simulated power supply Ps from each of the external

providers s ∈ Prov, rate them with time-dependent en-

ergy prices cs and accumulate them over time to obtain

the overall energy costs:

fen(x) = ∑
s∈Prov

∑
ti

Ps,ti(x) · (ti+1 − ti) · cs(ti). (2)

This method of using variable energy prices allows to

take into account different effects that have an influence

on the energy price and therefore may potentially influ-

ence the production planning result, like for example

lower energy prices during nighttime, or an additional

photovoltaic system that provides solar energy during

the day. The storage costs fst are determined based on

the time difference between job completion and deliv-

ery due date (given in the demand plan). For more de-

tails, we also refer to [26]. The coefficients ωi > 0 are

weighting factors, which may be adapted by the user

to balance their preferences for individual part goals

and trade-offs in a transparent manner. This weighted

sum method is common for multi-objective optimiza-

tion problems in practice as it is easy to implement and

intuitive for the user. However, the results are often

highly dependent on the weights [9, 2].

3.3 Neighborhood Structures

The general operation of the VNS has been described

in Algorithm 1. It is responsible for diversifying the
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search in a structured way during the shaking phase

by successively changing the neighborhood structures

Nk. These neighborhood structures are usually defined

implicitly by means of operators that modify the solu-

tion. For our case, we have defined four different oper-

ators [2]:

1. OpSwitch: This operator changes the order of jobs

by taking a random number r of successive jobs

(starting from a random position) and moving them

to a different position. Hereby, r is chosen in the

interval r ∈ [1,min{rmax,n}], where n is the overall

number of jobs and rmax changes depending on the

neighborhood k, see Table 1.

2. OpShift: The shifting operator takes a random po-

sition an moves all subsequent jobs by a specified

time tshift, where tshift depends on k.

3. OpChangeSetuptime: Here, the setuptime is

changed by a specified an amount tsetup.

4. OpMerge: The merging operator takes two random

jobs, which are removed by a distance of d, and

which have the same product type and combines

them into one job. Merging jobs has the advan-

tage that it reduces the number of setup processes

and avoids gaps between jobs, thereby increasing

production and energy efficiency.

The VND, which is used in place of a local search pro-

cedure inside the VNS to improve the generated so-

lution in the intensification phase [25], uses the same

basic operations, albeit in different neighborhoods de-

pending on the current VNS neighborhood Nk(x). For

the switching operator, the VND neighborhood contain-

ing all pairs of successive jobs is explored exhaustively.

The same is done with respect to merging. For OpShift,
the VND checks shifting groups of jobs in a binary

search pattern by a set of different times tshift. Similarly

for the setup times, which are being reduced iteratively

by a set of different tsetup. The complete neighborhood

structures used for the case study are presented in Ta-

ble 1.

3.4 Acceptance Criterion

Instead of accepting only improving solutions, a mod-

ified acceptance criterion (acceptSA()) is used that is

based on a Simulated Annealing (SA) method [24, 2].

It enables to further diversify the search and better es-

cape local optima by accepting potentially worse solu-

tions, albeit with decreasing probability as the search

k Operator Shaking VND
1 1 rmax = 2 rmax = 1

2 1 rmax = 4 rmax = 1

3 2 tshift = 8 h tshift ∈ {4,2,−1,0.5} h

4 2 tshift = 12 h tshift ∈ {4,2,−1,0.5} h

5 3 tsetup = 0.5 h tsetup ∈ {0.5,0.25} h

6 4 d = 2 d = 1

Table 1: Neighborhood structures used in the GVNS.

progresses. To be more precise, while an improving so-

lution is always accepted, a deteriorating solution x′′ is

accepted with the probability

pSA = exp
(−( f (x′′)− f (x))/T

)
, (3)

where f is the generalizes cost function (see Sec-

tion 3.2) and T is the temperature that decreases linearly

after every VNS iteration in such a way that T < 10−3

during the last 10% of iterations. This effectively tight-

ens the acceptance criterion as the search progresses un-

til, finally, only improving solutions are accepted at the

end. The temperature T is initialized with T0 accord-

ing to T0 = −ΔSA/ log(0.5), meaning that, initially, a

solution being ΔSA worse than f (x) is accepted with a

probability of 50%.

4 Hybrid Simulation
Hybrid discrete/continuous simulation in the context of

interdisciplinary assessment of energy efficiency in pro-

duction enables both the material flow to be accurately

modelled as Discrete-Event system and the energy flow

by means of differential equations, while also taking

into account dynamic interactions between these do-

mains. Continuous representation of energy flow, as op-

posed to discrete energy profiles, enables to accurately

incorporate transient dynamics, for example the heat-

up process of an oven or the thermal heat capacity of

the building. For hybrid modeling and simulation, we

employ a formal model description, called hyPDEVS,

which is based on the Discrete Event System Specifica-

tion (DEVS) [27].

The hyPDEVS formalism extension aims to incor-

porate continuous model aspects into a discrete-event

model description [28]. It is similar to the DEV&DESS

formalism introduced by Prähofer [27], with the differ-

ence being that it allows improved handling of parallel

and concurrent events (since it is based on the Parallel-

DEVS extension [27]).
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DEVS formalisms follow a component-based

paradigm where the overall model is comprised of in-

dividual components being coupled together. Coupled

systems can be arranged hierarchically, meaning they

can be incorporated just like an atomic into a larger cou-

pled system. This property allows to construct modu-

lar hierarchical (tree-like) models in a component-based

manner [29, 27].

Component-based modeling as a paradigm facili-

tates modularity and separation of concerns for man-

aging the complexity of large-scale simulation mod-

els. Components can implemented as object classes in

an object-oriented programming language [30]. These

classes can then be organized in a library of model com-

ponents, to be instantiated by the user in different con-

texts, thereby facilitating component reuse. Reusing

models is crucial in an attempt to reduce the effort nec-

essary to develop new application models [31, 32]. In

order to retain modularity and reusability, it is strictly

necessary to encapsulate all aspects (in particular dis-

crete and continuous aspects) of a model component

within uniform boundaries. This may become a chal-

lenge when using e.g. co-simulation [33], as this ap-

proach forces the user to split the model into discrete

and continuous sub-models to be implemented by re-

spective simulators [34]. The hyPDEVS specification,

on the other hand, allows to integrate hybrid aspects al-

ready on the atomic level, thereby removing the restric-

tions on hybrid composability.

Based on the described hyPDEVS formalism, a sim-

ulation tool was implemented in C++ [4] together with

a library of model components for modeling produc-

tion systems, which are also used in the case study,

see Figure 1. The production stations, especially oven

and freezer, are modelled as hybrid discrete/continuous

models, where the discrete model is responsible for en-

tity flow and control logic, and the continuous model

handles energy input and conversion. In particular, the

energy conversion follows simple energy balance equa-

tions, including thermal heat capacity of the station, and

generates diffuse waste heat that is dissipated into the

respective thermal zone in the room model. Energy de-

mand for oven and freezer is controlled by a PI con-

troller located inside the component.

The energy model also interacts with the material

flow by means of state events that indicate e.g. when

the oven has reached its target temperature and is ready

to accept entities. More details are described in [29].

The building and energy system components on the

other hand are mainly continuous models (as they do

not directly interact with entities), except for simple

control logics. The building model contains four ther-

mal zones with homogeneous temperature distribution

and calculates heat transfer across the walls between

the zones as well as with the environment. For this, a

temperature profile for the ambient temperature can be

specified as simulation input, which allows to compare

different weather conditions, e.g. summer vs. winter.

For this case study, the ambient temperature is set to

20 °C. A more sophisticated thermal building model has

also been developed for the hyPDEVS simulator [35],

which is, however, not part of this case study. Outside

energy providers supply the energy across the system

boundary to the energy system, which is billed to the

customer using time-dependent energy pricing.

5 Case Study Experiments
To demonstrate the application of the proposed GVN-

S/SA method on the flow shop scheduling case study,

the optimization was implemented as a prototype in

MATLAB and coupled with the standalone hyPDEVS

simulator [36]. Table 2 presents a simplified scenario

of demand (Dplan) needing to be scheduled over the

course of two days (i.e. 48 h simulation time). The ta-

ble lists different orders (coming from customers) with

quantities and delivery due dates (measured from the

start of the simulation). Although realistic demand

plans are usually more complex, simplifying the sce-

nario allows to manually verify the results and check

the algorithm for plausibility.

For the ambient temperature, we consider a real-

world temperature curve presented in Figure 3 and

we compare different energy price profiles cs(t) (see

Equation (2)). The price profiles are depicted in Fig-

ure 4. One electricity price profile c1,real(t) was taken

from real historical electricity spot market data of the

Austrian Energy Exchange (EXAA)1, the other one

c1,const(t) represents its mean value (0.0437 C/kWh)

kept constant over the entire period. The gas price c2(t)
is also constant with 0.04 C/kWh.

Figure 5 depicts the Oven and Freezer allocations

(i.e. number of entities and temperature over time)

of the final optimization result when using the con-

stant energy price profile. The optimization ran for

niter = 50 iterations and the partgoal weights were cho-

1Source: https://www.exaa.at/en/marketdata/
historical-data
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Type Quantity Due Time
Scenario 1 Scenario 2

baked 32 48 h 48 h

baked 8 24 h —

frozen 20 48 h —

baked 4 48 h —

Table 2: Demand plan for the simulated scenario.
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Figure 3: Ambient temperature curve used for the

simulation, based on real data.

sen as ω = (ωi)i=1...5 = (1,2,2,1,1), while the dete-

rioration percentage of the Simulated Annealing (SA)

acceptance criterion was lowered to ΔSA = 0.3.

The result is by and large as expected, with all jobs

being produced as late as possible (due to the storage

costs) and the one job (Job 2 in Table 2) adhering to the

earlier delivery due date. While the overall goal was

improved by 28%, not much energy was be saved in

this case, only about 6%, as there is not much leeway

for shifting or merging jobs. This is also visible in the

cost function plot in Figure 6. While the energy costs

make up the majority of the target value, most of the

improvements are achieved through the storage costs,

which have been lowered by 77%.

Also, the variable ambient temperature itself does
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Figure 4: Energy price profiles, constant and real.

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48
0

2

4

6

8

10

time [h]

O
v
en

/F
re

ez
er

Oven Temp. Freezer Temp. Oven Count Freezer Count

Figure 5: Optimization results for Scenario 1. The dashed

vertical lines indicate job due times.
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Figure 6: Cost function and part goals for Scenario 1.

not have much influence on the optimization result ei-

ther. As further analyses have shown, this is partly due

to the temperature control in the building. On the one

hand, this suppresses any direct influence of the ambient

temperature on the thermal behavior of the production

stations, on the other hand, a (more or less) constant

total amount of energy has to be supplied to heat the

building over the observation period, which is only re-

duced by the waste heat of the stations. However, it is

irrelevant when exactly this waste heat is supplied.

Next, we want to take a deeper look at the influence

the energy has on the planning result. For this, we omit

the storage costs in the target system by setting the re-

spective weight to ω3 = 0. This has the effect that the

oven lots can be produced earlier, together with Job 2

that is due earlier, thereby saving a second setup pro-

cess. Switching the sequence of the oven lots does not

make much of a difference energetically. The result,

which we will call xc for further reference, is shown

in Figure 7.

If we compare this result with the planning result

xr obtained with the real energy price profile c1,real(t),
shown in Figure 8, a different picture emerges. Here,

the jobs are scheduled earlier, especially in the periods
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Figure 7: Oven and Freezer allocation xc for Scenario 1

without storage costs and constant energy price.

with low energy prices, while the periods of high en-

ergy prices are avoided. Especially the oven lots ex-

ploit these valleys, even though the oven continues to

run during these gaps.
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Figure 8: Results xr for Scenario 1 without storage costs and

real energy price (red line).

If we take xc (Figure 7), which only considers a con-

stant energy price, and evaluate it with the realistic vari-

able price profile c1,real(t) (as it would be done in re-

ality), we see that the goal would be about 5% worse

compared to xr, which considers the real energy price

in the optimization, see Table 3.

var. Price const. Price Difference
xr xc

f (x) 27.45 28.82 5%

Table 3: Comparison of Scenario 1 between xr and xc,
showing the cost value evaluated using the real
energy price profile c1,real(t).

The progression of the cost function, depicted

in Figure 9, shows that, compared to the results without

storage costs, it takes more iterations to reach a near-

optimal value, and the overall values are slightly higher.

This will become even more apparent later in Figure 10.
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Figure 9: Cost function, i.e. energy costs, for Scenario 1

without storage costs and real energy price.

The effect of job scheduling depending on the en-

ergy price can be examined more closely by looking

at a single job as defined in Scenario 2 in Table 2. By

sweeping a single job across the planning horizon (start-

ing time x1 = 2 h. . .37 h), we can determine how the

target function changes depending on the starting time.

The result is presented in Figure 10. Both with constant

energy price and real price profile, the target function

has clearly pronounced hills and valleys that correlate

approximately with the ambient temperature. However,

the optimum values do not align, namely x1 = 27 h com-

pared to x1 = 22 h with constant energy price.

What is also noticeable is that the target value is on

average about 9 % higher when using the real energy

profile, compared to the constant value, even though

the mean price over the course of the day is the same,

see Figure 4. These higher energy costs have to do with

the fact that the energy demand is unevenly distributed

throughout the day, not only due to production, but also,

for example, due to intermittent filling of the heat and

cold storage (that are part of the energy system infras-

tructure), which often occurs in times of above-average

energy prices. Even if one could have suspected that

this would balance out over the day, this does not seem

to be the case here [36].

6 Conclusion
The case study results show that including energy con-

siderations and realistic energy pricing into the plan-

ning optimization can potentially reduce overall costs

and provide a better planning result. Although the case

study has been simplified to highlight the essential char-

acteristics, it is easy to imagine applying the described

method to more complex production systems with more
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Figure 10: Target value plotted over the start time sweep,
both for constant energy price and real energy
price profile. The red dots indicate the respective
minima.

diverse material flow and product types, as part of a

practical PPC tool. This makes the optimization prob-

lem even more interesting because of the job comple-

tion times being more difficult to predict due to poten-

tial bottlenecks etc. From the current point of view, the

presented simulation-based approach should also be ap-

plicable for these cases.

Many factors potentially influence the overall en-

ergy demand, which have to be included into the sim-

ulation. The building facilities contribute a significant

portion to that, but also setup times of thermal processes

can be optimized in order to not only save energy, but

also improve production tardiness and reduce storage

costs. These factors, however, have to be considered si-

multaneously, as part of a multi-objective optimization,

instead of individually.

One advantage of the VNS metaheuristic is that it

allows to tailor the operators and neighborhood struc-

tures to the individual problem instance, thereby allow-

ing more efficient search and decreasing computation

time. Neighborhoods (i.e. switching, shifting, etc.) are

explored repeatedly and iteratively instead of sequen-

tially, and the trade-off between exploration and ex-

ploitation can be controlled by the user. In contrast to

population-based approaches, like Genetic Algorithms,

VNS as a single-solution-based methods needs fewer

function evaluations (i.e. simulation runs), which is a

topic of importance for simulation-based methods. In

the future, more extensive comparisons to population-

based methods are planned.

Experiments on the case study have also shown that

the Simulated Annealing (SA) acceptance criterion is

important especially for the merging operator, since, al-

though merging two jobs might be beneficial in the end,

there might sill be a short-term increase in the cost func-

tion (e.g. if the products from the second job are being

produced sooner and therefore increase storage costs).

In the future, VNS parameter and neighborhood cali-

bration might still be improved and even be automated

to directly adjust to the problem instance without the

need for user intervention.

The hyPDEVS-based simulation itself, despite its

hybrid nature, delivers sufficient performance to be fea-

sible for simulation-based optimization tasks with with

a large number of iterations. This has also been tested

with larger real-world case studies, see e.g. [37].
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Abstract.  Production systems in Industry 4.0 are charac-
terized by a high degree of system networking and 
adaptability. They are often characterized by jointed-arm 
robots, which have a high degree of adaptation. Net-
working and adaptivity increase the flexibility of a sys-
tem, but also the complexity of the control, which re-
quires the use of new development methods. In this 
context, the Simulation-Based Control approach, a mod-
el-based design method, and the concept of Reinforce-
ment Learning (RL) are introduced and it is shown how a 
task-based robot control can be learned and executed. 
Afterwards, the time complexity of the Q-learning meth-
od will be examined using the application example of a 
robot-based assembly cell with two differently flexible 
system configurations. It is shown that, depending on the 
system configuration, the time complexity of learning 
can be significantly reduced when using several agents. 
In the studied case, the complexity decreases from ex-
ponential to linear. The modified RL structure is dis-
cussed in detail. 

Introduction 
Production systems of Industry 4.0 have a high degree 
of networking and adaptivity. The latter characterizes 
the flexibility of a system to adapt to changing influ-
ences [1]. Systems are often characterized by jointed-
arm robots which, according to [2], have a high degree 

of flexibility in terms of design and control. Adaptivity 
and networking increase the complexity of the control 
software, which requires the application of new devel-
opment methods. In recent years, similar methods have 
been established under various terms, such as Model-
Based Design (MBD) [3], Rapid Control Prototyping 
(RCP) [4] or Virtual Commissioning (VC) [5]. What 
they have in common is that they are based on a contin-
uous model- and simulation-based development from 
the design to the operation phase. The Simulation-
Based-Control (SBC) approach [6] was developed ade-
quately for this purpose by the Computational Engineer-
ing and Automation research group at the University of 
Applied Sciences in Wismar. This approach was 
adapted in [7] and [8] specifically for task-oriented 
control development for jointed-arm robots. 

In [9], a connection of the SBC approach with ma-
chine learning methods based on Reinforcement Learn-
ing (RL) according to [10] is shown. The RL is defined 
by a structure of at least one agent, which has a learning 
method and an environment. The specific learning 
method is Q-learning. Based on predefined tasks and 
transformation modules, a control strategy is learned 
and automatically transformed into an SBC-compliant 
program. Since Q-learning is a model-free algorithm, it 
can be applied to various problems. However, impracti-
cable computing times result relatively quickly, even 
though learning can often be accelerated for problems 
with limited state space by means of parallel processing 
and binary trees [11]. A significant reduction of the state 
space and, thus, the computational effort is achieved 
with model-based RL approaches [12]. Here the agent 
already has process-relevant knowledge at the beginning 
of the learning process, but thereby loses its universali-
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ty. For problems with large state space, the computing 
time can be reduced by combining artificial neural 
networks (ANN) as function approximators [13], [14]. 
However, this increases the complexity of the software 
architecture. Furthermore, the design and training of the 
ANN requires experience and time. In contrast, the 
simple architecture of the original Q-learning is an ad-
vantage if the computational effort can be mastered. 

In this paper, we investigate how the computing time 
for Q-learning of a task-based robot control can be re-
duced by using several agents. Two differently flexible 
system structures of an assembly cell are considered and 
the time complexity of learning with one agent com-
pared to several agents is analyzed. The learning is 
performed on simulated system environments. The 
generation of an executable robot control based on the 
SBC approach and basics of the RL approach using Q-
learning are discussed in the following background 
section. 

1 Background 
Starting from the adapted SBC framework for articulat-
ed arm robot systems according to [7] and [8], this sec-
tion deals with the principle of integration with a ma-
chine learning process and the basics of RL based on Q-
learning according to [10] and [13]. 

1.1 The SBC Approach 
As shown in Figure 1, an SBC-based robot control is 
layered in analogy to the concept of the Robot Operat-
ing System (ROS) [15]. 

The Control Model (CM) specifies the control strat-
egy by composing predefined basic tasks. The Process 
Model (PM) implements the task transformer based on 
predefined task-specific modules. Additionally, the PM 
maps the state information. The Interface Model (IM) 
implements the interface to the hardware using a robot 
middleware. With the RCV Toolbox for MATLAB ac-
cording to [16] as middleware, SBC-based robot con-
trols can be developed and operated independently of 
robot manufacturers and model-based with 
MATLAB/Simulink. Virtual and real robots can addi-
tionally interact with a virtual process environment in 
the form of a simulation model. 

 

 
 
Figure 1: Structure of an SBC-based robot control. 
 

With the integration of the SBC framework with a 
RL procedure, as introduced in [9], the task-based con-
trol specification of the CM according to formula 2 is 
automatically generated from a sequence of learned 
state/action tuples according to formula 1: 

 , , … , ,  , … , , , ,   ,    (1) 

  … , … , … , …   (2) 
 
Learning takes place offline using a simulated process 
environment. In principle, the learning algorithm could 
also run during the operating phase and adapt the con-
trol strategy in certain time windows if the real-time 
requirements are met. 

1.2 Reinforcement Learning with Q-learning 
method 

Besides supervised and unsupervised learning, the RL 
method forms a third class of machine learning proce-
dures. The goal of RL is to learn a behavioral strategy :  that assigns an action  to each state 

. The RL does not require explicit training data. It 
trains itself using a real or simulated environment ac-
cording to the trial and error principle.  
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The RL is based on a framework as shown in Figure 

2. In model-free RL, the agent only knows the allowed 
action set  at the start of training. The environment is 
defined by different states, . When an action  
takes effect, the environment determines a subsequent 
state  with the state transition model :    and 
computes a reward value  for the current action. 
The subsequent state  and the reward  are sent back 
to the agent. During training, the agent receives infor-
mation about the possible states of the environment and 
the benefits of actions through iterative interaction, and 
gradually learns a behavioral strategy . After comple-
tion of all training episodes, the behavioral strategy  is 
derived from the Q-matrix. 

 

 
 
Figure 2: RL framework with Q-learning method. 
 

Learning takes place in phases, also known as episodes. 
These are independent of each other, always start in an 
initial state  of the environment and end when a target 
state  or abort state  is reached. At the be-
ginning of the training, the agent selects an action  
purely randomly (exploration). As the learning process 
progresses, the agent increasingly uses the knowledge it 
has acquired to select an action (exploitation). The ratio 
of exploration to exploitation is adjusted in the course of 
training. 

Q-learning is based on a table function called Q-
matrix. A matrix element ,  represents the benefit 

 of an action  when it is performed in the state  of 
the environment. From the cardinality | | follows the 
column dimension of . The row dimension of  grows 
dynamically during the training with the number of 
states explored.  

The data of explored states are stored in an indexed 
data structure  based on the row index of . This 
allows the agent to clearly recognize already explored 
states. The first episode of the training starts with an 
empty Q-matrix and an empty data structure. Subse-
quent episodes build on the already acquired knowledge 
in  and . After each interaction with the environ-
ment, the agent checks whether the received state  is 
known. If not, the Q-matrix is extended by a new row 
and the state data are added to the data structure . 
The successive adjustment of the Q-values results from 
formula 3 according to [13]: 

 , ,  max , ,  
(3) 

 
The updated Q-value of the current state/action tuple   ,  is calculated from the previous Q-value, the cur-

rently received reward , and the maximum Q-value of 
all possible actions in the currently received subsequent 
state . The influence of the individual variables is 
determined by the hyperparameters: (i) discount factor  
and (ii) learning rate . The discount factor controls the 
influence of rewards expected in the future and the 
learning rate controls the influence of the current obser-
vation. In environments with deterministic behavior, a 
high learning rate can be applied with up to 1.  

2  Application Example 
An automated assembly cell (AC) with an articulated 
arm robot for the production of different assemblies is 
considered as an example. By means of RL, product-
compliant assembly sequences are to be learned, on the 
basis of which robot controls can be generated accord-
ing to Section 1.1. Figure 3 shows the system layout of 
the AC. The AC consists of the articulated arm robot 
(R), an assembly station (AS) and a belt conveyor (BC). 
The BC feeds input parts from upstream production 
sections and serves as a transfer zone (TZ) to the robot. 
Depending on the specific system configuration, differ-
ent numbers of transfer locations (TL) are possible, 
which influences the system flexibility. Unused input 
parts and assembled modules are automatically re-
moved. The sequence in which the individual parts enter 
the AC is unknown and is assumed to be random. 
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Figure 4 shows an example of an assembled module 

as an exploded view, whose assembly is examined be-
low for two system variants of the AC: 

 
1. Minimum variant with only one TL as TZ and 
2. Variant with three TLs as TZ. 
 

 
 
Figure 3: System layout of the assembly cell with maxi-

mum three TLs as TZ. 
 

 
 
Figure 4: Exploded view of an assembled module ac-

cording to [7]. 
 

For the desired complexity consideration, the as-
sembly is reduced to a pick & place application. The 
assembly of the module in Figure 4 is subject to six 
rules. Four of the rules are shown in [7]. Rules 5 and 6 
were added: 

1. Base plate (1) must be mounted first. 
2. Pins (4, 5) may only be mounted after cover (7). 
3. Comprehensive parts must be mounted after en-

closed parts. 
4. The glass cover (8) must be mounted last. 
5. Each part is only assembled once and the pins (4, 5) 

are not identical. 
6. Gripping attempts on empty TLs of the TZ are 

prohibited. 

In the following two sections, the learning of an assem-
bly strategy with first one agent for both system variants 
and then using several agents for the second variant is 
examined. 

3 Learning with one Agent 
According to Section 1.2, the RL framework consists of 
an agent and an environment. In the application case 
under study, the robot forms the agent and the BC and 
AS form the environment. In this section, the learning 
of an assembly strategy based on this RL framework is 
examined for the two system variants of the AC. 

3.1 System variant with one TL as TZ 
In the case of only one TL, the robot has two possible 
actions 0,1 . The action  0 encodes the task 
None and the action 1 encodes the task 
Pick&Place. The state of the environment results from 
the TZ allocation and the assembly state of the module 
on the AS. In the case of only one TL, there are nine 
possible states of the TZ with 0,1, … 8 . The 
state value 0 stands for no component and the values 
greater than zero for a component according to the part 
numbers in Figure 4. The final assembled module con-
sists of eight individual parts. Accordingly, the assem-
bly state on the AS can be represented by an 8-tuple. 
Each tuple element describes the non-assembly or as-
sembly of a component by the values 0,1, … ,8. 

A state  of the entire environment is, therefore, 
described by a 9-tuple. The first eight elements describe 
the assembly state on the AS and the ninth element the 
state of the TZ. Figure 5 shows the representation of 
states  of the environment with a state vector (SV). 
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State  represents the initial state,  a possible later 

subsequent state and  the target state. The indi-
cated state  encodes an assembly of the components’ 
base plate and labyrinth as well as the allocation of the 
TZ with a component glass lid. The target state  
is reached when the first eight elements of  are not 
equal to zero. The character  in the initial and target 
state stands for any state  of the TZ. 

 

 
Figure 5: Mapping of the state as a state vector (SV). 
 

The environment reacts to an action  of the agent, 
as shown in Figure 2, with a reward value  and a sub-
sequent state . The reward model  of the environ-
ment defines three possible rewards for an action 1 
based on the six assembly rules according to Section 2: 

 
• , if the action is not allowed, 
• 0, if the action is allowed and  and  
• 1, if the action is allowed and . 
 

The action 0, i.e. a refusal to mount the component 
on the TL, always leads to the reward value 0. 

The state transition model  works according to the 
Markov Decision Process (MDP) paradigm. Listing 1 
shows the specification of  in MATLAB pseudocode. 

 
%A={0,1} action set of the agent 
1  num_parts = 8; 
2  idx = num_parts + 1; 
3  a = action(agent); %current action 
%Pick&Place only 
4  if a > 0 
5    SV(SV(idx)) = SV(idx); 
6    SV(idx)     = 0; 
7  end 
%Pick&Place and None 
8  SV(idx) = randi(num_parts +1) – 1; 

 
Listing 1: State transition model for an TZ with one TL. 
 

With a permitted action 1 (Pick&Place), the 
last element of the SV that represents the part in the TC 
is restored according to its value in the SV (lines 4-7), 
thereby updating the assembly state. In addition, for 
each allowed action 1 or 0 the last element of 
SV is assigned a random integer value from the interval 0, _ , which represents a new input part in 
the TC (line 8). 

Each episode starts with the transfer of a start state 
 of the environment to the agent. A reward is not 

transferred at the beginning of an episode. Learning is 
done as described in Section 1.2. The column dimension 
of the Q-matrix corresponds to the cardinality of the 
action set |A| 2. An episode ends when the agent 
receives a reward, 1,  from the environment. The 
training must include enough episodes to learn a strate-
gy, . It should be noted that, with the random genera-
tion of new input parts in the TZ, the state transition 
model  is subject to stochastic influences. 

Without assembly rules, this system structure results 
in 2 1  states of the environment depending 
on the number of parts  to be assembled. Due to as-
sembly rules, the number of states is considerably re-
duced. For the assembly under consideration with eight 
components, 144 states result according to [7]. 

The complexity of an algorithm as a function of the 
input data is described with the big  notation [17]. An 
empirical analysis showed that a linear time complexity 

 of the learning process resulted depending on the 
number of components, , to be assembled. The compu-
ting time for learning an assembly strategy was less than 
one hour on a standard PC with an implementation in 
MATLAB. 

3.2 System variant with three TLs as TZ 
In the variant with three TLs the allocation of the TZ is 
analogous to a shift register. In fixed time units, the BC 
moves one position to the right. The robot always has 
access to all three TLs. This results in four possible 
actions for the robot, A 0,1,2,3 . The action a 0 
again encodes the task None and the other three actions 
encode the task Pick&Place with different parameteri-
zation depending on the TL to be approached. 

The state of the environment expands by two ele-
ments to an 11-tuple. The first eight elements describe 
the assembly state on the AS. The other three elements 
each describe the non-occupancy or occupancy of a TL.  
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Due to the three TLs, the number of possible states 

of the environment increases. For the TZ with three TLs 
and eight possible input parts, as well as the case of 
non-occupancy of a TL, results in 729 states  
with 0,0,0 , 1,0,0 , … , 5,1,1 . The values 1 
to 8 encode a component according to the part numbers 
in Figure 4 and the value 0 encodes the non-occupancy 
of a TL. 

The calculation of rewards r  is analogous to the 
variant with only one TL. The state transition model , 
which has been extended to a TZ with three TLs, shows 
Listing 2. 

 

%A={0,1,2,3} action set of the agent 
1  num_parts = 8; 
2  a = action(Agent); //current action 
3  idx = a + num_parts; 
//Pick&Place only 
4  if a > 0 
5    SV(SV(idx)) = SV(idx); 
6    SV(idx) = 0; 
7  end 
%Pick&Place and None 
%Move TL allocations (TL1 TL2 TL3) 
%cardinality |A| is 4 
8  for k = |A| -1 : -1 : 2 
9    idx = k + num_parts; 
10   SV(idx) = SV(idx -1) 
11 end 
%generate new input part on TL1 
12 idx = num_parts + 1; 
13 SV(idx) = rand_i(num_parts +1) – 1; 

 
Listing 2: State transition model for the TZ with three 

TLs. 

The 11-tuple representing the state of the environment is 
again implemented as a state vector (SV). If the agent 
selects a permitted action a 1,2,3  for a Pick&Place 
task (line 2), the input part is taken from the correspond-
ing TL in the TZ and mounted at the AS by the robot 
(line 4-7). Subsequently, for each allowed action a1,2,3  of the robot, the shift register movement is real-
ized by the BC (lines 8-11) and a new input part is ran-
domly generated in the form of an integer value in the 
interval 0, _  for the first TL in the TZ (lines 
12-13). 

Learning a behavioral strategy  is analogous to the 
representation in Section 3.1. However, despite the 
applicable assembly rules, the state space of the envi-
ronment increases exponentially with 144 9 9=11644 
states.  

The complexity of the learning algorithm corre-
sponds to  with  the number of components to be 
assembled and  the number of TLs in the TZ. In an 
empirical study, the computing time was about 10 hours 
and it was about ten times longer than the computing 
time for the variant with only one TL. 

4 Learning with Multiple Agents 
Based on the structure of the application problem, a 
multi-agent approach to reduce the computing time 
appears to be appropriate for the second system variant 
with three TLs in the TZ. Figure 6 shows an RL frame-
work consisting of three agents, an environment, and a 
management component. 

 

 
 

Figure 6: RL framework with multiple agents. 
 

The three agents are identical. Their structure and be-
havior correspond to the individual agent in Section 3.1, 
and their action set 0,1  represents the two tasks 
None and Pick&Place. The models  and  of the envi-
ronment correspond to the representation in Section 3.2. 
Accordingly, the environment reacts to the action set 0,1,2,3 . In contrast to the original RL framework, 
the agents and the environment do not communicate 
directly with each other, but via the intermediate man-
agement. The management decomposes each state  as 
shown in Figure 7. The first eight elements of , which 
encode the assembly state on the AS, are passed on to 
all three agents. From the ninth to the tenth element, 
which code the allocation of the three TLs in the TC, 
each agent only receives the state of one TL at a time. 
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This reduces the state space from the viewpoint of 

each individual agent to 144 states, analogous to the 
agent in Section 3.1. 

 

 
 
Figure 7: Decomposition of a next state  of the envi-

ronment by the management. 
 

An episode begins with the decomposition of the ini-
tial state  of the environment by the management, 
analogous to Figure 7. Then, the management sends to 
each agent  the corresponding reduced state vector 

, as shown in Figure 6. Each agent reacts individually 
with an action 0,1 . The management selects one 
of the three actions according to the following criteria: 
 

1. An action 1 (Pick&Place) is preferred over an 
action 0 (None). 

2. If several agents send an action 1, the agent 
with the highest index   is selected. The prioritiza-
tion of the agents follows from the way the TZ 
works as a shift register. Parts on the second and first 
TL are still available in the next and next but one 
cycle. According to Figure 7,  1 has the low-
est priority and  3 the highest. 

 
The management remembers the selected agent. If an 
action 0 was selected, the action is forwarded to the 
environment unchanged. If an action 1 was select-
ed, the action is converted into a value of the action set 1,2,3  based on the index  of the agent and sent to 
the environment as action . The environment reacts to 
the action with a reward   and a follow-up state . 
These are calculated with the reward model   as well 
as the state transition model  according to Section 3.2. 

The management sends the reward  as  to the 
agent , whose action was selected before. The other 
agents receive an empty reward value. An empty reward 
means that there is no learning for the agent in this itera-
tion step because its action has been discarded. The 
subsequent state  is decomposed by management as 
described and the reduced states  are sent to the 
agents. Each agent learns a behavior strategy  relat-
ed to the TL assigned to it. Finally, an overall assembly 
strategy  is derived from the individual strategies. 

The number of necessary episodes is hardly different 
from learning with one agent. Since only one agent is 
active in each iteration step, the state space to be ana-
lyzed has a maximum of 144 states. The empirical in-
vestigations revealed a linear complexity  of learn-
ing depending on the number  of components to be 
assembled. The multi-agent approach is scalable regard-
ing the selection of components in the TZ and the com-
plexity is, therefore, independent of the number of TLs. 
The computing time requirement is reduced to about 
one hour. 

5 Conclusion and Outlook 
Starting from the basics of RL using the method of Q-
learning and the model-based SBC approach, it was 
shown how, in principle, a task-based control can be 
learned and executed. 

Subsequently, the learning of a typical pick and 
place strategy for two differently flexible system struc-
tures was considered using the example of a robot-based 
assembly cell. The focus of the consideration was the 
time complexity of learning. For the simple system 
structure with binary selection option, it was found that 
the learning algorithm has a linear complexity  
depending on the number  of assembled components. 
In contrast, the second system structure with  many 
simultaneous choices per assembly step had an expo-
nential complexity  of learning. 

As a result, an RL multi-agent framework with the 
Q-learning method was designed for the second system 
structure. It could be shown that, for learning with the 
multi-agent approach, a linear complexity  results 
as a function of the number  of components to be as-
sembled and that the complexity is independent of the 
number of simultaneous choices due to the scalability of 
the approach. 
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The application example under study is character-

ized by learning an assembly sequence that conforms to 
the assembly. The different system structures were 
purposefully modelled as environments for the RL ac-
cording to the MDP paradigm. In subsequent investiga-
tions, further influencing variables of a production pro-
cess are to be taken into account during learning, such 
as the introduction of input parts as a function of buffer 
capacities. This requires the integration of the RL with a 
more complex dynamic simulation model of the produc-
tion, which was not explicitly developed according to 
the MDP paradigm. Conceptual approaches for such 
simulation-based RL experiments are presented in 
Schmidt [18] and Adams [19]. 
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Abstract. Cellular Automata are a simple, yet powerful
modeling and simulation technique, easily employed if
the system to be examined consists of a set of uniform
entities that are located in a neighborhood relation to
each other. The simple structure and fast execution of
Cellular Automata allow for very large models, their in-
herent parallelism enables a comparatively simple paral-
lelization.
This paper gives an overview on the concepts of Cellular
Automata-based modeling and simulation, with a spe-
cial focus on neighhorhood concepts, border types, and
transition functions, and describes current applications
of the paradigm in the areas of the simulation of trans-
portation networks, additive manufacturing, as well as
urban growth and development. It is aimed at students
of the craft as well as practitioners who might want to
take a look beyond the GUI of their modeling tools.

Introduction
Beyond their application in simulation modelling, Cel-

lular Automata (CA) are also studied in other areas

of computer science, in mathematics, biology, and

physics. CA generally consist of a regular grid of ho-

mogenous cells, each of which is assigned one of a fi-

nite set of states. A cell changes its state over time based

on a transition function – which in turn is determined by

the states of a set of other cells, the original cell’s neigh-

borhood.

The core concepts of CA were developed in the

1960s by John von Neumann (see [27]) as a tool to for-

mally model self-reproducing biological systems (see

[24]). In the 1970s they were developed further, with

the aim to examine what was then called “artificial life”

– the best known artifact of that period probably is Con-

way’s Game of Life (see [6]). It was shown that CA are

capable of self-reproduction in a way that is sufficient

to support a universal computer – they are thus Turing

complete (see [24]).

While CA today are applied in a number of do-

mains, for example fault-tolerant quantum computing

(see [25]), image encryption (see [19]), modeling of

epidemic spreading (see [17]), and object detection in

computer vision (see [21]), this paper takes a closer

look at their application in the area of modeling and

simulation.

In many application fields in the simulation area,

CA have been superseded by agent-based modeling and

simulation. However, some advantages remain: their

simple structure and extremely fast execution allow for

very large models, their inherent parallelism enables a

comparatively simple parallelization. CA can also be

used for high-performance simulation of environments

for agent-based models.

This paper gives an introduction on the use of CA

in modeling and simulation; it explains both the fun-

damentals of the technique as well as its applications

during the last few years.

The paper continues with a short recap of the basics

of simulation modeling (see Section 1), followed by an

introduction of CA with a focus on neighborhood con-

cepts and transition functions (see Section 2). It then

reports on current applications in modeling and simula-

tion, specifically in the areas of transportation networks,

additive manufacturing processes, and urban develop-

ment simulation (see Section 3). The paper concludes

with a short summary of the lessons learned (see Sec-

tion 4).

1 Simulation Modeling

The term simulation can cover a wide variety of pro-

cesses and models. In its broadest definition, simula-

tion simply refers to the performance of experiments
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on a model in order to make statements about the be-

haviour of a real system or process (see [16]). A nar-

rower definition of simulation, which is slightly adapted

and also used for this work, is formulated by Ingalls (see

[8]): Simulation is the performance of experiments on a

dynamic and stochastic model with the aim of making

statements about the behaviour of a real dynamic and

stochastic system or process. Dynamic in this context

means that the behavior of the system – and thus of the

model – changes over time, while stochastic means that

the behavior can be influenced by random variables.

This allows simulation models to be distinguished

from (mathematical) analytical models, such as opti-

mization models. Analytical models try to formulate

correlations of real systems as sets of mathematical

equations. This formulation usually requires the defi-

nition of rigid specifications, for example fixed travel

times between stops in transit models, in order to ob-

tain manageable models. If, however, the system under

consideration meets the requirements, the application

of the analytical model always leads to a valid solution.

Simulation models, on the other hand, attempt to model

the behaviour of the real system as complex behavioral

and decision-making processes. This may no longer

guarantee that the solution obtained represents an op-

timum, but allows to represent dynamic and stochastic

behaviour (see [12]).

The group of dynamic and stochastic systems in-

cludes, for example, technical systems and transporta-

tion systems – simulation models are indispensable re-

search tools in those areas. Typically, discrete simu-

lation methods are used to represent such systems, for

example CA-based, event-based (see [26]), or agent-

based (see [15]) simulation. These paradigms differ in

the specific way they represent system components and

their interdependencies, as well as in the specific rep-

resentation of concepts such as time progress. In any

case the modeler has to decide which system compo-

nents and interrelations are critical for representing the

behaviour of interest, and which modeling methods are

most appropriate (see [12]).

2 Cellular Automata

If the system to be simulated consists of a set of uni-

form entities that are located in a (geographical) neigh-

borhood relation to each other, Cellular Automata can

be employed easily and efficiently.

Figure 1: Cellular Automaton Z = (L̃, S̃,N, f̃ ) consisting of a
regular, two-dimensional grid L̃ of square-shaped
cells z ∈ L̃ with state s from the set of states S̃ and
with a transition function f̃ that is dependent on a
neighborhood N(z).

2.1 Introduction

A Cellular Automaton Z = (L̃, S̃,N, f̃ ) is a (infinite) reg-

ular grid L̃ of cells z ∈ L̃, each of which may be in any

state s from the finite set of states S̃ (see Figure 1). The

state of a cell changes over time based on a transition

function f̃ . Each cell z forms a neighborhood with a

finite set of other cells N(z) = {i ∈ L̃|z− i ∈ N}. The

characteristics of that neighborhood are determined by

the set of permissible neighborhood indices N. This set

of indices in turn depends primarily on the spatial dis-

cretization of the model. In principle, such a lattice ge-

ometry can have any number of dimensions; typically,

in practical applications one, two, or three dimensional

lattices are used. The lattice geometry also defines the

shape of the cells. Any cell shape that guarantees the

regularity of the grid is conceivable; frequently encoun-

tered cell shapes are: square, triangular, or hexagonal.

For a more detailed description of these concepts see

[28].

2.2 Neighborhood Concepts

Figure 2 shows the frequently encountered von Neu-

mann and Moore neighborhood concepts in the context

of a number of lattice geometries. As can be seen, the

cells of a von Neumann neighborhood of a cell z share

a whole edge of the lattice with z. The Moore neighbor-

hood, on the other hand, also includes all cells that have

only one corner point in common with z.

Depending on the characteristics of the system to be

modeled, the neighborhood of a cell may not necessar-

ily include only direct neighbors – i.e. cells with dis-

tance 1 – but may also include cells further away. That

might be useful, if obstacles further away, for example
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Figure 2: Two often used neighborhood concepts: Von
Neumann neighborhoods with shared edges and
Moore neighborhoods with shared edges and
corner points.

upcoming traffic signals in a public transit simulation,

have to be taken into account.

In some models, it is beneficial to define distinct

input and output neighborhoods: a cell takes its in-

put from its input neighborhood, while making its state

available to the cells of its output neighborhood (see

[24]).

For practical applications, the maximum expansion

of the grid is usually limited, which makes a specific

consideration of border cells necessary. Usually, three

different types of border cells are distinguished:

• With periodic borders, opposite sides of the grid

are adjacent;

• In case of reflecting borders the border cells reflect

the state of the inner cell opposite them; and

• With fixed state borders, the border cells are as-

signed a fixed state each, which does not change

over the course of the simulation.

The grid boundary does not necessarily have to consist

of a single border type, but can combine different types.

2.3 Transition Functions

When modeling the lattice geometry, decisions have to

be made regarding the time progress and the transition

function of the CA. In CA the simulation time pro-

gresses in fixed increments δ t between discrete points

in time. At each simulation time t the configuration

C̃t : L̃ → S̃ assigns a current state to each cell of the

grid. The configuration C̃0 designates the start config-

uration of the CA specified by the modeler. To update

the model state over simulation time, a transition func-

tion f̃ : ˜S|N| → S̃ transfers the configuration C̃t into the

configuration C̃t+1 as shown in Equation 1.

C̃t+1(z) = f̃ ({C̃t(i)|i ∈ N(z)}) ∀z ∈ L̃ (1)

The transition function is the model characteristic

that pivotally determines the behavior of the CA. It de-

pends on the lattice geometry, the type and size of the

neighborhood, as well as the number of possible states;

its specific design has to be determined together with

these model components based on the objectives of the

investigation.

Generally, two types of transition functions exist: In

a deterministic transition function, state transitions are

directly determined by the state of the affected cell and

the states of its neighbors. With probabilistic transi-
tion functions, the state transition to be applied in each

simulation time step is randomly selected from a set of

potential state transitions.

Due to the close relationship between lattice ge-

ometry, neighborhood, and transition function, spatial

and temporal discretization are directly related in CA.

Specifically, a decision on the cell dimensions has a di-

rect influence on the size of the time increment δ t. If,

for example, a cell length of 30 meters – about one rail

car length – is selected for the simulation of light rail

systems, a vehicle entity can only move by multiples of

these 30 meters within one simulation step. The dura-

tion of δ t has to be assigned accordingly. As a result

of these considerations, the duration of one simulation

step might be set to correspond to four seconds in the

real system (see [10] and [14]), so that vehicles moving

at velocities of 0, 27, 54, and 81 kilometers per hour can

be represented.

The tight interdependencies beween spatial and tem-

poral dimensions do not arise with event-based and

agent-based simulation methods, and are one main dis-

advantage of CA models.

3 Applications

CA-based modeling and simulation is utilized in a large

variety of subjects. In the following, three areas are

examined: the simulation of transportation networks,

where CA-based explanatory and predictive models

are employed since the 1990s; additive manufacturing,

where simulation models help to understand how metal
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powders are melted by a focused laser beam; and ur-

ban growth, where simulation studies help to predict

how metropolitan regions might develop and how cli-

mate change-related effects will impact them.

3.1 Simulation of Transportation Networks

One-dimensional CA seem to be a natural choice to

model linear transportation infrastructure, for exam-

ple roads or railways. The CA-based examination of

transportation phenomena started out with Nagel and

Schreckenberg (see [18]) in 1992. They used a sim-

ple CA model with periodic borders representing a cir-

cular roadway to explain the development of sponta-

neous congestion forming without an external cause,

for example an accident or construction site. They

showed that such congestion can form on roads with

high-density traffic when cars slow down to avoid col-

liding with the preceeding vehicle. Resulting from a

driver’s non-zero reaction time when the preeceding

car eventually accelerates, a ripple effect emerges that

slowly moves backwards through the stream of suc-

ceeding cars.

The Nagel/Schreckenberg model has continously

been extended and repurposed. In a recent study, Iwan

et al. (see [9]) extend the basic configuration to estimate

the environmental impact of unloading bays in city cen-

ters. They state that such unloading bays are a simple

and effective solution to reduce the congestion result-

ing from urban freight transport and support that argu-

ment with results from CA-based experiments. Their

experiments with models of the city centers of Szczecin,

Poland and Oslo, Norway show a significant impact of

the integration of unloading bays on reducing negative

environmental effects of urban freight transport: In time

periods with a high ratio of freight vehicles – typically

in the mornings – pollutants can be reduced by 15-18

percent by providing adequate unloading bays.

In another road traffic-related application, Wu et al.

(see [29]) examine a number of warning systems aimed

at helping drivers to decide on whether to stop or go

when a green traffic light turns to red right in front of

them. They construct a set of scenarios regarding com-

binations of warning measures and devise a CA-based

model to evaluate them. They find that a combination of

pavement markings and flashing yellow auxilliary lights

consistently provide the lowest probability of rear end

crashes.

In addition to examining road traffic phenomena, a

tradition exists of examining ship traffic in harbors and

waterways using CA simulation models. Liu, Zhou, and

Wang (see [13]) start out with a rather basic simulation

model of the traffic flow in single-lane waterways, with

Feng (see [4]) adding the representation of length and

velocity of different ship types, as well as multi-lane

and bottlenecked waterways. Qi, Zheng, and Gang (see

[20]) add a more complex system of spatial representa-

tion and find that their model maps the ship traffic in the

Singapore Strait satisfactionally.

3.2 Simulation of Additive Manufacturing
Processes

Additive manufacturing (AM) is a set of relatively new

technologies to individually fabricate complex parts

without expensive individual tooling or set-up cost. One

method of AM is selective laser melting, where thin

layers of metal powder are one by one melted by a

focused laser beam. In this area, understanding and

predicting microstructures of manufactured materials

and their behavior has seen significant research focus.

Both two-dimensional and three-dimensional CAs are

applied here, the former to simulate individual layers,

the latter to examine the whole structure.

Zinoviev et al. (see [30]) develop a two-

dimensional, CA-based model that provides a realistic

prediction of the evolution of layers of grain structure

produced by multiple beam passes during laser melting.

Their simulation model yields typical phenomena found

in real-world data, for example grain growth compe-

tition, through-the-thickness grain growth, and texture

formation. They note that, to fully explore the charac-

teristics of the built-up of grain structure, a 3D model

would have to be developed.

Rai, Markl, and Körner (see [22]) start out on an-

other approach to simulate grain structure evolution

based on a combined 2D CA–Lattice Boltzman model.

Their complex model represents a set of major aspects

of AM, including random powder layer generation,

electron beam energy absorption, evaporation, capillar-

ity and wetting, meltpool dynamics, temperature evo-

lution, and grain solidification. Akram et al. (see

[1]) specifically examine the solidification texture of

melted metal powder. Understanding that phenomenon

can provide a pathway to better understand and control

these features, leading to a stream-lined process with

better results.

Taking the step from examining individual layers to

modeling the whole AM process, Zinovieva, Zinoviev,

and Ploshikhin (see [31]) develop a 3D model com-
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bining CA with the finite difference method: The CA

model is used to simulate the evolution of grain struc-

ture in the solidification processes, while the coupled fi-

nite difference method describes the thermal processes

in the course of the laser passing through the powder.

They specifially examine the creation of titanium parts

and find the simulation results reproducing the main

features of the observed process. They conclude that

their model can be applied to understand the variability

in the AM process and the resulting titanium parts.

3.3 Simulation of Urban Growth and
Development

During the last few years, the examination of urban

growth and development using simulation models has

seen strong research attention. Two-dimensional CA

are obvious candidates for the spatially explicit simu-

lation of land-use and land-cover changes.

Based on urban growth models developed by

Clarke, Hoppen, and Gaydos (see [3]) in the 1990s,

Sakieh et al. (see [23]) examine cause-effect relation-

ships of urban growth using the example of Karaj, an

Iranian city that experienced a substantial increase in

urban sprawl during the last three decades. Following

on model validation using historical data, they predict

urban growth scenarios up to the year 2040, including

extensive growth as well as more compact development

patterns. They find that, should urban development not

be reigned in, the urban land-use in Karaj will grow

drastically in the cause of the next two decades. In a

similar study, Liao et al. (see [11]) demonstrate the ap-

plicability of CA to predict urban growth using the city

of Xiamen, China as an example. With good results,

Feng, Liu, and Batty (see [5]) apply a more complex

CA model to hindcast growth patterns in the Shanghai

Qingpu–Songjiang area of China.

To model extreme weather events caused by climate

change, urban development models can be augmented

by CA-based models of fluvial and pluvial flooding, as

described by Guidolin et al. (see [7]).

Moving from conducting individual case stud-

ies to preparing meta-analyses and literature reviews,

Berberoglu, Akin, and Clarke (see [2]) compare a sim-

ilar CA model to a number of other methods aimed to

assess and predict urban growth based on a model of the

city of Adana, Turkey. They compare the simulation re-

sults to satellite and aerial images and find that the CA

model yields the most exact results. Some weaknesses

remain: namely in the quantitative aspect and the in-

ability to include the driving forces of urban growth in

the model. They recommend to overcome these weak-

nesses by combining CA with other quantitative ap-

proaches, such as Markov chains and frequency ratio

models.

4 Conclusion

This paper presented an overview on Cellular

Automata-based modeling and simulation, describing

neighhorhood concepts, border types, and transition

functions. It shared some current applications of the

paradigm in the areas of the simulation of transporta-

tion networks, additive manufacturing, as well as urban

growth and development.

Cellular Automata are an elegant, simple, and pow-

erful modeling and simulation technique, naturally em-

ployed if the system to be examined consists of a set of

uniform entities located in a one- or more-dimensional

neighborhood relation to each other. CA-based simula-

tion models have been applied in many research fields

for their explanatory power as well as for their high ex-

ecution performance.

In the sixth decade since their inception by John von

Neumann, researchers and practitioners find new ap-

plications and gain new knowledge through the explo-

ration and utilization of Cellular Automata. It should be

fascinating to watch what the future will bring for them.
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Ch. Deatcu, christina.deatcu@hs-wismar.de 

Web EUROSIM I. Husinsky, Irmgard.husinsky@tuwien.ac.at 
Last data update April 2020 

 

ASIM is organising / co-organising the following interna-
tional conferences: 
• ASIM Int. Conference ‘Simulation in Production 

and Logistics’ – biannual 
• ASIM ‘Symposium Simulation Technique’  

– biannual 
• MATHMOD Int. Vienna Conference on  

Mathmatical Modelling – triennial 
 
Furthermore, ASIM is co-sponsor of WSC - Winter Simu-
lation Conference, of SCS conferences SpringSim and 
SummerSim, and of I3M and Simutech conference series. 
 

ASIM Working Committees 

GMMS Methods in Modelling and Simulation 
Th. Pawletta, thorsten.pawletta@hs-wismar.de 

SUG 
Simulation in Environmental Systems 
Jochen Wittmann,  
wittmann@informatik.uni-hamburg.de 

STS Simulation of Technical Systems 
Walter Commerell, commerell@hs-ulm.de 

SPL Simulation in Production and Logistics 
Sigrid Wenzel, s.wenzel@uni-kassel.de 

EDU Simulation in Education/Education in Simulation 
A. Körner, andreas.koerner@tuwien.ac.at 

BIG  
DATA 

Working Group Data-driven Simulation in Life  
Sciences; niki.popper@dwh.at 

WORKING 
GROUPS 

Simulation in Business Administration, in Traffic 
Systems, for Standardisation, etc. 

 

CEA-SMSG – Spanish Modelling and 
Simulation Group 
CEA is the Spanish Society on Automation and Control 
and it is the national member of IFAC (International Fed-
eration of Automatic Control) in Spain. Since 1968 CEA-
IFAC looks after the development of the Automation in 
Spain, in its different issues: automatic control, robotics, 
SIMULATION, etc. The association is divided into na-
tional thematic groups, one of which is centered on Mod-
eling, Simulation and Optimization, constituting the CEA 
Spanish Modeling and Simulation Group (CEA-SMSG). It 
looks after the development of the Modelling and Simu-
lation (M&S) in Spain, working basically on all the issues 
concerning the use of M&S techniques as essential engi-
neering tools for decision-making and optimization. 

 http://www.ceautomatica.es/grupos/ 
 emilio.jimenez@unirioja.es 

 simulacion@cea-ifac.es 
 CEA-SMSG / Emilio Jiménez, Department of Electrical 
Engineering, University of La Rioja, San José de Calasanz 
31, 26004 Logroño (La Rioja), SPAIN 

CEA - SMSG Officers 
President Emilio Jiménez, 

 emilio.jimenez@unirioja.es 
Vice president Juan Ignacio Latorre, 

juanignacio.latorre@unavarra.es 
Repr. EUROSIM Emilio Jiménez, emilio.jimenez@unirioja.es 

Edit. Board SNE Juan Ignacio Latorre, 
juanignacio.latorre@unavarra.es 

Web EUROSIM Mercedes Perez mercedes.perez@unirioja.es 
Last data update February 2018 
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CSSS – Czech and Slovak 
Simulation Society 

CSSS -The Czech and Slovak Simulation Society has about 
150 members working in Czech and Slovak national sci-
entific and technical societies (Czech Society for Applied 
Cybernetics and Informatics, Slovak Society for Applied 
Cybernetics and Informatics). CSSS main objectives are: 
development of education and training in the field of mod-
elling and simulation, organising professional workshops 
and conferences, disseminating information about model-
ling and simulation activities in Europe. Since 1992, CSSS 
is full member of EUROSIM. 

 www.fit.vutbr.cz/CSSS 
 snorek@fel.cvut.cz 

 CSSS / Miroslav Šnorek, CTU Prague 
FEE, Dept. Computer Science and Engineering, 
Karlovo nam. 13, 121 35 Praha 2, Czech Republic 

CSSS  Officers 
President Miroslav Šnorek, snorek@fel.cvut.cz 
Vice president Mikuláš Alexík, alexik@frtk.fri.utc.sk 
Scientific Secr. A. Kavi ka, Antonin.Kavicka@upce.cz 
Repr. EUROSIM Miroslav Šnorek, snorek@fel.cvut.cz 
Edit. Board SNE Mikuláš Alexík, alexik@frtk.fri.utc.sk 
Web EUROSIM Petr Peringer, peringer@fit.vutbr.cz 

 Last data update December 2012 

DBSS – Dutch Benelux Simulation Society 
The Dutch Benelux Simulation Society (DBSS) was 
founded in July 1986 in order to create an organisation of 
simulation professionals within the Dutch language area. 
DBSS has actively promoted creation of similar organisa-
tions in other language areas. DBSS is a member of EU-
ROSIM and works in close cooperation with its members 
and with affiliated societies.  

 www.DutchBSS.org 
 a.w.heemink@its.tudelft.nl 
 DBSS / A. W. Heemink 
Delft University of Technology, ITS - twi, 
Mekelweg 4, 2628 CD Delft, The Netherlands 

DBSS Officers 
President M. Mujica Mota, m.mujica.mota@hva.nl 
Vice president A. Heemink, a.w.heemink@its.tudelft.nl 
Treasurer A. Heemink, a.w.heemink@its.tudelft.nl 
Secretary P. M. Scala, p.m.scala@hva.nl 
Repr. EUROSIM M. Mujica Mota, m.mujica.mota@hva.nl 
Edit. SNE/Web M. Mujica Mota, m.mujica.mota@hva.nl 

 Last data update June 2016 

 LIOPHANT Simulation 

Liophant Simulation is a non-profit association born in 
order to be a trait-d'union among simulation developers 
and users; Liophant is devoted to promote and diffuse the 
simulation techniques and methodologies; the Associa-
tion promotes exchange of students, sabbatical years, or-
ganization of International Conferences, courses and in-
ternships focused on M&S applications.  

 www.liophant.org 
 info@liophant.org 

 LIOPHANT Simulation, c/o Agostino G. Bruzzone, 
DIME, University of Genoa, Savona Campus 
via Molinero 1, 17100 Savona (SV), Italy 

LIOPHANT Officers 
President A.G. Bruzzone, agostino@itim.unige.it 
Director E. Bocca, enrico.bocca@liophant.org 
Secretary A. Devoti, devoti.a@iveco.com 
Treasurer Marina Massei, massei@itim.unige.it 
Repr. EUROSIM A.G. Bruzzone, agostino@itim.unige.it 
Deputy F. Longo, f.longo@unical.it 
Edit. Board SNE F. Longo, f.longo@unical.it  
Web EUROSIM F. Longo, f.longo@unical.it 

 Last data update June 2016 

LSS – Latvian Simulation Society 
The Latvian Simulation Society (LSS) has been founded 
in 1990 as the first professional simulation organisation 
in the field of Modelling and simulation in the post-So-
viet area. Its members represent the main simulation cen-
tres in Latvia, including both academic and industrial 
sectors. 

 www.itl.rtu.lv/imb/ 
 merkur@itl.rtu.lv 
 LSS / Yuri Merkuryev, Dept. of Modelling 
and Simulation Riga Technical University 
Kalku street 1, Riga, LV-1658, LATVIA 

LSS Officers 
President Yuri Merkuryev, merkur@itl.rtu.lv 
Vice President Egils Ginters, egils.ginters@rtu.lv 
Secretary Artis Teilans, artis.teilans@rta.lv 
Repr. EUROSIM Egils Ginters, egils.ginters@rtu.lv 
Deputy Artis Teilans, artis.teilans@rta.lv 
Edit. Board SNE Juri Tolujew, Juri.Tolujew@iff.fraunhofer.de 
Web EUROSIM Vitaly Bolshakov, vitalijs.bolsakovs@rtu.lv 

 Last data update June 2019 
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KA-SIM Kosovo Simulation Society 
Kosova Association for Modeling and Simulation (KA-
SIM, founded in 2009), is part of Kosova Association of 
Control, Automation and Systems Engineering (KA-
CASE). KA-CASE was registered in 2006 as non Profit 
Organization and since 2009 is National Member of IFAC 
– International Federation of Automatic Control. KA-SIM 
joined EUROSIM as Observer Member in 2011. In 2016, 
KA-SIM became full member. 
KA-SIM has about 50 members, and is organizing the in-
ternational conference series International Conference in 
Business, Technology and Innovation, in November, in 
Durrhes, Albania, and IFAC Simulation Workshops in 
Pristina. 
 

  www.ubt-uni.net/ka-case 
  ehajrizi@ubt-uni.net 
 MOD&SIM KA-CASE;   Att. Dr. Edmond Hajrizi 

      Univ. for Business and Technology (UBT) 
      Lagjja Kalabria p.n., 10000 Prishtina, Kosovo 
 

KA-SIM Officers 
President Edmond Hajrizi, ehajrizi@ubt-uni.net 
Vice president Muzafer Shala, info@ka-sim.com 
Secretary Lulzim Beqiri, info@ka-sim.com 
Treasurer Selman Berisha, info@ka-sim.com 
Repr. EUROSIM Edmond Hajrizi, ehajrizi@ubt-uni.net 
Deputy Muzafer Shala, info@ka-sim.com 
Edit. Board SNE Edmond Hajrizi, ehajrizi@ubt-uni.net 
Web EUROSIM Betim Gashi, info@ka-sim.com 

 Last data update December 2016 

MIMOS – Italian Modelling and 
Simulation Association 
MIMOS (Movimento Italiano Modellazione e Simula-
zione – Italian Modelling and Simulation Association) is 
the Italian association grouping companies, profession-
als, universities, and research institutions working in the 
field of modelling, simulation, virtual reality and 3D, 
with the aim of enhancing the culture of ‘virtuality’ in It-
aly, in every application area.  
MIMOS became EUROSIM Observer Member in 2016 and 
EUROSIM Full Member in September 2018. 

 

 www.mimos.it 
 roma@mimos.it – info@mimos.it 
 MIMOS – Movimento Italiano Modellazione e  
Simulazione;  via Ugo Foscolo 4, 10126 Torino –  
via Laurentina 760, 00143 Roma 

MIMOS Officers 
President Paolo Proietti, roma@mimos.it 
Secretary Davide Borra, segreteria@mimos.it 
Treasurer Davide Borra, segreteria@mimos.it 
Repr. EUROSIM Paolo Proietti, roma@mimos.it 
Deputy Agostino Bruzzone,  

agostino@itim.unige.it 
Edit. Board SNE Paolo Proietti, roma@mimos.it 

 Last data update December 2016 

 

NSSM – National Society for Simulation 
Modelling (Russia) 
NSSM - The Russian National Simulation Society 
(    -

 – ) was officially registered in Russian 
Federation on February 11, 2011. In February 2012 NSS 
has been accepted as an observer member of EUROSIM, 
and in 2015 NSSM has become full member. 

 www.simulation.su 
 yusupov@iias.spb.su 
 NSSM / R. M. Yusupov,  
St. Petersburg Institute of Informatics and Automation 
RAS, 199178, St. Petersburg, 14th lin. V.O, 39  

NSSM Officers 
President R. M. Yusupov, yusupov@iias.spb.su 
Chair Man. Board A. Plotnikov, plotnikov@sstc.spb.ru 
Secretary M. Dolmatov, dolmatov@simulation.su 

Repr. EUROSIM R.M. Yusupov, yusupov@iias.spb.su  
Y. Senichenkov,  

senyb@dcn.icc.spbstu.ru 
Deputy B. Sokolov, sokol@iias.spb.su 
Edit. Board SNE Y. Senichenkov, senyb@mail.ru, 

senyb@dcn.icc.spbstu.ru,  
 Last data update February 2018 

PSCS – Polish Society for Computer 
Simulation 
PSCS was founded in 1993 in Warsaw. PSCS is a scien-
tific, non-profit association of members from universi-
ties, research institutes and industry in Poland with com-
mon interests in variety of methods of computer simula-
tions and its applications. At present PSCS counts 257 
members. 
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 www.eurosim.info, www.ptsk.pl/ 
 leon@ibib.waw.pl 
 PSCS / Leon Bobrowski, c/o IBIB PAN, 
ul. Trojdena 4 (p.416), 02-109 Warszawa, Poland 

 
PSCS Officers 
President Leon Bobrowski, leon@ibib.waw.pl 
Vice president Tadeusz Nowicki,  

Tadeusz.Nowicki@wat.edu.pl 
Treasurer Z. Sosnowski, zenon@ii.pb.bialystok.pl 
Secretary Zdzislaw Galkowski, 

Zdzislaw.Galkowski@simr.pw.edu.pl 
Repr. EUROSIM Leon Bobrowski, leon@ibib.waw.pl 
Deputy Tadeusz Nowicki, tadeusz.nowicki@wat.edu.pl 
Edit. Board SNE Zenon Sosnowski, z.sosnowski@pb.ed.pl 
Web EUROSIM Magdalena Topczewska  

m.topczewska@pb.edu.pl 
 Last data update December2013 

SIMS – Scandinavian Simulation Society 
SIMS is the Scandinavian Simulation Society with mem-
bers from the five Nordic countries Denmark, Finland, 
Iceland, Norway and Sweden. The SIMS history goes 
back to 1959. SIMS practical matters are taken care of by 
the SIMS board consisting of two representatives from 
each Nordic country (Iceland one board member). 

 
SIMS Structure. SIMS is organised as federation of re-
gional societies. There are FinSim (Finnish Simulation 
Forum), MoSis (Society for Modelling and Simulation in 
Sweden), DKSIM (Dansk Simuleringsforening) and 
NFA (Norsk Forening for Automatisering).  
 

 www.scansims.org 
 bernt.lie@usn.no 
 SIMS / Bernt Lie, Faculty of Technology, Univ.College of 
Southeast Norway, Department of Technology, Kjølnes 
ring 56, 3914 Porsgrunn, Norway 

 
SIMS Officers 
President Bernt Lie, Bernt.Lie@usn.no  
Vice president Erik Dahlquist, erik.dahlquist@mdh.se 
Treasurer Vadim Engelson,  

vadime@mathcore.com 
Repr. EUROSIM Esko Juuso, esko.juuso@oulu.fi 
Edit. Board SNE Esko Juuso, esko.juuso@oulu.fi 
Web EUROSIM Vadim Engelson,  

vadime@mathcore.com 
 Last data update February 2020 

 

SLOSIM – Slovenian 
Society for Simulation 
and Modelling 

SLOSIM - Slovenian Society for Simulation and Model-
ling was established in 1994 and became the full member 
of EUROSIM in 1996. Currently it has 90 members from 
both Slovenian universities, institutes, and industry. It 
promotes modelling and simulation approaches to prob-
lem solving in industrial as well as in academic environ-
ments by establishing communication and cooperation 
among corresponding teams. 

 

 www.slosim.si 
 slosim@fe.uni-lj.si 
 SLOSIM / Vito Logar, Faculty of Electrical  
Engineering, University of Ljubljana,  
Tržaška 25, 1000 Ljubljana, Slovenia 

SLOSIM Officers 
President Vito Logar, vito.logar@fe.uni-lj.si  
Vice president Božidar Šarler, bozidar.sarler@ung.si 
Secretary Simon Tomaži , simon.tomazic@fe.uni-lj.si 
Treasurer Milan Sim i , milan.simcic@fe.uni-lj.si 
Repr. EUROSIM B. Zupan i , borut.zupancic@fe.uni-lj.si 
Deputy Vito Logar, vito.logar@fe.uni-lj.si 
Edit. Board SNE R. Karba, rihard.karba@fe.uni-lj.si 
Web EUROSIM Vito Logar, vito.logar@fe.uni-lj.si 

 Last data update December 2018 

UKSIM - United Kingdom Simulation Society 
The UK Simulation Society is very active in organizing 
conferences, meetings and workshops. UKSim holds its 
annual conference in the March-April period. In recent 
years the conference has always been held at Emmanuel 
College, Cambridge. The Asia Modelling and Simulation 
Section (AMSS) of UKSim holds 4-5 conferences per 
year including the EMS (European Modelling Sympo-
sium), an event mainly aimed at young researchers, orga-
nized each year by UKSim in different European cities.  
Membership of the UK Simulation Society is free to par-
ticipants of any of our conferences and their co-authors.  

 

uksim.info 
 david.al-dabass@ntu.ac.uk 
 UKSIM / Prof. David Al-Dabass 
Computing & Informatics,  
Nottingham Trent University 
Clifton lane, Nottingham, NG11 8NS, United Kingdom 
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UKSIM Officers 
President David Al-Dabass, 

david.al-dabass@ntu.ac.uk 
Secretary T. Bashford, tim.bashford@uwtsd.ac.uk 
Treasurer D. Al-Dabass, david.al-dabass@ntu.ac.uk 
Membership 
chair 

G. Jenkins, glenn.l.jenkins@smu.ac.uk 

Local/Venue chair Richard Cant, richard.cant@ntu.ac.uk 
Repr. EUROSIM Dr Taha Osman, taha.osman@ntu.ac.uk 
Deputy T. Bashford, tim.bashford@uwtsd.ac.uk 
Edit. Board SNE D. Al-Dabass, david.al-dabass@ntu.ac.uk 

 Last data update March 2020 

EUROSIM Observer Members 
ROMSIM – Romanian Modelling and 
Simulation Society 
ROMSIM has been founded in 1990 as a non-profit soci-
ety, devoted to theoretical and applied aspects of model-
ling and simulation of systems. ROMSIM currently has 
about 100 members from Romania and Moldavia. 

 www.eurosim.info/societies/romsim/ 
 florin_h2004@yahoo.com 
 ROMSIM / Florin Hartescu,  
National Institute for Research in Informatics, Averescu 
Av. 8 – 10, 011455 Bucharest, Romania 

 
ROMSIM Officers 
President N. N. 
Vice president Florin Hartescu, 

 florin_h2004@yahoo.com 
Marius Radulescu,  
     mradulescu.csmro@yahoo.com 

Repr. EUROSIM Marius Radulescu,  
     mradulescu.csmro@yahoo.com 

Deputy Florin Hartescu,  
florin_h2004@yahoo.com 

Edit. Board SNE Constanta Zoe Radulescu, zoe@ici.ro 
Web EUROSIM Florin Hartescu, 

florin_h2004@yahoo.com 
 Last data update  June 2019 

 
 

 
 
 
 
 
 

 

ALBSIM – Albanian Simulation Society 
The Albanian Simulation Society has been initiated at the 
Department of Statistics and Applied Informatics, Fac-
ulty of Economy at the University of Tirana, by Prof. Dr. 
Kozeta Sevrani.  

The society is involved in different international and 
local simulation projects, and is engaged in the organisa-
tion of the conference series ISTI - Information Systems 
and Technology. In July 2019 the society was accepted 
as EUROSIM Observer Member. 

 www.eurosim.info/societies/albsim/ 
 kozeta.sevrani@unitir.edu.al 
  Albanian Simulation Goup, attn. Kozeta Sevrani 
University of Tirana, Faculty of Economy  
 rr. Elbasanit,  Tirana 355  Albania 

 

Albanian Simulation Society-  Officers  
Chairt Kozeta Sevrani,  

kozeta.sevrani@unitir.edu.al 
Repr. EUROSIM Kozeta Sevrani,  

kozeta.sevrani@unitir.edu.al 
Edit. Board SNE Albana Gorishti,  

albana.gorishti@unitir.edu.al 
Majlinda Godolja,  

majlinda.godolja@feut.edu.al 
 Last data update July 2019 

Societies in Re-Organisation 
The following societies are at present inactive or under 
re-organisation: 

• CROSSIM -  
Croatian Society for Simulation Modelling  

• FRANCOSIM – Société Francophone de Simulation 
• HSS – Hungarian Simulation Society 

• ISCS – Italian Society for Computer Simulation 
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Association 
Simulation News 

 

ARGESIM is a non-profit association generally aiming for 
dissemination of information on system simulation – 
from research via development to applications of system 
simulation. ARGESIM is closely co-operating with EU-
ROSIM, the Federation of European Simulation Societies, 
and with ASIM, the German Simulation Society. AR-
GESIM is an 'outsourced' activity from the Mathematical 
Modelling and Simulation Group of TU Wien, there is 
also close co-operation with TU Wien (organisationally 
and personally). 
        www.argesim.org 

   office@argesim.org 
 ARGESIM/Math. Modelling & Simulation Group,  

       Inst. of Analysis and Scientific Computing, TU Wien 
       Wiedner Hauptstrasse 8-10, 1040 Vienna, Austria 

Attn. Prof. Dr. Felix Breitenecker 
 

ARGESIM is following its aims and scope by the follow-
ing activities and projects: 
• Publication of the scientific journal SNE –  

Simulation Notes Europe (membership journal of 
EUROSIM, the Federation of European Simulation 
Societies) – www.sne-journal.org 

• Organisation and Publication of the ARGESIM 
Benchmarks for Modelling Approaches and Simu-
lation Implementations  

• Publication of the series ARGESIM Reports for  
monographs in system simulation, and proceedings 
of simulation conferences and workshops 

• Publication of the special series  FBS Simulation – 
Advances in Simulation / Fortschrittsberichte Simu-
lation - monographs in co-operation with ASIM, 
the German Simulation Society 

• Organisation of the Conference Series MATHMOD 
Vienna (triennial, in co-operation with EUROSIM, 
ASIM, and TU Wien) – www.mathmod.at 

• Organisation of Seminars and Summerschools  
on Simulation  

• Administration of ASIM (German Simulation Soci-
ety) and administrative support for EUROSIM 
www.eurosim.info 

• Support of ERASMUS and CEEPUS activities in 
system simulation for TU Wien 

ARGESIM is a registered non-profit association and a reg-
istered publisher: ARGESIM Publisher Vienna, root ISBN 
978-3-901608-xx-y, root DOI 10.11128/z…zz.zz. Publi-
cation is open for ASIM and for EUROSIM Member Soci-
eties. 
 

SNE – Simulation 
Notes Europe  

The scientific journal SNE – Simulation Notes Europe 
provides an international, high-quality forum for presen-
tation of new ideas and approaches in simulation – from 
modelling to experiment analysis, from implementation 
to verification, from validation to identification, from nu-
merics to visualisation – in context of the simulation pro-
cess. SNE puts special emphasis on the overall view in 
simulation, and on comparative investigations. 
Furthermore, SNE welcomes contributions on education 
in/for/with simulation. 

SNE is also the forum for the ARGESIM Benchmarks 
on Modelling Approaches and Simulation Implementa-
tions publishing benchmarks definitions, solutions, re-
ports and studies – including model sources via web. 
       www.sne-journal.org,  

   office@sne-journal.org, eic@sne-journal.org 
 SNE Editorial Office  

          ARGESIM/Math. Modelling & Simulation Group,  
           Inst. of Analysis and Scientific Computing, TU Wien 
          Wiedner Hauptstrasse 8-10, 1040 Vienna, Austria 

    EiC Prof. Dr. Felix Breitenecker 

SNE, primarily an electronic journal, follows an open ac-
cess strategy, with free download in basic layout. SNE is 
the official membership journal of EUROSIM, the Feder-
ation of European Simulation Societies. Members of EU-
ROSIM Societies are entitled to download SNE in high-
quality, and to access additional sources of benchmark 
publications, model sources, etc. On the other hand, SNE 
offers EUROSIM Societies a publication forum for post-
conference publication of the society’s international con-
ferences, and the possibility to compile thematic or 
event-based SNE Special Issues. 

Simulationists are invited to submit contributions of 
any type – Technical Note, Short Note, Project Note, Edu-
cational Note, Benchmark Note, etc. via SNE’s website:  

 

 



 

    ASIM Books  –  ASIM Book Series  –  ASIM Buchreihen 
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 Simulation in Production and Logistics 2019 – 18. ASIM Fachtagung Simulation in Produktion und Logistik 
18.-20. 9. 2019; M. Putz, A. Schlegel (Hrsg.), Verlag Wissenschaftliche Skripten Auerbach, 2019, 
ISBN print 978-3-95735-113-5, ISBN ebook 978-3-95735-114-2; ASIM Mitteilung AM172 

Tagungsband ASIM SST 2018 - 24. ASIM Symposium Simulationstechnik, HCU Hamburg, Oktober 2018 
C. Deatcu, T. Schramm, K. Zobel (Hrsg.), ARGESIM Verlag Wien, 2018; ISBN print: 978-3-901608-12-4; ISBN ebook: 
978-3-901608-17-9; 10.11128/arep.56; ARGESIM Report 56; ASIM Mitteilung AM 168 

 Simulation in Production and Logistics 2017 – 17. ASIM Fachtagung Simulation in Produktion und Logistik 
Sigrid Wenzel, Tim Peter (Hrsg.); ISBN Print 978-3-7376-0192-4, ISBN Online 978-3-7376-0193-1, Kassel university 
press GmbH, Kassel, 2017; ASIM Mitteilung AM164 

 Tagungsband ASIM SST 2016 - 23. Symposium Simulationstechnik, HTW Dresden, September 2016 
T. Wiedemann (Hrsg.); ARGESIM Verlag Wien, 2016; ISBN ebook 978-3-901608-49-0;  
ARGESIM Report 52; ASIM Mitteilung AM 160 
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 Kostensimulation - Grundlagen, Forschungsansätze, Anwendungsbeispiele 
T. Claus, F. Herrmann, E. Teich; Springer Gabler, Wiesbaden, 2019; Print ISBN 978-3-658-25167-3;  
Online ISBN 978-3-658-25168-0; DOI 10.1007/978-3-658-25168-0; ASIM Mitteilung AM 169 

 Simulation und Optimierung in Produktion und Logistik – Praxisorientierter Leitfaden mit Fallbeispielen. 
L. März, W. Krug, O. Rose, G. Weigert (Hrsg.); ISBN 978-3-642-14535-3, Springer, 2011; AM 130 
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 Methods for Hybrid Modeling and Simulation-Based Optimization in Energy-Aware Production Planning. B. Heinzl, FBS 37 
ISBN ebook 978-3-903347-37-3, DOI 10.11128/fbs.37, ARGESIM Publ. Vienna,2020; ISBN print 978-3-903311-11-4, TUVerlag Wien, 2020 

Konforme Abbildungen zur Simulation von Modellen mit verteilten Parametern. Martin Holzinger, FBS 36 
ISBN ebook 978-3-903347-36-6, DOI 10.11128/fbs.36, ARGESIM Publ. Vienna, 2020; ISBN print 978-3-903311-10-7, TUVerlag Wien, 2020 

Fractional Diffusion by Random Walks on Hierarchical and Fractal Topological Structures. G. Schneckenreither, FBS 35 
ISBN ebook 978-3-903347-35-9, DOI 10.11128/fbs.35, ARGESIM Publ. Vienna, 2020 

A Framework Including Artificial Neural Networks in Modelling Hybrid Dynamical Systems. Stefanie Winkler. FBS 34 
ISBN ebook 978-3-903347-34-2, DOI 10.11128/fbs.34, ARGESIM Publ. Vienna, 2020; ISBN print 978-3-903311-09-1, TUVerlag Wien, 2020 
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