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#### Abstract

Algorithm selection based on problem instance features is a common method to choose approaches for NP-hard combinatorial optimization problems. Features concerning the location of nodes for the Vehicle Routing Problem (VRP) are intensively studied. Although the dynamic version of the problem is gaining steadily in importance, there is a lack in research targeting problem features describing the dynamism of an instance. In our paper we translate known VRP features to features for the Dynamic Vehicle Routing Problem (DVRP). We investigate the suitability of them for algorithm selection. To this end, we explore the performance space of a Greedy and a Re-planning algorithm for various dynamic problem instances using simulation and an evolutionary algorithm. For the algorithm selection we investigate our features in combination with a supervised machine learning technique. The applicability of our features is demonstrated in a use case for autonomous algorithm selection of DVRP instances.


## Introduction

In the last years, the research interest in vehicle routing has significantly increased due to our modern way of life. We order different goods of daily use over the Internet, we share cars and bicycles and use ondemand transportation services. To provide all these services, complex Vehicle Routing Problems (VRPs) with several constraints have to be managed and solved. The fundamental VRP was introduced by Dantzig and Ramser in [1] as generalization of the Traveling Salesman Problem (TSP) introduced from Flood in [2]. Es-
sentially, it encompasses the planning of routes for vehicles to satisfy customer demands. The routes usually start and end at a central depot. A current survey and taxonomy on the VRP is, for example, [3]. Especially, the advances of information and communication technologies and the changing nature of the realworld problem instances put the dynamic version of the VRP into the research focus. Pillac et al. in [4] and Psaraftis et al. in [5] describe an explosion in the number of related papers after the year 2000. The Dynamic Vehicle Routing Problem (DVRP) was first introduced from Wilson and Colvin in [6], with a description of a computer controlled Dial-A-Ride system in Rochester, NY (USA). The DVRP is an extension of the VRP and is characterised by changing problem parameters over the time, [4], for example, additional customer demands occur during route execution. A current survey on the DVRP is provided in [7]. As a result of the increased research interest, an increasing number of different solution approaches to tackle the DVRP are available. Psaraftis et al. identifies the five main solution methods: Tabu Search, Various Neighborhood Search, Insertion Methods, Dynamic Programming, and Markov Decision Process in [5]. For each method several different heuristics and implementations exist. Simulation is also commonly used to handle the dynamic and stochastic aspects of vehicle routing. For example Juan et al. improves the Clarke and Wright heuristic, [8], by Monte Carlo Simulation, [9]. Juan et al. provide a review of methods using simulation to solve combinatorial optimization problems in [10]. The concept of Simheuristic is introduced, a methodology that integrates simulation into the solution finding process for combinatorial optimisation problems. [11] use this methodology to solve the Two-Echelon Location Routing Problem, a combination of the Capacitated Location Routing Problem (CLRP) and a VRP. Due to the intense research in this area and the increased number of algorithms and solution approaches for different variations of the

DVRP, the following research questions arise: Which is the best solution approach or algorithm for a specific problem instance? And, is it possible to distinguish between problem instances to select the algorithm that has a better expected performance? With regard to the No Free Lunch Theorem introduced in [12], we know that there is no strictly superior heuristic that outperforms all other heuristics for all problem instances. That means some problem instances are more difficult or harder to solve for certain algorithms compare to others. Our research focuses on learning which problem instances are easier or harder for a certain algorithm based on problem features. The acquired knowledge can be used to select the likely better performing algorithm, means the algorithm that likely delivers the best solution. The question for the best algorithm given a problem instance is not only arising in the context of vehicle routing. It is a general problem, formalised and introduced by Rice in [13] as Algorithm Selection Problem (ASP). The bases for algorithm selection are features characterising the problem instances. For the static version of the VRP several problem features, considering the location of the customer demands, exist, [14]. But features for the dynamic version of the problem are rarely available, [15]. Our work closes this gap by transferring existing location-based TSP and VRP features, which we discuss in Section 1, into dynamic problem features outlined in Section 2. To validate the suitability of our features for algorithm selection we use them for algorithm performance prediction and autonomous algorithm selection supported by simulation. To this end, we first evolve dynamic problem instances from existing static instances with the help of the general purpose metaheuristic optimisation framework SEREIN introduced in [16]. The evolved problem instances are solved with a Greedy and a Re-planning algorithm, which we implemented in the open-source Rich Vehicle Routing Problem Simulator (RVRP Simulator) introduced in [17]. With the generated dynamic instances and the simulation results we are able to investigate our introduced features and whether they are suitable to meaningful distinguish between problem instances. The results of this investigation and the dynamic instance generation are also outlined in Section 2. To validate our problem features in the context of algorithm selection, we implemented a machine learning technique to model the relationship between the problem features and the algorithm performance. The basis for the implemented supervised learning approach
is data which were collected with the help of simulation. This model is validated with the grouped cross validation method and additionally evaluated by algorithm performance prediction for unseen problem instances. The model and its evaluation are outlined and discussed in Section 3. Our introduced DVRP features show their validity as base for autonomous algorithms selection. Finally, conclusions are drawn in Section 4.

## 1 Related Work

This Section introduces the DVRP and the ASP and outlines current research about algorithm selection in the domain of vehicle routing. Additionally common location-based features, used in algorithm selection and performance evaluation studies for the TSP and the VRP, are discussed.

### 1.1 The Dynamic Vehicle Routing Problem

The DVRP was first introduced in [6] as an extension of the VRP, with a description of a computer-controlled Dial-A-Ride system in Rochester, NY (USA). The VRP, a generalization of the TSP, is defined on a graph $G=(V, E, C)$, where $V=\left\{v_{0}, \ldots, v_{n}\right\}$ is a set of nodes. The set $E=\left\{\left(v_{i}, v_{j}\right) \mid\left(v_{i}, v_{j}\right) \in V^{2} ; i \neq j\right\}$ defines the neighborhood of the nodes $V$ as edge set. $C=\left(c_{i j}\right)_{\left(v_{i}, v_{j}\right)} \in E$ defines a cost matrix over $E$. Nodes are usually customer demands, characterized by a location, which needs to be serviced. The DVRP extends the VRP notion by adding a point in time $\left(t_{i}\right)_{v_{i}}$ for all $v_{i}$, that defines when the customer request appears. In a VRP instance all $\left(t_{i}\right)_{v_{i}}$ for all $v_{i}$ would be 0 . In a dynamic setting (DVRP) at least one $\left(t_{i}\right)_{v_{i}}$ would be greater than 0 . The TSP, VRP, and DVRP have in common, that the main characteristics of a node $v_{i} \in V$ is the location.

### 1.2 The Algorithm Selection Problem

The ASP is formalised and introduced by Rice in [13]. Figure 1 visualises the framework for the ASP proposed in [13]. It aims to predict the best algorithm performance for a problem instance, based on measurable features, [18]. The following four main components are part of the framework.

- the problem space $P$ contains a set of problem instances;
- the feature space $F$ represents a set of measurable features, which can be extracted from all problem
instance in $P$; the feature extraction process has to be less time-consuming compared to solving the problem instances with algorithms from the algorithm space $A$;
- the algorithm space $A$ contains a portfolio of algorithms which are able to solve the problem instances from $P$;
- the performance space $Y$ describes a mapping from algorithm result to a performance metric.


Figure 1: A framework for the Algorithm Selection Problem (ASP) introduced from Rice in [13].

The main challenge of the ASP is to find a selection mapping $S(f(x))$ into the algorithm space $A$ for a problem instance $x \in P$ with feature vector $f(x)$. The mapping has to maximise the performance metric $\|y\|$ for $y(\alpha, x)$, where $\alpha$ is an algorithm in $A$. A broad discussion on algorithm selection across a variety of disciplines is given in the survey paper [19].

In the domain of static vehicle routing, [20] investigates the TSP difficulty by learning from evolved instances. The work uses an evolutionary algorithm to evolve TSP instances which are intentionally easy or hard for algorithms based on the Lin-Kernighan heuristic method [21]. Features are derived from the problem instances and the impact of these features for the difficulty of the algorithms is investigated. [22] investigates the success of 2-opt based local search algorithms for solving the TSP and shows important features that make problem instances hard or easy for 2-opt approaches. [23] studies algorithm selection for the Traveling Thief Problem (TTP) based on TSP features. The TTP is a combination of the TSP and the Knapsack Problem (KP). Earlier work focuses on the impact of problem
features for the problem difficulty in general. For example, [24] demonstrates that the variance of the distance matrix correlates with the TSP difficulty for exact solving approaches. [25] shows that this is also true for heuristic solving approaches.

### 1.3 Problem Features

The algorithm selection and performance evaluation studies in the domain of static vehicle routing are usually based on features involving the location of the customer demands. Beside the number of customer demands, [14] classifies the 47 available VRP features, used in their study, into the following eight groups.

- Distance Features summarise features which involve the costs of the customer demands. The cost of a demand is the distance from the location of the customer to the depot. Considered are the lowest, highest, mean and median costs of all customer demands. Additionally statistics about the distance matrix, like distinct distances, or the standard deviation of the matrix are categorised in this group.
- Mode Features group all features concerning the mode of the customer demand cost distribution, [26]. For all customer the costs to all other customers are calculated. The mode is the cost value which appears most often. Additionally the frequency, quantity and mean of the mode values are considered. [14] additionally groups the number of modes of the customer demand cost distribution introduced in [27] in this category.
- Cluster Features bundle features based on statistically information extracted from the results of a clustering algorithm, like the number of clusters or the mean distance of the customer demands to the cluster centroid.
- Nearest Neighbour Distance Features group features derived from the calculated nearestneighbour distances for each customer demand, like the minimum, maximum, mean, or median.
- Centroid Features summarise all features calculated dependent on the centroid of all customer demands, including the coordinates of the centroid, minimum, maximum, mean and median of the distances between customer demands and centroid.
- MST Features bundle features based on characteristics of the calculated Minimum Spanning Tree
(MST). Considered are the minimum, mean, median, maximum and standard deviation of the depth and distance of the MST.
- Angle Features bundle features based on the calculated angle between the two nearest neighbour customer demands, like the minimum, mean, median, maximum and standard deviation of all calculated angles.
- Convex Hull Features group the features concerning the convex hull from the problem instance, like the area of the hull and the fraction of customer demands which are part of the hull.

Problem features for the DVRP are rarely described in the literature and are usually discussed independently from algorithm selection. [28] introduced the Degree of Dynamism (DOD), a measure of the dynamism of a dynamic routing problem. The DOD describes the ratio between dynamic customer demands and the sum of dynamic and static customer demands. The DOD is similar to the feature Number of customer demands in the context of static vehicle routing. [29] developed a framework based on the DOD. The framework classifies weak, moderate and strong dynamic systems and recommends solution approaches for these classes of dynamic routing problems. [29] also introduced the Effective Degree of Dynamism (EDOD) as extension of the DOD. The EDOD considers the planning horizon $T$ for the calculation of the measure of the dynamism of a routing problem. [29] also studies the relation between DOD, EDOD and routing costs for the Partially Dynamic Traveling Repairman Problem (PDTRP). In [15] we introduced the Location-based Degree of Dynamism (LDOD) capturing the location of the dynamic customer request. We show that there is a positive correlation between our proposed LDOD and the resulting DVRP solution quality (performance) for a Greedy and a Re-planning algorithm. The LDOD is the only feature that focuses on the location of the dynamic customer requests. We categorise the LDOD in the group of Distance Features. The LDOD is the only DVRP instance feature that is based on the fundamental characteristic location of a node (customer request). A fundamental problem characteristic is an inherent property, i.e., it is applicable regardless of the problem variation, compare [15].

## 2 New Features for the Dynamic Vehicle Routing Problem

In this Section DVRP features derived from static VRP location-based features, which are building the Feature Space $F$, are presented and evaluated. The generation of the Problem Space $P$, Performance Space $Y$ and Algorithm Space $A$ are also discussed within this Section.

### 2.1 Feature Space

Since problem features for the DVRP are rarely described in the literature, compare Section 1.3, we had to introduce new problem features. The TSP, the VRP and the DVRP are all defined on a graph $G$ containing a set of nodes $V=\left\{v_{0}, \ldots, v_{n}\right\}$, compare Subsection 1.1. The main characteristic of a node $v_{i}$ is its location. Based on this consideration, we are able to base our location-based features for the DVRP on locationbased features introduced for the TSP. In general there are two main groups of features we consider to characterise a DVRP problem instance. In the first group we classify existing TSP features which we applied to the dynamic customer demands only. Here we consider Angle Features, MST Features, Nearest Neighbour Distance Features, Distance Features, and Cluster Features. Features from the second group try to capture the dynamism of the problem instance, by considering both, dynamic and static customer demands. Known examples for the second group are the DOD ([28]) and the LDOD ([15]). For our research we transferred Angle Features, and Nearest Neighbour Distance Features discussed in Section 2 into features considering dynamic and static demands. Therefore we calculated the distances and angles between dynamic and nearest neighbour static customer demands, compare Figure 2. Since a route to a dynamic customer demand will likely not start at the nearest neighbour static customer, we considered neighbourhoods with size of 2,3 , and 5. For all neighbourhoods we determined features considering the sum, mean, median and maximum value. For example for the neighbourhood of 2 we calculated the distances $a$ and $b$, compare Figure 2. For the distances we calculated the values $\operatorname{sum}(a, b)$, mean $(a, b)$, $\operatorname{median}(a, b)$, and $\max (a, b)$ for all dynamic customer demands. The resulting features are the sum, maximum, mean, median, standard deviation, and variance coefficient of these calculated values.

We also considered Centroid Features and transferred them into features considering dynamic and


Figure 2: Distances and angles between dynamic customer demands (grey coloured circles) and nearest neighbour static customer demands (white coloured circles).
static customer demands. To this end, we calculated the centroid of the instance including both dynamic and static customer demands. We determined the average and the sum distance from dynamic and the average distance from all static customer demands to the centroid. The resulting feature is the ratio between these two distances. The last feature we introduced is considering the ratio between the surface areas spanned by all dynamic and all static customer demands. Overall we determined 184 different DVRP features.

### 2.2 Problem Space

To investigate the suitability of our introduced features for algorithm selection we had to create a problem space $P$ and a corresponding performance space $Y$ with algorithms $\alpha \in A$, compare Figure 1. We investigated the suitability of our introduced features with the most basic version a DVRP. We are not considering any capacity constraint or any restrictions regarding the customer requests like time windows or service times. We are focusing on problem instances with one depot and one vehicle only. To expand the problem space as wide as possible, we applied the general purpose metaheuristic optimisation framework SEREIN introduced in [16] to derive dynamic from static VRP instances. Figure 3 visualises the four static VRP instances from [30], which we considered for our research. They have either uniformly distributed (CMT01, CMT04) or clustered (CMT11, CMT12) customer requests.

By deriving dynamic from static problem instances three decisions have to be made. First, how many customer requests shall be dynamic? Second, which requests exactly shall be dynamic? Third, when the customer demand appears during the time horizon? The number of dynamic customer demands is determined by the DOD. In our research the following $D O D \in\{0.1,0.2, \ldots, 0.9\}$ are considered. The second


Figure 3: Subset of static VRP instances introduced in [30], considering equal distributed and clustered customer demands (black dots).
decision is made by SEREIN. It selects the determined number of dynamic requests out of all available request. The genetic algorithm evaluates the performance (solution costs) of the created instance with the help of the RVRP Simulator introduced in [17]. The RVRP Simulator provides a set of standard algorithms to handle the dynamic requests. For the problem instance generation we choose a simple Greedy algorithm provided in the simulator. For a more detailed description of the implemented algorithm see the following Section. The solution costs are used to navigate through the search space. The main task of SEREIN is to create dynamic problem instances where the Greedy algorithm performs very good (low solution costs, easy problem instances for the Greedy algorithm) and also instances where the algorithm performs very bad (high solution costs, hard problem instances for the Greedy algorithm). The third decision, when the dynamic requests appear, is not made by the genetic algorithm. Currently, we intend to minimise the influence of the time $t_{i}$ when request $i$ appears. It is obvious that requests appearing very late are probably producing higher routing costs. For example, if all dynamic requests appear when the vehicle finished its initial route planned for the static customer requests, the employed algorithm cannot integrate the dynamic requests into the existing route. Every time a dynamic request appears, the vehicle has to start from the depot to service the customer, which results in high routing costs. To prevent this interdependency, we partly
follow the approach introduced in [15] and determined the time $t_{i}$ for a dynamic request $i$ as evenly distributed between 0 and the time horizon $T$. So, for all created points in time $t_{i}$ for all dynamic requests $n$ the following rule is valid: $t_{i+1}-t_{i}=d_{i} ; d_{i}=d_{i+1} \forall i$, where $t_{n+1}=T$. $T$ is determined by solving the static instance with the Jsprit framework [31]. To prevent the interdependency between the location of request $i$ and the time $t_{i}$, we executed the simulation to evaluate the dynamic problem instance several times with different assignments between $t_{i}$ and $i$. Additionally, we simulated the instances in a reversed routing order. For example, if a routing starts with servicing the static customer $A, B$, and ends at static customer $C$. Additional simulations in reversed order where the routing starts at customer $C$ and ends with servicing customer $A$ are performed. To generate one dynamic problem instance using SEREIN, we had to determine 6 sample routing costs with the help of simulation. The average of these routing costs is used by SEREIN to unfold the search space, identifying instances which are easy as well as instances which are hard to solve for the Greedy algorithm. SEREIN created 2,000 dynamic problem instances for each combination of $D O D \in\{0.1,0.2, \ldots, 0.9\}$ and problem instance shown in Figure 3. This results in 72,000 dynamic problem instances which got evaluated with 432,000 simulations, only to create the problem space $Y$.

### 2.3 Algorithm and the Performance Space

For the Greedy algorithm, we already evaluated the Performance Space $Y$ while creating the Problem Space $P$. The Greedy algorithm inserts a dynamic request, appearing during problem simulation, into the current planned route for the vehicle. We determined the initial route with the help of the Jsprit framework [31]. The Greedy algorithm evaluates all possible insertion points and chooses the one that produces the best solution costs. A detailed description of the algorithm can be found in [15]. Since we need at least two algorithms to evaluate our introduced DVRP features. We implemented a replanning approach, where every new dynamic request triggers a complete replanning of the tour. So both considered solution approaches are following very contrary ideas. The Re-planning algorithm, that we implemented uses the R package tspmeta from [14]. The implementation is based on a 2-opt optimisation algorithm, which was one of the first successful algorithms to solve larger TSP instances and which is
still widely used in practice [14]. Due to the stochastic characteristics of the 2-opt approach, we had to simulate each dynamic problem instance $(72,000)$ several times. Overall, we used additional 432,000 simulations (also considering simulations in reverse customer request order) to determine the Performance Space $Y$ for the Re-planning algorithm.

### 2.4 Evaluation of the new DVRP Features

We separate the generated problem instances into a group of instances which are easy (low solution costs) and into a group of instances which are hard (high solution costs) to solve for each algorithm. We calculate the feature vectors for all instances and evaluate all possible feature combinations and their predictive power to differentiate between hard and easy instances. In this Section we present an exemplary excerpt from our evaluations.

Figure 4 shows the relation between feature angle_mean and mst_dists_mean from the first group of features (features considering dynamic customer demands only). The graphs in the first row show results derived from the problem instance CMT04. The suitability of the features to distinguish between easy and hard instances is visible by optically separable point clouds for all DOD's. With an increasing DOD, the point clouds are harder to separate from each other. The graphs in the second row consider all instances (compare Figure 3). Here, we observe more point clouds which are harder to separate visually. The borders between the clouds get more indistinct with a decreasing DOD. Similar patterns occurred for other feature combinations from the first group. The evaluation of the features from the second group (features considering static and dynamic customer demands) show similar characteristics, compare Figure 5. But in general there are better and less visually separable point clouds even for higher DOD's. The combination of features of both groups show its suitability to distinguished between hard and easy problem instance too, compare Figure 6.

In general the feature evaluation shows, that the introduced features are suitable to distinguish between easy and hard problem instances for both applied algorithms. Note, that an important feature to distinguish between instances is the DOD, only implicitly shown in the graphs.


Figure 4: Evaluation of feature combination angle_mean and mst_dists_mean for Re-planning algorithm.


Figure 5: Evaluation of feature combination ratio_sum_distance_centroid and 5nn_angle_mean_mean for Re-planning algorithm.


Figure 6: Evaluation of feature combination mst_dists_mean and 5nn_angle_mean_mean for Re-planning algorithm.

## 3 Algorithm Selection

To test our problem features in the context of Algorithm Selection, we implemented a regression machine learning technique to model the relationship between the problem features and the algorithm performance. We used Artificial Neural Network (ANN) which map unlabeled input to a label (output) using internal data structures. We standardise all values of the feature vectors using the standard scalar method implemented in [32]. These standardised feature vectors are the input for the model (balanced regrading instances and DOD). The output for the regression model is the standardised routing costs for the instances. For each algorithm (Greedy, Re-planning) we constructed one regression model. Due to its popularity we used Tensorflow from Google Brain introduced in [33] for the implementation. Both ANNs have 4 hidden layers with $60,18,20$, and 22 neurons. The input layer has 184 neurons and the output layer has 1 . All neurons are using the activation function RELU, [34]. The structure of the model was setup using systematic trial and error, a common approach to approximate the optimal number of hidden layers and nodes, [35]. All neurons of each layer are fully connected to all neurons of the following layer. We applied the optimisation function Adam introduced in [36] to determine the weights of the edges between the neurons of the ANNs. Beside testing our approach with unseen problem instance, we applied the grouped cross validation method to validate our trained ANNs. The method divides the available data into $k$ groups and constructs $k$ different ANNs using $k-1$ data groups. The $k^{t h}$ group is used for testing the constructed ANN, [37]. The error is determined using the mean of testing set errors of the groups. The grouped cross validation method is currently considered as the gold standard for testing ANNs. Note, that we had to ensure that the combination of instance and DOD are evenly distributed within all created groups. For our validation we defined 5 data groups. The results of the validation of our constructed ANNs are shown in Table 3. The applied metric for the regression model is the mean squared error (MSE), see for example, [38]. The results in Table 3 show that our features are very suitable for performance prediction. The average error for both ANNs is less than half a percent for all cross validation groups. The models are not over-fitted and precisely predict the algorithm performance, even for unseen dynamic instances generated from the static instances shown in Figure 3.

| Algorithm | Mean square error <br> $(+/-$ Standard deviation $)$ |
| :--- | :--- |
| Greedy | $0.006775(+/-0.000126)$ |
| Re-planning | $0.003549(+/-0.000105)$ |

Table 1: Grouped cross validation results (5 groups) of our constructed ANNs.

To test our regression models with completely unseen problem instances, we created dynamic instances from a subset of VRP instances introduced in [39] and [40], see Figure 7. We created 500 random instances for each instance for each $D O D \in\{0.3,0.4, \ldots, 0.8\}$ and determined the routing costs with the Greedy and the Re-planning algorithm. The sum of the routing costs for each algorithm, $R=\sum_{i=0}^{n} r_{\text {algorithm. } i}$, is shown in Table 3 (column Greedy and Re-planning). Based on the known routing costs for the Greedy and for the Re-planning algorithm, we have been able to determine the correct algorithm selection for each problem instance. The correct selected algorithm is the one which produces the lower costs. The sum of the routing costs, based on a correct algorithm selection, Correct $=\sum_{i=0}^{n} \min \left(r_{\text {greedy. } i}, r_{\text {replan. } i}\right)$, is also shown in Table 3 (column Correct). Additionally Table 3 shows the sum of the routing costs based on our algorithm selection with our regression (column Regression) models. In general the results, shown in Table 3, illustrate that we are able to successfully select algorithms for unseen problem instances with our approach. Our algorithm selection approach performs better, compared to exclusive use of either the Greedy or the Re-planning algorithm in most cases. However, for the dynamic problem instances derived from problem instance A-n60-k9, our algorithm selection leads to worse results in comparison to the pure Re-Planning algorithm.

## 4 Conclusion and Outlook

Our results show that our approach is able to reliably autonomously select the better performing algorithm for various known and partly also for unseen DVRP instances. Based on simulation results we have been able to derive characteristic DVRP from static problem instances. We developed and calculated features for these instances. Our introduced features in combination with the simulation results are the bases for our developed regression models which we trained to predict algorithm


Figure 7: Subset of VRP instances introduced in [39] (P-n50-k8, and A-n60-k9) and [40] (X-n110-k13, X-n101-k25, and X-n115-k10). The dots represent the customer requests.
performance. The prediction of algorithm performance is the base for our successful autonomous algorithm selection.

For our performance prediction models we are currently considering only 4 different structured problem instances, compare Figure 3. The trained regression models are quite fitted to these instances which seems to be the reason for the difficulties with performance prediction for the unseen problem instances A-n60-k9, compare Table 3. The idea is to build a stronger basis for our performance prediction by considering more different kinds of problem instances. We plan to include the very geometrical structured VRP instances introduced in [41] in our research. We also have to evaluate the possibility to create own artificial instances.

Currently we only consider two different algorithms which perform similar for different problem instances, compare Section 3. Future work will be the training and testing of regression models based on simulation results of different DVRP algorithms. We will implement an DVRP algorithm portfolio with existing algorithms. We are currently developing a new DVRP solving approach based on the results from [15]. Beside considering more instances and more algorithms, the question occurs which evolved instances are good for training

| 3000 Instances based on | Greedy | Re-planning | Correct | Regression |
| :--- | :--- | :--- | :--- | :--- |
| X-n110-k13 | $31,664,462$ | $31,836,229$ | $31,405,740$ | $\mathbf{3 1 , 4 1 3 , 1 3 5}$ |
| X-n101-k25 | $34,794,388$ | $34,725,471$ | $34,389,425$ | $\mathbf{3 4 , 4 5 5 , 9 3 5}$ |
| X-n115-k10 | $39,754,906$ | 39870583 | 39402544 | $\mathbf{3 9 , 4 2 9 , 2 0 1}$ |
| P-n50-k8 | 534,005 | 534,690 | 528,157 | $\mathbf{5 3 3 , 9 6 1}$ |
| A-n60-k9 | $2,787,325$ | $\mathbf{2 , 7 8 1 , 4 7 9}$ | $2,752,555$ | $2,783,146$ |

Table 2: Validation results of our constructed ANNs for unseen instances.
and testing purposes. Currently we are not verifying if an evolved instances is a good representation for the performance class. In future work, we have to determine a metric which provides information about how good a certain instance represents a certain algorithm performance.
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