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Abstract.  On the one hand, having a tight schedule is de-
sirable and very cost-efficient for freight transport compa-
nies. On the other hand, a tight schedule increases the 
impact of delays and cancellations. Furthermore, the predic-
tion of delays is extremely complex, because they depend 
on many factors of influence. To address these issues, this 
work will show an approach to forecast delays of freight 
trains by using data mining and machine learning methods. 
For this purpose, an international freight transport compa-
ny in rail traffic provided us with a huge amount of historical 
data of freight train runs. In order to get a suitable predic-
tion model, we apply a knowledge discovery in databases 
(KDD) process, which contains the steps data selection, data 
preprocessing, data transformation, data mining and inter-
pretation/evaluation. After the data selection and data 
preprocessing step we transform categorical features via 
one-hot encoding as well as via embedding with various 
embedding sizes. Furthermore, we apply a data transfor-
mation method for cyclical features like weekday. In the 
actual data mining process, we use the preprocessed histor-
ical data to perform a regression analysis, which forecasts 
the delays of freight trains, and compare several regression 
models like decision tree, random forest, extra trees and 
gradient boosting regression. An adequate prediction mod-
el will be integrated into an agent-based model, which tests 
the robustness of optimized locomotive schedules for 
freight trains. 

Introduction

1 The KDD Process 

1.1 Data selection 
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Table 1: Chosen features for the further KDD process and 
their descriptions. 

1.2 Data preprocessing 

Figure 1: Correlation matrix, which shows the correlations 
between the chosen numerical features and the 
target value “delay_ank”. 

Figure 2: Feature importances of the chosen numerical 
features without the feature “delay_abf” in de-
scending order of importance. 

1.3 Data transformation 
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1.4 Data mining 

1.5 Interpretation and evaluation 

2 Results 

Table 2: Comparison of different regression models and 
data transformation methods. 

3 Conclusion and Outlook 
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