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Abstract. On the one hand, having a tight schedule is de-
sirable and very cost-efficient for freight transport compa-
nies. On the other hand, a tight schedule increases the
impact of delays and cancellations. Furthermore, the predic-
tion of delays is extremely complex, because they depend
on many factors of influence. To address these issues, this
work will show an approach to forecast delays of freight
trains by using data mining and machine learning methods.
For this purpose, an international freight transport compa-
ny in rail traffic provided us with a huge amount of historical
data of freight train runs. In order to get a suitable predic-
tion model, we apply a knowledge discovery in databases
(KDD) process, which contains the steps data selection, data
preprocessing, data transformation, data mining and inter-
pretation/evaluation. After the data selection and data
preprocessing step we transform categorical features via
one-hot encoding as well as via embedding with various
embedding sizes. Furthermore, we apply a data transfor-
mation method for cyclical features like weekday. In the
actual data mining process, we use the preprocessed histor-
ical data to perform a regression analysis, which forecasts
the delays of freight trains, and compare several regression
models like decision tree, random forest, extra trees and
gradient boosting regression. An adequate prediction mod-
el will be integrated into an agent-based model, which tests
the robustness of optimized locomotive schedules for
freight trains.

Introduction

The planning of train schedules is an extremely complex
task, because of the many possibilities to schedule
routes and locomotives.

However, it is the daily work of freight transport
companies in rail traffic. In order to reduce costs, the
locomotive schedule should be as tight as possible. But
a tight schedule increases the impact of delays and can-
cellations, especially if there are no available backup
resources like traction units. Therefore, a well-balanced
ratio between a tight and robust schedule is desirable.
To address these issues, this work will show an ap-
proach to forecast delays of freight trains by using data
mining and machine learning methods. For this purpose,
an international freight transport company in rail traffic
provided us with a huge amount of historical data of
freight and passenger train runs. Furthermore, we apply
a knowledge discovery in databases (KDD) process and
compare several regression models as well as data trans-
formation methods, in order to receive a suitable predic-
tion model for delays of freight trains. Finally, an ade-
quate prediction model will be integrated into an agent-
based model, which tests the robustness of optimized
locomotive schedules for freight trains [1].

1 The KDD Process

A knowledge discovery in databases (KDD) process is a
nontrivial procedure to identify valid, novel and poten-
tially useful patterns in data [2]. This process contains the
five steps data selection, data preprocessing, data trans-
formation, data mining and interpretion/evaluation [3].
To create a prediction model for delays of freight trains,
we use the huge amount of historical data of freight
train runs and follow the sequence of the KDD process.

1.1 Data selection

The data selection step includes understanding of the
application domain and the relevant prior knowledge,
selecting appropriate data as well as the identification of
the application goal [2].
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For this purpose, we cooperate closely with the in-
ternational freight transport company in rail traffic. The
identified application goal is the prediction of the target
value “delay ank™, which is the delay at the arrival
station. Furthermore, we used SQL queries to extract
appropriate features from the database of the freight
transport company.

Feature name

abfbsstelle_id
ankbsstelle_id

Description

Station ID of the departure station

Station ID of the arrival station

plananfahrt Planned departure time

planankunft Planned arrival time

lon_abf Longitude of the departure station
lat_abf Latitude of the departure station
lon_ank Longitude of the arrival station

lat_ank Latitude of the arrival station
border_abf Indicates if dep. stat. lies on the border
border_ank Indicates if arrival stat. lies on the border
region_abf Region of the departure station
region_ank Region of the arrival station

meter Distance between two stations

tz Indicates the position of the traction unit
reihe Series of the traction unit

orndr ID inside the series of the traction unit
produktname Indicates the type of the train operation
delay_abf Delay at the departure time
altitude_diff Difference betw. altitudes of two stations

Table 1: Chosen features for the further KDD process and
their descriptions.

For the feature “altitude diff”, we used the open eleva-
tion public API to receive the altitudes of the stations
and we calculated their altitude differential.

The chosen features for the further KDD process are
shown in Table 1. To investigate the correlations be-
tween the chosen numerical features and the target value
“delay_ank”, we use a correlation matrix (Figure 1).

As expected, there exists a strong correlation be-
tween delay at the departure station and delay at the
arrival station. In order to get more information about
the importance of the other chosen numerical features,
we apply the random forest method without the feature
“delay_abf” (Figure 2).

1.2 Data preprocessing

Data preprocessing, also called data cleaning includes
strategies for handling missing data fields and if appro-
priate removing noise to obtain consistent data [4].

The huge amount of historical data of freight train runs
are real data including missing and wrong entries.
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Figure 1: Correlation matrix, which shows the correlations
between the chosen numerical features and the
target value “delay_ank”.
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Figure 2: Feature importances of the chosen numerical
features without the feature “delay_abf” in de-
scending order of importance.

Some wrong entries were easy to adjust, like swapped
geographic coordinates. But for example, samples includ-
ing planned arrival time before planned departure time or
no distance between two different stations couldn't be
adjusted that easily. For the further steps of the KDD
process we don’t consider samples with missing or wrong
entries, which we couldn't replace or adjust.

1.3 Data transformation

In this step, we transform the nominal features “ab-
fbsstelle id”, “ankbsstelle id”, “region_abf”’, “re-
gion_ank”, “tz”, “reihe”, “ordnr” and “produktname”, to
use them for the data mining process and to increase the

accuracy of the prediction model. For this purpose, we
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apply the data transformation method one-hot encoding,
which creates for each possible value of a nominal fea-
ture a new dummy feature and returns a quite sparse
array. But each of the nominal features “abfbsstelle id”,
“ankbsstelle_id”, “reihe” and “ordnr” contains several
hundred possible values.

In order to reduce the number of dimensions to rep-
resent these nominal features, we use an embedding
with various embedding sizes, which is a further data
transformation method. The embedding learns to map
each possible value of a nominal feature into a vector
with the length of a given embedding size [5, 6].

Furthermore, we used the features “planabfal and
“planankunft” to extract the cyclical features day of the
year “jahrestag”, weekday “wochentag” and minute of the
day “tagmin” for the planned departure and arrival time.

In order to further increase the accuracy of the pre-
diction model, we transform these cyclical features by
using a sine and cosine transformation [7].

L3

1.4 Data mining

The actual data mining process includes selecting an
adequate model, for example classification, clustering or
regression, and choosing the data-mining algorithm(s)
to find patterns of interest and finally to achieve the
application goal [8]. Because our target value “de-
lay ank” is a continuous numerical value, we chose a
regression analysis and split the prepared data into train-
ing and test data. With the training data, we train a
dummy regressor model, decision trees, random forests,
extra trees and gradient boosting regression models.

For the comparison of prediction models, we apply
the test data and evaluate for each regression model as
well as different data transformation methods the mean
squared error between the prediction and the target
value “delay ank”. We use the dummy regressor which
always predicts the mean of the training targets as a
baseline to compare the mean squared errors.

1.5 Interpretation and evaluation

This step consists of interpreting the found patterns,
evaluating the prediction models and acting on the dis-
covered knowledge. Proper interpretation of data min-
ing results requires a high degree of domain knowledge.
For this reason, we cooperate closely with experts of the
freight transport company to interpret the results. For
the theoretical evaluation of the prediction models, we
used 2-fold cross-validation.

2 Results

Table 2 shows the comparison of the mean squared
errors of the different regression models and the data
transformation methods one-hot encoding as well as

embedding by using three different embedding sizes.
The prediction model with the highest accuracy is the
gradient boosting regression model with the embedding
and embedding sizes 25 or 50.

Regression model One-hot Emb.10 Emb.25 Emb. 50

DummyRegressor 8329 8329 8329 8329

Decision tree 1119 1462 1363 1504
Random forest 696 683 690 696
Extra trees 749 684 692 695
Gradient boosting 643 632 629 629

Table 2: Comparison of different regression models and
data transformation methods.

3 Conclusion and Outlook

This work has shown a comparison of prediction models
for delay of freight trains by using data mining and
machine learning methods. For further work, we will
use the gradient boosting regression model with the
embedding and embedding size 25. We will integrate an
adequate prediction model into an agent-based model
[1] to test the robustness of optimized locomotive
schedules for freight trains.
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