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Monitoring and Control in Mining 
Antti Koistinen* 

Control Engineering, University of Oulu, Pentti Kaiteran katu 1, 90014 Oulu, Finland; *antti.koistinen@oulu.fi 

 
 
Abstract.  Reliable risk management is based on in-
formative decision making. The key to improve decision 
making is to combine information and create new pre-
dictive measurements. Predictive indirect measurements 
can include open data, process measurements, and 
modelling. Varying information sources enables viewing 
the situation from several differing angles and can give 
the decision maker more time to react. Different data-
sources strengthen each other narrowing the uncertainty 
of predictions. Robust self-monitoring is also needed for 
the predictive system to be reliable. Mining industry has 
three major risk sources: water handling in the environ-
mental focus area, condition of machines and process 
devices, and health and safety of personnel. This article 
focuses on environmental monitoring in vast mining 
environment and its surroundings but connects process 
monitoring and control to subject. 

Introduction 

1 Waterflow models 

Figure 1: Watershed management. Main watersheds 
(red) with standard flowpaths (blue). 
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2 Environmental Monitoring 

2.1 Environmental impacts monitoring 

2.2 Environmental measurements 

3 Process Control 

Figure 2: Wide control plan for minerals processing.  
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Figure 3: Environmental monitoring concept [3]. 

3.1 Condition monitoring 

4 Decision Support and Risk 
Management 
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5 Conclusions 
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Actuator Fault Tolerant Control for a  
Rotary Wing Aircraft 

Emre Kiyak *, Ahmet Ermeydan 
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Eskisehir, Turkey;  *ekiyak@anadolu.edu.tr 

Abstract.  Quadrotor is the one of the most popular 
rotary wing aircraft in control problems. There may be 
some problems in this system. In this case, quadrotor 
will not fly and do its duty effectively. In this study, a fault 
tolerant control strategy for a quadrotor is proposed in 
the presence of actuator faults. A linear mathematical 
model which is derived from a nonlinear model. The 
observer based state estimation approach is widely used 
in fault tolerant area. Here, this approach is used to 
detect and isolate faults in a quadrotor system. General-
ized Observer Scheme (GOS) based Unknown Input Ob-
server (UIO) is used for the isolation. Simulation results 
are presented to demonstrate the performance of the 
proposed fault tolerant control strategy.

Introduction
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1 UIO Theory 

  (1) 

 , (2) 

 , (3) 

  (4) 

 . (5) 

  (6) 

  (7) 

  (8) 

  (9) 

 , (10) 

  (11) 

  (12) 

  (13) 

   (14) 

  (15) 

 ;   ι=1, 2...μ  (16) 

2 Equations Modelling of 
Quadrotor 

Figure 1. Quadrotor coordinate system. 
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  (17) 

 . (18) 

  (19) 

 , (20) 

  (21) 

 , (22) 

Figure 2. Nonlinear model of the quadrotor. 

Table 1. PD Gains for X and Y Axis. 

Table 2. PID Gains for Z Axis. 

Figure 3. Improved PID structure. 

3 Results and Discussions 

Figure 4. X, Y and Z response of LQT and LQR with inte-
gral with 10% fault on motor 1. 

Figure 5. Residuals generated by UIO. 
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Figure 6. Height response of switching structure with 
10% throttle fault on motor 1. 

4 Conclusion 
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Utilizing Optical Monitoring to Predict  
the Effluent Quality in the Activated  

Sludge Processes 
Jani Tomperi* 

1Control Engineering, University Oulu; *jani.tomperi@oulu.fi 

 
 
Abstract.  The optical monitoring device was used for 
imaging industrial and municipal activated sludge pro-
cesses. The results were utilized to predict the important 
effluent quality parameters (BOD, COD, N, P, SS) indicat-
ing the efficiency of the wastewater treatment processes. 
The optimal subsets of variables for each model were 
searched using mathematical variable selection meth-
ods. The models based on optical monitoring and pro-
cess variables from the early stage of the treatment 
process can be used to predict the effluent quality hours 
in advance compared with traditional measurements, 
which enables the optimization of process control, keep-
ing the process in a stable operating condition and avoid-
ing environmental risks and excessive operation costs. 

Introduction 
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1 Material and Methods 

1.1 Industrial wastewater treatment plant 

1.2 Municipal wastewater treatment plant 

1.3 Optical monitoring and image analysis 

Figure 1: The online optical monitoring device for  
imaging activated sludge process [6]. 

1.4 Variable selection and modelling 
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2 Results and Discussion 

  
Table 1: The best modelling results for the industrial and municipal WWTP effluent quality parameters using input  

variables selected by GA. Modified from [6,7]. 
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Figure 2: Model for effluent COD at the industrial  
WWTP [7]. 

Figure 3: Model for effluent SS at the municipal  
WWTP [6]. 

3 Conclusions 
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Abstract.  In this study, a fault tolerant control strategy 
for a rotary wing aircraft is proposed in the presence of 
actuator faults. A linear mathematical model which is 
derived from the nonlinear model by using 
MATLAB/Simulink. An observer based state estimation 
approach is widely used in fault tolerant area. General-
ized Observer Scheme (GOS) based on Unknown Input 
Observer (UIO) is utilized to detect and isolate the actua-
tor faults. In fault-free conditions, Linear Quadratic 
Tracking (LQT) is preferred to stabilize the quadrotor to 
obtain a faster system response. When it comes to a 
faulty case, LQT cannot handle the compensation of 
steady-state error owing to power loss in the actuator. 
Therefore Linear Quadratic Regulator (LQR) with integral 
action is selected by the fault diagnosis unit to compen-
sate steady-state error due to the actuator fault. Simula-
tion results are presented to demonstrate the perfor-
mance of the proposed fault tolerant control strategy.

Introduction 

et al

et al

et al

et al

et al
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et al

1 Control System of the 
Quadrotor 

Figure 1. Nonlinear model of the quadrotor 

 

Figure 2. Conventional PID structure. 

  (1) 

Figure 3. Improved PID structure 

2 Simulation Results 

Figure 4. PD control for X axis. 
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Figure 5. PD control for Y axis. 

Figure 6. PID control for Z axis. 

Table 2. PID Gains for Z Axis 

Figure 7. PID control for Z axis. 

Table 3. Yaw Controller Gains 

Figure 8. PID control for Z axis. 

Figure 9. PID control for Z axis. 
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Table 4. Pitch and Roll Controller Gains. 

3 Conclusion 
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Abstract.  This paper presents the simplified mechanistic 
model of a Multiple Hearth Furnace (MHF), developed for 
process control implementation. The detailed mechanistic 
model of the MHF and its solving procedure are introduced. 
Based on the detailed model, the simplified model is devel-
oped in the nonlinear Hammerstein-Wiener form, which 
defines a specific type of nonlinear state space models 
suitable for example for Model Predictive Control (MPC) 
implementation.  
The simplified model aims to preserve the key physical-
chemical phenomena taking place in the furnace and to 
reproduce the nonlinear dependencies between the input 
and output variables. Finally, the paper presents the simula-
tion results to compare the mechanistic and the simplified 
models. The comparison confirms that the dynamics of the 
simplified model accurately follows the mechanistic model 
outputs. 

Introduction
Furnaces, such as the rotary kilns and multiple hearth 
furnaces, are widely used in industry for the calcination 
of clay minerals, such as kaolin. However, these pro-
cesses continue to provide challenges in maintaining 
efficient process operations.  

In particular, it is hard to control the final product 
quality, due to the difficulty in measuring the product 
characteristics, the solid temperature profile in the fur-
nace, and the rates of the calcination reactions.  

Instead, the existing control systems mostly rely on 
the gas temperature measurements and traditional con-
trol implementations, such as PID. 

This strategy, however, does not allow achieving 
stable solid phase temperature profile and uniform 
product quality. In contrast, a Model Predictive Control 
(MPC), based on a model describing the physical-
chemical phenomena in the furnace, would be able to 
stabilize the solid temperature and minimize the product 
quality variations. 

1 Process Description 
This paper considers a multiple hearth furnace used for 
kaolin calcination, having the counter-current solid and 
gas flows. The furnace has eight hearths, and eight 
burners, combusting natural gas to provide the heat 
necessary for the calcination reactions, are located in 
hearths 4 and 6. The amount of air flow, supplied to the 
burners for the gas combustion, is calculated based on 
the stoichiometric ratio. The burners are placed with a 
tangential alignment. 

Kaolin is supplied to the first hearth located at the 
top of the furnace. In the calciner, the material is moved 
by the metal plates, called blades, which are attached to 
the rotating rabble arms, designed with the intention of 
transporting the material outwards on even-numbered 
hearths and inwards on odd-numbered hearths. The 
kaolin traversing the even numbered hearths moves 
outward to descend through the holes at the outside 
border of the hearth, while in the odd-numbered hearths 
kaolin falls to the next hearth through a single annulus 
located around the shaft carrying the rabble arms.   

The temperature of the solid increases as it travels 
down through the furnace and reaches its maximum in 
Hearth 6. Kaolinite transforms to metakaolin in the 
hearths 3, 4 and 5 at the temperature between 400-700 
°C. The metakaolin is released from hearth 5 at a tem-
perature approximately 800 °C, which continues elevat-
ing in the hearth 6, where the transformation of me-
takaolin to the Al–Si spinel phase occurs [1]. 
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Thus, the main objective of the hearth 6 is to in-

crease the temperature in order to facilitate the absorp-
tion of aluminum into the silica phase. The control of 
temperature in the hearth 6 is essential to avoid over-
heating, which may result in the undesired formation of 
a more crystalline material that may generate some 
abrasion problems. The temperature of the solids begins 
to decrease in the hearths 7 and 8, and the product 
leaves from the hearth 8 through two discharge holes at 
a temperature of 750 °C. 

2 Dynamic Model of the MHF 
This section describes the mechanistic model of the 
MHF developed by Eskelinen et.al.[2]. The modeling 
equations are developed for the six parts of the MHF: 
the gas phase, solid bed, central shaft, walls, rabble 
arms, and the cooling air. The model comprises the 
calcination reaction kinetics, the mass and energy bal-
ances, the transport phenomena in the parts of the MHF, 
as well as additional equations describing the temperature 
dependent parameters, more details can be found in [3].   

The following assumptions have been made to sim-
plify the model development. The solid bed in the 
hearths is split into four or five homogenous annular 
volumes, depending on the rabble arm configuration. 
The volumes are assumed to be equal in mass content 
and radial direction. The mixing model, describing the 
solids movement in the hearths, assumes that one shaft 
rotation disseminates a part of the volume contents to 
the neighbor volumes. Thus, the solid mass distribution 
between the volumes of hearth  can be calculated after 
one shaft rotation as follows: 

 (1)

Where  and  connote the feed and the mass 
loss in the solid phase in Hearth . The mixing matrix  

is used to transform the distribution of solids  in 
Hearth  after one central shaft rotation. 

Specifically, the column  of the matrix denotes the 
distribution of volume  contents between the volumes 
of the hearth. 

3 Model Simplification 
This section describes the simplified model developed 
based on the mechanistic model presented in Section 2. 
A simplification of the mechanistic model is designed, 
describing the dynamics and the nonlinear behavior of 
the system separately. In more details, the simplified 
model is expressed as a Hammerstein-Wiener model 
(HWM), decomposing the model in blocks containing 
the nonlinearities in static form and the linear dynamics. 
The linear block, enclosing the dynamics of the process, 
is preceded and followed by a static non-linear blocks. 

The dynamics of the MHF includes the very fast 
component related to the gas phase, and the slower 
component representing the solid state. For MPC im-
plementation, the temperature of the solid has to be 
described dynamically. Furthermore, as the temperature 
of the inner layer of the walls has a direct effect on the 
solid-walls heat exchange, it is also considered as a 
model state. The simplified model is implemented as 
following: 

 
 

(2)

where  is a vector containing the process inputs (kao-
lin feed rate, gas flows to the Hearths 4 and 6),  is the 
state vector contains the temperature of the solids in 
each volume of the furnace and the internal wall tem-
perature in the hearths,  contains the gas phase tem-
perature next to the walls in the hearths,  is the time 
constant parameter of the linear dynamic part of the 
modeling equations. The time constant  is obtained for 
each modeling equation by identification performed 
using the MATLAB® identification toolbox.  is a 
static nonlinear function calculating the steady state of 
the furnace using the process input values. In order to 
implement the first function , a look up table has 
been created by running the mechanistic model simula-
tions with different process inputs. The obtained values 
are interpolated as follows:   

 (3)

where  are the values from the look-up table and 
the piecewise linear basis functions ,  and  have 
been used for the interpolation. 
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The second function , involved in the mod-

eling equations (2), calculates the gas temperature pro-
file next to the walls in the Hearths based on the current 
furnace state  and the process inputs . The function 

 is implemented by solving the energy balance 
for the gas phase derived from the mechanistic model. 

4 Simulation Results 
The simulation study has been conducted to evaluate the 
performance of the simplified model by comparing its 
predictions with the results of the detailed mechanistic 
model. Input series have been designed for the open-
loop tests to compare the dynamic response of the mod-
els. The shaft rotation period is used as the sampling 
time in the simulations, according to how it was made 
by the mechanistic model in [2]. The tests signals in-
clude a sequence of step and ramp changes in the input 
variables, including the kaolin feed rate, total gas flow 
ratio to the feed, and the ratio of hearth 4 gas flow to the 
total gas flow. 

The results of the simplified model are shown as 
dashed lines, whereas the outputs of the mechanistic 
model are given as solid lines in the Figures 1 and 2, 
providing the simulation results [4]. The comparison of 
the gas phase temperature shows excellent simplified 
model accuracy for all hearths, specifically in hearths 1 
to 4 and 7-8. For the solid phase temperature, presented 
in Figure 2, the comparison also confirms the accuracy 
of the simplified model, with the best results similarly 
achieved in hearths 1 to 4 and 7-8.   

The quantification reference for the evaluation of the 
simulation results shown in Figure 1 and 2 is the coeffi-
cient of determination, denoted as R2. This coefficient 
provides a simple way to discern if the simplified model 
is accurately reproducing the results of the detailed 
mechanistic model.  

In particular, the R2 values for hearths 1 to 4 and 7-8 
are above 0.8 in almost all cases, while the captured 
variance statistic calculated for the results in hearths 5 
and 6 is below 0.7.  

The reason for the elevated error of the simplified 
model obtained in Hearths 5 and 6 is the exothermic 
reaction actively ongoing in hearth 6 and complicating 
the temperature prediction in the hearth.   

 
Figure 1. Comparison of models gas phase temperature. 
 

 
Figure 2. Comparison of models solid phase  

temperature. 
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5 Conclusions 
A simplified model of a MHF was developed in this 
paper, based on a mechanistic model developed previ-
ously. The simplified model is implemented in the form 
of Hammerstein-Wiener nonlinear dynamic model with 
a reduced number of dynamic equations and a state 
space structure, thus making model based control im-
plementation possible. The results of the simplified 
model are compared against the mechanistic model and 
are found to be remarkable. For the gas and the solid 
phases, the results present higher accuracy, especially in 
the first four hearths and the last two hearths. The rea-
son for the elevated simplified model error in hearths 5 
and 6 can be the reaction occurring in hearth 6, which is 
unpredictable. This issue will be addressed in the future 
research to improve the simplified model performance. 
The simplified model obtained in the paper enables 
implementation of different MPCs, such as EMPC, in 
the developed simulation environment of the MHF.   
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Abstract. SolarTherm is a new CST technology simu-
lation platform. Based on the Modelica language, it of-
fers an easy and high-flexible alternative to the conven-
tional CST simulation tools. SolarTherm is composed
by a Modelica library of components and systems full-
editable and runnable with the main Modelica environ-
ments and Python-based tools and scripts that provides
a simulation framework.

Introduction

According to the International Energy Agency (IEA),

around the 11% of the global electricity production in

2050 would be generated by Concentrating Solar Ther-

mal (CST) power systems [1]. With this scenario, CST

technology has a high potential to become one of the

key technologies in a decarbonised energy future.

To make this a reality, researchers and industry must

strive to reduce the investment, operating and mainte-

nance CST cost until this technology become compet-

itive with other energy sources. Although solar ther-

mal offers a number of benefits over other renewable

energy technologies, its cost level is yet far from others

technologies like the wind, hydro or photovoltaic power

stations.

The Australia Solar Thermal Research Initiative

(ASTRI) [2] is working to develop disruptive technolo-

gies that dramatically reduce CST costs. In order to

achieve this goal, it focussed its effort on four strategic

objectives:

• Increasing the capacity factor - extending operat-

ing hours to sell more electricity to the grid.

• Reducing capital expenditure for CST power

plants.

• Improving efficiency of CST components and

overall systems.

• Adding product value: through (a) solar fuels and

(b) improving O&M technologies yield and reduce

cost.

It is necessary to collect and test all proposed ideas

through the modelling and simulation. There are several

simulating tools for carrying out system performance

and financial simulations for CST power system, e.g.

SAM [3] or Greenius [4]. Although these tools are

suitable for modelling and simulation of conventional

systems, it may be excessively complicated to simulate

novel designs like some of the proposed systems in AS-

TRI project.

SolarTherm, presented here, aims to meets this

need. It provides a simulation platform on which users

can easily modify partial previous-designed systems

and/or develop new ones.

1 SolarTherm
SolarTherm was created under the ASTRI program with

the aim to provide solar thermal community with an

easy tool to simulate and optimise CST power plants.

The focus of this tool is the annual performance and the

economic assessment of novel designs of solar thermal

plants.

It consists of a CST component and system library

along with a simulation framework. As other simulation

tools, it allows a high-level process modelling through
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the connection of previous defined components where

users can simulate systems configuring only few param-

eters such as the size of the storage or the receiver area.

However the attraction of this tool is its high flexibility,

where it is easy to replace, develop or customise new

components. This makes SolarTherm a suitable tool to

explore of new technologies related with CST power

systems including thermochemical systems (i.e. solar

fuels).

SolarTherm is a tool based on the object-oriented

modelling Modelica language [5] for its component

models and simulation. This language provides class

encapsulation allowing a modular and hierarchical

modelling with replaceable and customized compo-

nents. Each of them can be formulated acausally, i.e.

the translation of the physical equations into the formu-

lation language is direct, making it very well suited for

representing the physical structure of systems. Also,

Modelica can be interfaced with external tools allowing

a stochastic statistical analysis of the plant performance.

SolarTherm provides a range of Python-based tools

and scripts that automate the process of testing, sim-

ulating, optimising and visualising the results [6]. Be-

sides, if the user prefers to manage flow-sheet diagrams,

Modelica library can be simulated with user-friendly

graphical Modelica enviroments such as OMEdit [7] or

Dymola [8].

One of the strengths of SolarTherm is that is a fully

open source project. All the code is fully accessible and

hackable including component models as well as the

simulation framework on a GitHub server (https://
github.com/solartherm/solartherm). Be-

ing fully open source and fully compatible with the free-

open source Modelica language simulator OpenModel-

ica [7], it aims to become an attractive tool where re-

searchers joint their efforts working on the future of the

CST technology.

1.1 Description of the library

The component and system library has been imple-

mented with the last available version of the the

Modelica language (3.2.1) [5]. Modelica Fluid and

Modelica Thermal connectors have been used in order

to define the relationships between components. The

thermodynamic properties have been calculated with

medium models that extend the Modelica Media in-

terface. These decisions guarantee that SolarTherm

is compatible with any component from the Modelica

Standard Library or another component that are imple-

Figure 1: The SolarTherm library.

mented with the same interfaces. Also, all the com-

ponents are locally balanced helping to ensure robust

modelling and debugging [9].

Figure 1 shows the current main packages that com-

poses the SolarTherm library. For the moment, the li-

brary is focused on Central Receiver Systems (CRS)

with storage for electricity production. Some simple

models for all these domains have been implemented

including some fluid or control models to guarantee the

stability of the systems.

An example of a CRS model implemented with So-

larTherm library is depicted in Figure 2. A data file

provides the input weather data necessary to run the sys-

tem. The sun model provides the sun position and the

Direct Normal Irradiance (DNI) to the heliostats field

which calculates the total concentrated power into the

receiver. Part of this energy is transferred to the work-

ing fluid (molten salts) which flows from the cold tank

to the hot tank. The fluid returns to the cold tank after

crossing the power block where the electricity produced

by the plant is calculated. Two pumps with each auto-

matic control systems drives the fluid from one tank to

the other.

2 Conclusion

In this work we presented the work-in-progress to de-

velop SolarTherm, a new CST technology simulation

platform. It is designed to offer user an easy tool suit-

able for the modelling and simulation of CST power
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Figure 2: Flow-sheet diagram example.

systems including unconventional ones. SolarTherm is

composed by a Modelica library of components and

systems and Python-based tools and scripts that pro-

vides a simulation framework. It is also compatible

with the user-friendly Modelica environments OMEdit

and Dymola and it is developed with an open source

philosophy, providing all the code in a GitHub server.
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Abstract.  In this paper a concept for modelling selected 
sub-processes of the manufacturing process of parti-
cleboards is presented. First, the entire process is de-
scribed briefly, and then special attention is on the stag-
es drying and pressing. Afterwards models for the dryer 
and press from literature are discussed. Furthermore, a 
concept for the planned models of the selected stages is 
presented. The future objective is to use the developed 
models of different stages of the manufacturing process 
to control the process using statistical models. Thus the 
impact of potential measures can be simulated.  Finally 
there is a short conclusion including an outlook on future 
work. 

Introduction 

et al

1 Manufacturing Process of  
Particleboards 
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Figure 1. Manufacturing process of particleboards 
based on (Wagenführ, 2012)  

1.1 Dryer 

1.2 Press 

Figure 1. Schematic description of a continuous press 
(Rowell, 2013)  

2 Mathematical Model 

2.1 Dryer 

•

 

•

 

et 
al

et al

2.2 Press 
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Abstract. This work-in-progress paper illustrates the
idea of the conceptional separation between a mathe-
matical model and a simulation model for state event
models of dynamic hybrid systems. The traditional mo-
delling and simulation process starts with a mathemati-
cal model, followed by an implementation of the model
in a certain simulation environment and ends with the
parametrisation of the numerical attributes followed by
the simulation run. Current trends in simulation environ-
ments tends to go in the direction of graphical oriented
modelling descriptions neglecting needs of conceptional
(mathematical) models at the beginning of the process.
This limits the modelling process and restricts efficien-
cy. For comparison or benchmarking simulation environ-
ments as well as modelling languages, approaches and
optimization for hybrid models, a conceptional model of-
fers a framework to review these aspects.

Introduction

Modelling and simulation can not be used separately.

Especially in the field of hybrid models this aspect is

even more important, because in many cases the des-

cription refers to both the modelling and the simulati-

on. Often algorithms are used to specify hybrid descrip-

tions. There are various areas applying hybrid system

models to analysis system behaviour, e.g. science, engi-

neering, robotic systems, traffic management systems,

sequential operations as well as embedded systems. [1]

Hybrid Modelling

The term hybrid has different meanings, the model

structure or the mixture of used environments. In this

paper the term hybrid means variation in the structure

of the model. There are several changes in the model

framework possible, which is discussed in details in [2].

The offered framework in this work discusses and ana-

lyzes the possibilities of hybrid modelling.

State Event Modelling

This modelling approach is closely related to hybrid

modelling and provides a particular mathematical

description regarding the numerical handling and

execution of hybrid phenomena in a model description.

The basic approach starts with the assumption of a

certain dynamical system and performs the change in

the model structure by a particular event depending

on the state of the system. This state event changes

the model framework and performs the continuing

simulation run with changed model framework.

Hybrid modelling and state event modelling, ad-

dress the same branch of systems but provide different

approaches for modelling and simulation. Both model-

ling methods describe time sequential processing of dif-

ferent model descriptions. State event modelling, nor-

mally restricts the range of model description to ordi-

nary differential equations (ODEs) or algebraic diffe-

rential equations (DAEs), whereas the hybrid modelling

approach can include different model descriptions and

methodologies. In the following section the architecture

of hybrid models and state event models respectively

will be discussed.
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Figure 1: System architechture of Hybrid Dynamical Model.

1 Hybrid Model Architecture
Continuous controlled hybrid systems cover most of the

discussed hybrid phenomena. The autonomous swit-

ches and jumps are covered in this environment, as re-

quired in [3], as well as the structure–variant systems

introduced in [4]. Therefore the provided mathematical

environment covers several system behaviours except

for external controlled behaviour. An illustration of the

architecture of this model description is given in Figu-

re 1.

This system architecture requires a particular mathe-

matical environment, which offers illustrated functiona-

lity. As a mathematical environment, the hybrid system

consists of a given set of differential algebraic equati-

ons, which are assigned to the current state in which the

system is currently working. The mathematical set-up

is given by the following Definition.

The sixtupel (L,X ,W ,FL,G,J) denotes the genera-

lised dynamic hybrid system automaton. L denotes the

finite set of states, X the collection of corresponding

state spaces, W the set of collections of communication

spaces and FL the set of differential algebraic equations.

The collections X and W implements the opportunity

to have in each state l ∈ L a particular state space and

vector of communication variables. Furthermore F as

the set of differential and algebraic equations with the

elements ( f ,g) ∈ F . This tuples represents functions

f : �n×�m×��×�r ×� the right side of the diffe-

rential equation

ẋ = f (x,u,z, p, t) (1)

and g : �n×�m×��×�r ×� → �
u represents the

algebraic equation

g(x,u,z, p, t) = 0. (2)

Figure 2: Example of a State Space Transition in an low
dimensional Situation.

This set of differential algebraic equations repres-

ents the continuous dynamic of the model in a particu-

lar state. The discrete dynamic represents the transition

from one continuous description to the other, either au-

tonomous or controlled.

The collection of sets G and J implements the

connection between the continuous state and the dis-

crete transitions which are related by guard maps Gl and

jump transition maps Jl . The transitions are enabled by

entering the guard region and the jump is performing

the transition from one state space in the location l to

the other state space in the location l′. A simple illustra-

tion for the one and two dimensional case is presented

in Figure 2.

The introduced mathematical framework allows a

model description on an abstract layer without limi-

tation of simulation environments but with procedural

structured situation. Therefore this mode framework is

called a structural model.

2 Prospects of a Mathematical
Formalised Simulation Model

Formalizing a mathematical model description offers

possibility for theoretical consideration independent of

a particular simulation environment. For a state event

approach of a hybrid system this offers the possibility

of separating numerical and modelling tasks in two dif-

ferent layers:

• Model Framwork

• Numerical Framwork

On the one hand this separation allows a better un-

derstanding of the abilities of a simulation environment,

especially for benchmarking this separation is helpful.

On the other hand the conceptual structure enables a

range of theoretical considerations of models and sce-

narios. The particular type of transition in a hybrid mo-

del can be observed but also considerations regarding
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Figure 3: Illustration of the Structural Model Description.

optimization and improvement of the model itself can

be addressed.

A hybrid model structured as illustrated in Figure 3

can not be optimized by optimizing each state for itself.

The overall structure has to be optimised and this in a

way, that maybe transition has to be redefined or par-

ticular continuous dynamics in an arbitrary state has to

be reformulated. This way is enabled having a mathe-

matical model description available.

3 Conclusion and Outlook
This work-in-progress paper shows the beginning of

a conceptual work to formalise simulation models for

state event modelling of hybrid systems. This contribu-

tion shows the first steps towards a conceptual simulati-

on environment. A more detailed consideration related

to mathematical characterizations of state events is done

in [2].

The characterization of hybrid state event modelling

should also support benchmarking and categorization of

different existing optimization approaches as discussed

in[1] and [5]. The Framework enables to formulate a

general concept regarding optimization. The actions de-

fined above lead to different algorithms as well as dif-

ferent cost functions. The questions is how to optimize

a hybrid model in detail, perhaps using a weighted cost

function including all subsystems. Is the optimization

of every single subsystem the optimization of the com-

plete hybrid system?
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Abstract.  In crop farming, pests and plant diseases cause 
losses for both grain yield and quality. The fungicides are 
used for yield protection. With the accurate plant disease 
prediction system, the farmers could optimize the chemical 
spraying and save money and environment. The plant dis-
ease modelling is challenging and widely discussed topic in 
modern agriculture. This short paper introduces the novel 
point of view for the net blotch prediction. In this approach, 
the weather measurements are combined with the historical 
net blotch observations and the data based prediction sys-
tem is introduced. The estimation scheme is demonstrated 
with the example of the selected observation field data. 

Introduction
The net blotch is a common barley disease caused by 
fungus Pyrenophora teres. It exists all over the world 
and affects both grain yield and malt quality [Bogacki et 
al. 2010]. For example, in Finland the net blotch was 
present in 86% of the investigated barley fields in 2009 
(Jalli et al. 2011). 

The weather has an influence on the occurrence of 
plant diseases and the different pathogens need different 
conditions leading into the infection. The prediction of 
the plant diseases can be a valuable tool for optimizing 
the use of the fungicides, but the reliable prediction is 
complicated. [Hardwick 2002]. 

The minimized usage of chemicals save money and 
environment and with the accurate prediction, the chem-
icals could be sprayed only when needed. The data 
analysis and modelling, but also knowledge about plant 
diseases, are the components for reliable disease fore-
casting [Hardwick 2006]. 

Cunniffe et al. (2015) discussed thirteen challenges 
in plant disease modelling. The authors focused particu-
larly on disease prediction and control with epidemio-
logical models. In that article, the challenges are parti-
tioned into three groups: Modelling the plant host, mod-
elling the pathogen, and modelling for control. 

In this short paper, the data based modelling with 
feature generation is applied to the estimation of net 
blotch occurrence. The main principles of the prediction 
system are shortly described and the results are dis-
cussed. Generally, the aim of this research is the ade-
quate prediction accuracy and the simple model struc-
ture for prediction the selected plant disease as in 
(Mäyrä et al. 2018). 

1 Materials and Methods 
Two different datasets – the weather data from the open 
database of Finnish Meteorological Institute (FMI) and 
the data of the net blotch observations are combined and 
utilized for net blotch prediction. The observations of 
the net blotch are collected and pre-processed by The 
Natural Resources Institute Finland (Luke) during the 
years 1991 – 2015. The data included the information 
about the net blotch observations in twenty different 
localities with the varying time scale. The fields, which 
are used as an example here, locate in the Southern part 
of Finland. The weather conditions and the beginning 
date of the growing season alternate between years 
during the observation period. To make different years 
comparable, the data was normalized and the time step 0 
is the beginning of the growing season in every data set. 
The whole analysis and evaluation of the results are 
performed in the Matlab® software environment. The 
principle of this study – the utilization of data fusion 
and advanced data analysis is presented in Figure 1. 
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Figure 1: The principle of the net blotch prediction; the 

data fusion and the advanced data analysis. 

The yearly weather measurements were divided into 
separate groups according to the occurrence of the net 
blotch. In addition, one group included the weather data 
of those years, when the net blotch was not observed. 
Later, the years with no net blotch is called as ‘normal 
situation’. The other dataset included weather measure-
ments of those years, when the net blotch appeared. The 
variables included in the data analysis were 

• the place of observation, 
• the date of observation, 
• the rainfall per day [mm],  
• the average temperature per day, (T,avg) [°C],  
• the daily minimum temperature, (T,min) [°C] and 
• the daily maximum temperature, (T,max) [°C].  

The datasets, which were used in this research, included 
the weather observations from the latest years, specifi-
cally four years with, and four years without the exist-
ence of the net blotch. 

The statistical characteristics of the weather data 
were first computed to find out any differences between 
the data sets with or without the net blotch. The statisti-
cal characteristics are presented in Table 1. 

The feature generation was performed to improve 
the information content of the data. More about the 
features and their use are presented, for example, by 
Dash and Liu (1997) Garcia-Torres et al. (2016), and 
Pérez-Rodríguez et al. (2015). In this study, feature 
generation technique  presented by Ruusunen (2013, p. 
50) was utilized. Briefly, in this method the features are 
generated by fusing the above listed variables with 
different mathematical operations. The feature values in 
the beginning of the growing season are then summed 
cumulatively. The aim is to separate the cumulative 
summed feature values according to the net blotch ap-
pearance. Weather conditions favouring the net blotch 
occurrence can be predicted with weather measurements 

and suitable features. For this case, the most suitable 
features were found by exhaustive search and visual 
inspection. Also T-test was tested in the feature selec-
tion step. Further research comprising several observa-
tion fields and the feature evaluation has to be automat-
ed for example by using T-test. The modelling proce-
dure is demonstrated step by step in Figure 2. 

 
Figure 2: Modelling steps. 

2 Results and Discussion 
As presented in the Table 1., the datasets seem sta-

tistically similar. To find out those years that differs 
from the normal situation, the feature generation step 
was performed.  

Obs. 
field Mean Std Median 

 No / Yes No / Yes No / Yes 

Rain fall 1,2 / 1,6 4,2 / 5,5 0,0 / 0,0 

T, avg 11,8 / 11,8 5,7 / 5,6 12,5 / 13,0 

T, min 6,6, / 6,7 5,6 / 5,9 7,3 / 7,5 

T, max 17,3 / 17,1 6,4 / 6,1 17,8 / 17,9 

Table 1: The statistical characteristics of the observation 
field data. The characteristics are presented as per 
variables (the left column) according to the occur-
rence of the net blotch (No / Yes). 

The grouping of the weather data sets (with or without 
the net blotch) was next studied with the combination of 
the feature generation and cumulative sum. Among the 
total of 110 generated alternatives, the suitable feature 
for this case was chosen as 

(x+y)/y, (1) 
where x is the rainfall per day and y is the average value 
of daily temperature.  

The years without net blotch observations are pre-
sented with the solid lines and the years when the net 
blotch appeared are plotted with the dash lines in Figure 
3. The time scale (x-axis) is 10 days and the time step 0 
is the beginning of growing season. 

• Weather data
• Observations of the

net blotch
• Advanced data 

analysis

Prediction of the net 
blotch occurrence

Data 
collection

Data pre-
processing
and analysis

Feature 
generation

Net blotch
prediction

Modelling steps
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Figure 3: The datasets are grouped by using feature gen-

eration. The years with no net blotch (solid 
lines), the years with the net blotch (dashed 
lines). 

In the presented example, grouping and separation of 
the data sets according to the appearance of the net 
blotch was possible by using the feature generation 
technique. As plotted in Figure 3, the charts forms own 
“pipes” and the years with the net blotch separate this 
way from the normal situation.  

The results strongly indicate that the presented 
method is a simple but applicable tool for the prediction 
of the net blotch occurrence. The simple structure is 
easy to adapt to another observation fields thanks to 
non-parametric features. On the other hand, the evalua-
tion of the presented method still needs more example 
cases. The scopes of the further research are the general-
ization and validation of the presented prediction meth-
od with data sets from different localities. Also the 
usability in the prediction of the different plant diseases 
has to be studied.  
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Abstract. Verification and validation of large agent
bases models is a complicated process - to check for
full functionality, the simulation has to be executed var-
ious times, which takes both time and computational
resources. In this discussion-paper we present an ap-
proach that could generally improve this process, applied
on an agent-based population model for Austria. A so-
called mean-field model in this case a partial differential
equation (PDE) is used for this aim. Execution of the PDE
simulation only takes a very short time, hence the mean-
field model can provide a fast prospect on results, be-
haviour and sensitivity of the agent-based model used.

Introduction
During the last decades a great number of population

models have been developed all over the world (e.g.

[1, 2, 3])), which, in combination with economic and/or

health models, can be used for supporting internal polit-

ical decisions. Most of them are microscopic simulation

models wherein the population is no longer simulated as

a whole [4], but as a sum of individuals.

This type of population modelling is advantageous

due to its flexibility with respect to model-extensions

and hence plays an important role in the Comet founded

healthcare project DEXHELPP. In the course of this

project an agent based population model for Austria

was developed and implemented [5] in order to create a

solid foundation for generating decision-support mod-

els for Austria’s health care system.

1 An Agent-Based Population
Model for Austria

The basic rules for the agent-based population model

are very intuitive. Each agent is assigned

• age (equivalent to a certain birth-date), and

• sex.

The model is simulated with equidistant time-steps of

arbitrary length dt. With a certain age and time-step-

length dependent probabilities each agent might die,

emigrate or, in the case of female agents, reproduce.

Additionally a certain number of immigrants is added

at each step of the model. Thus the model requires the

parameters

• initial population size [#1],

• initial population distribution with respect to age

and sex [#2],

• immigration age/sex distribution for each simu-

lated time-step [#3],

• death [#4], emigration [#5] and reproduction [#6]

probabilities with respect to age, sex and time-step,

and finally

• natural percentage for a male/female offspring

[#7].

These parameters were successfully worked out of re-

quested data from the Austrian Bureau of Statistics [6].

The model was implemented in Python 3.

The simulation executed by CPython3.4 is very

slow. As a single simulation with 8 million agents and

a timespan of 50 years with daily time steps takes about

10 hours, the verification and validation process turned

out to be challenging. To support that process mean-

field analysis was used.
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2 Mean-Field Analysis

2.1 General Concept

The so called mean-field perhaps poses the most ap-

plicable basis to analyse a microscopic model on the

macroscopic level. Let ai(t), i = 1 . . .N denote the ab-

stract state of agent i at time t then the mean-field

O(x, t) = ∑N
i=1�x(ai(t)) simply counts all agents in a

certain state x at a given time t.
In terms of the defined population model the mean-

field corresponds to the aggregated numbers: “total
population with age a and sex s at time t”. As age

is a continuous variable and the model is stochastic,

the mean-field poses for a density function of a huge

stochastic process.

The mean field of a microscopic model can have

several useful properties and can even be analysed with

analytical methods. One method is the mean-field ap-

proximation, which allows approximation of the mean

value of the (stochastic) mean-field by a closed, aggre-

gated equation based-model - a so called mean-field

model. Usually a ordinary differential equation [7] or

difference equation [8] model results, but in case states

of agents are continuous (as in our case) the method re-

sults in a partial-differential equation (PDE) model[9].

Key to find this mean-field model is to apply a so

called mean-field theorem [10], a statement closely re-

lated to the famous Kolmogorow equations for Markov

processes. If applied correctly, this theorem provides

information how stochastic analysis of the single agents

in the AB model results in an aggregated model for the

mean-field.

2.2 Application

In order to apply the cited mean-field theorem, the

stochastic processes of the single agents need to be anal-

ysed. This process is quite long and technical. Hence

we refer to [9] to get an idea about how this can be done.

Let F(a, t) and M(a, t) denote the density of female

and male a−year old individuals in Austria at time t,
then the following model describes their dynamics:

Corollary 2.1 (Mean-Field Model.)

∂M
∂ t

− ∂M
∂a

= α1 + γ1�[0,dt)(a)Ψ(a, t)−Mδ1 (1)

∂F
∂ t

− ∂F
∂a

= α1 + γ2�[0,dt)(a)Ψ(a, t)−Fδ2 (2)

time

age
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Figure 1: Simulation results for the PDE model. Density of
male population for 47 simulated years.

with Ψ(a, t) :=
∫
R+ F(a, t)β (a, t)da. All α,β and γ are

functions of age and time and can directly be derived
from [#2]-[#7]. The initial values are given by the ini-
tial density and the total population from [#1] and [#2].
Parameter dt poses for the AB model’s time-step size.

The mean-field theorem guarantees asymptotic (with

respect to the number of agents N) equivalence of the

PDE solution and the AB population model. Hence

the AB model qualitatively behaves according to some

transport-equation.

Fig. 1 shows a surface-plot of the resulting den-

sity for male individuals from 2003-2050. The PDE

model was simulated in MATLAB using a method-of-

lines scheme and its results almost perfectly match the
results of the AB model.

3 Discussion
While it takes almost half a day to simulate the AB

model the method of lines algorithm terminates after

a few seconds. Hence it was possible to easily make

quick scenario tests in order to verify the behaviour of

the AB model. Also sensitivity analysis was supported:

In case a parameter turned out to be very sensitive in the

PDE model we paid close attention to it while analysing

the AB model. Finally the 3D visualisation of the den-

sity in the PDE model inspired us to analyse diagonal

cuts through the results of the AB model.

As the AB model is undoubted a much richer, ap-

plicable and flexible model, the PDE model is not in-

tended to pose a substitute for it. Yet the time to derive,

implement and execute the PDE model was still shorter

than the duration of one single simulation run of the AB

model in Python, which made the mean-field model a

useful tool to quickly gain first insights to support vali-

dation and verification in our case.
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Nevertheless it remains to be discussed: Is time in-
vested into the derivation of this meta-model, not in-
tended to be used directly, spent well?
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Abstract.  For estimating discontinuities of a rock mass 
from point cloud (LiDAR) data, an algorithm called Di-
Anahas been used. It obtains a fracture plane from the 
valid point cloud inside a cubic bounding box. In DiAna, 
to extract the valid point cloud from the cubic bounding 
box, DiAna has to determine the threshold value to re-
move noises. It seems that this manual operation is hard 
work for long tunnels. To improve this manual operation, 
we devel-oped Variable-Box Segmentation (VBS) method 
for LiDAR data recorded from a tunnel. VBS has three 
processes, i.e., rst segmentation, second segmentation, 
and combining. During the rst segmentation, the point 
cloud is segmented into large bounding boxes and noise 
is removed. During the second segmentation, each box is 
divided into nine sub-boxies. Planes are estimated from 
point cloud data inside each sub-box. During combining, 
sub-boxies containing similar planes are joined. VBS was 
examined using LiDAR data including three sets of major 
discontinuities. Estimation results from VBS was com-
pared with the reference planes decided from geological 
sketch. Results showed that similarity between reference 
planes and planes determined by VBS algorithm seems 
to be enough to nd discontinuities from fractured 
planes.. 

Introduction 
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Figure 1. VBS algorithm. First, segment into a large box 
and remove noise (upper, red box). Next  
segment into nine sub-boxes a–i (lower left, 
sub-boxes). Finally, combine sub-boxes to 
produce suitable planes, e.g. j, k and l (lower 
right, purple, blue or green boxes). 

1 VBS Algorithm 

Figure 2. The images show planes for discontinuity 1. 
Upper and lower panels are the reference 
planes and those of planes determined by VBS 
algorithm. Color shows each planes. Red 
frames show the discontinuity. 

2 Examination and Results 
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Figure 3. Average cosine distances with its standard  
deviation between reference planes and 
planes determined by VBS algorithm for three 
fracture discontinuities. discontinuity1: 0.9700 
± 0.0617, discontinuity2: 0.9631 ± 0.0929,  
discontinuity3: 0.9020 ± 0.1942. 

3 Conclusion 

References 





S N E  S H O R T  N O T E  

   SNE 28(3) – 9/2018 125 

Synaptic Learning of the Resonator  
Network Interacting with Oscillatory 

Background and Noise 
Taishi Matsumura, Tatsuo Kitajima, Tetsuya Yuasa, Siu Kang* 

Department of Bio-Systems Engineering, Graduate School of Science and Engineering, Yamagata University, 
Yonezawa, Yamagata, Japan; *siu@yz.yamagata-u.ac.jp 

 
 
Abstract.  Rhythmic activities were widely observed in 
many brain regions. Human EEG recording revealed 
several frequency modulation of the oscillation reflecting 
internal brain states such as attentional modulation in 
visual systems. On the other hand, in vivo intracellular 
recordings suggested that individual neurons showed 
persistent membrane fluctuations and global oscillation 
originated from the activity of the neuronal fluctuations. 
Furthermore, it was found that some types of neuron 
showed membrane resonance in their subthreshold 
level. However, functional roles of the subthreshold 
resonance in a recurrent neural network are still un-
known. Here, we computationally examined the behavior 
of resonator network driven by external inputs and or-
ganized through the spike-timing-dependent plasticity 
(STDP) under oscillatory background and noise. As a 
result, it was shown how the resonator network modified 
its responsiveness depending on frequency modulation 
and its connectivity through the STDP. 

Introduction 
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Figure 1. Neuronal response to oscillatory inputs. 

1 Method 

1.1 Neuron model 

1.2 Network organization 

1.3 Input currents 
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Figure 2. Synaptic weights after the STDP learning. 

2 Result 

2.1 Responsiveness of single neuron to 
oscillatory inputs 

2.2 Synaptic learning through the STDP 
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3 Disucussion 
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Abstract.  The prehistoric salt mines of Hallstatt in Aus-
tria are subject of great interest for archaeologists. Salt 
mining activities are dated to 1458-1245 B.C. in the 
Bronze Age. Modelling and simulation as virtual compu-
tational experimental archaeology’ can contribute im-
portant insights into different areas of archaeology as an 
addition to traditional experimental methods. In a coop-
erative project between the Natural History Museum 
Vienna and the TU Wien, questions regarding prehistoric 
mining processes, logistic processes, and population 
growth in the agricultural environment are analysed by 
modelling and simulation. This contribution presents 
simulation studies, which allow to study short-term min-
ing processes and long-term population dynamics and 
agricultural working processes. Moreover, essentially, 
the simulation studies allow also excluding cases for 
these working processes. This fact underlines a special 
property of simulation in the area of archaeology: while 
classical modelling and simulation aims for verification of 
a certain assumptions, modelling and simulation in ar-
chaeology partly aims for falsification of assumptions of 
working processes or other historic events. 

Introduction 

Figure 1: Schematic reconstruction of the mining halls 
and shaft structure with rope pull systems  
(© D. Gröbner, H. Reschreiter, NHM Vienna). 
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1 Short-time Mining Processes 

Use of Bronze Picks

Figure 2. Bronze pick for salt mining: archaeological  
reconstruction (left; © A. Rausch, NHM Vienna),  
pick rigid body model (midst), and supposed  
trajectories for use of the pick (right). 

Use of Rope Pull Systems.
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Figure 3. Different design options for the rope pull  

system with closed rope (left) or open rope (right).  

Woodchip, Lighting and Air Consumption.

Figure 5. Simulation results for air consumption  
depending on number of woodchips,  
burning time  and workers . 

2 Long-time Working Processes 
and Supply of Population 

Figure 5: Map of Hallstatt area: at left hill with mining area 
and mining village, at right valley with agricultural area 
(lake - blue, garden -red, field - brown, grass - light 
green, wood - dark green, rock –grey). 

Possible Stable Population.
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Figure 6. Simulation results with variation of food  
composition (green: available/used meat, red:  
available/used beans, blue: available/used grain) 

Overall Working Processes

•
•
•
•
•

Figure 7: Overall distribution for working processes. 

Second Settlement.

3 Conclusion 
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Abstract.  This research paper describes a simulation 
model that was implemented as an evacuation efficiency 
evaluation software tool. Currently, according to experts, 
evaluation of the evacuation schemes in Latvia is done 
based on field experiments. This has been shown to 
result in an inefficient allocation of human resources and 
interruption of the study process at school. Consequent-
ly, a simulation model for a school's evaluation was re-
quired that does not rely on field experimentation. Using 
(a) the data provided by the school's administration and 
(b) simulation modelling methodology, a decision sup-
port system for an evaluation of an evacuation process 
was developed and tested. This system supplies the 
school's administration with information about the prob-
lem areas in the current evacuation process. The simula-
tion process results are analyzed in a data collection 
environment (graphs, diagrams, tables etc.) that was 
developed using the JAVA programming language. The 
hypothesis of a successful simulation model was tested 
applying the Mann-Whitney test and found to be credi-
ble. Based on the findings, a number of recommenda-
tions were developed for increasing the efficiency of the 
evacuation process in buildings sharing the layout of the 
school tested here. With necessary adjustments, the 
developed simulation model can be recommended for 
evaluating evacuation schemes in buildings with similar 
layouts, and possibly for implementation beyond Latvia.

Introduction

1 Methodological Foundation of 
the Scientific Research Work 
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2 Development of a Simulation 
Model 

Figure 1. Simulation model activity histogram. 

Figure 2. Simulation model animation in 2D. 
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Abstract.  This paper presents an interactive software 
package for the modelling and simulation of microelec-
tromechanical system (MEMS) devices utilizing the 
MATLAB high-level programming language and its inter-
active environment. The package provides a dynamic 
analysis and frequency responses of a 1-D torsional 
micromirror electrostatically actuated with staggered 
vertical combdrives. Applying a frequency sweep to the 
micromirror equation, the torsional mode natural fre-
quency may be estimated. The developed package con-
sists of several graphical user interfaces used for model-
ing MEMS devices. The software package is useful for 
computing the forces and torques for different micro-
mirror geometries. 

Introduction 

Figure 1. Schematic diagram of a micromirror actuated 
with double-sided staggered vertical 
combdrives. 
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1 Staggered Vertical Combdrive 
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Figure 2. The MATLAB user interface for modeling a scanning micromirror with dual staggered vertical combdrive actuator. 
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Figure 4. Micromirror response due to sinusoidal excita-
tion voltage with upsweep frequency ranges. 

Figure 5. Micromirror response for 7 ms driven at the 
estimated natural frequency 4340 Hz. 
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