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tled to download SNE in an elaborate and extended layout, and
to access additional sources of benchmark publications, model
sources, etc. Print SNE is available for specific groups of EU-
ROSIM societies, and starting with VVolume 27 (2017) as print-
on-demand from TU Verlag, TU Wien. SNE is DOI indexed
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Author’s Info. Individual submissions of scientific papers
are welcome, as well as post-conference publications of con-
tributions from conferences of EUROSIM societies. SNE wel-
comes special issues, either dedicated to specia areas and/or
new developments, or on occasion of events as conferences
and workshops with special emphasis.

Authors are invited to submit contributions which have not
been published and have not being considered for publication
elsewhere to the SNE Editorial Office.

SNE distinguishes different types of contributions (Notes), i.e.

e TN Technical Note, 6—10p. e EN Education Note—6—8 p.

e PN Project Note 6 — 8 p. o SN Short Note, max. 6 p.

e SW Software Note, 4—6 p. e BN Benchmark Note, 4 -8 p.

e ON Overview Note —only upon invitation, up to 14 p.

Further info and templates (doc, tex) at SNE’s website.
www.sne-journal.org

SNE Editorial Board

SNE - Simulation Notes Europe is advised and supervised by
an international scientific editorial board. This board is taking
care on peer reviewing of submissionsto SNE.

David Al-Dabass, david.al-dabass@ntu.ac.uk,

Nottingham Trent University, UK
Felix Breitenecker, Felix.Breitenecker @tuwien.ac.at

TU Wien, Math. Modelling, Austria, Editor-in-chief
Maja Atanasijevic-Kunc, maja.atanasijevic@fe.uni-lj.si

Univ. of Ljubljana, Lab. Modelling & Control, Slovenia
AlesBeli¢, ales.belic@sandoz.com

Sandoz / National Inst. f. Chemistry, Sovenia
Peter Breedveld, P.C.Breedveld@el .utwente.nl

University of Twenty, Netherlands
Agostino Bruzzone, agostino@itim.unige.it

Universitadegli Studi di Genova, Italy
Francois Cellier, fcellier @inf.ethz.ch, ETH Zurich, Switzerland
Vlatko Cerié, veeric@efzg.hr, Univ. Zagreb, Croatia
Russell Cheng, rchc@maths.soton.ac.uk

University of Southampton, UK
Roberto Cianci, cianci@dime.unige.it,

Math. Eng. and Simulation, Univ. Genova, Italy
Eric Dahlquist, erik.dahlquist@mdh.se, Malardalen Univ., Sweden
Umut Durak, umut.durak@dir.de

German Aerospace Center (DLR)Braunschweig , Germany
Horst Ecker, Horst.Ecker @tuwien.ac.at

TU Wien, Ingt. f. Mechanics, Austria
Vadim Engelson, vadim.engel son@mathcore.com

MathCore Engineering, Linkdping, Sweden
Edmond Hajrizi, ehajrizi@ubt-uni.net

University for Business and Technology, Pristina, Kosovo
Esko Juuso, esko.juuso@oulu.fi

Univ. Oulu, Dept. Process/Environmental Eng., Finland
Kaj Juslin, kaj.juslin@enbuscon.com, Enbuscon Ltd, Finland
Andreas Korner, andreas.koer ner @tuwien.ac.at

TU Wien, Math. E-Learning Dpt., Vienna, Austria
Francesco Longo, f.longo@unical.it

Univ. of Calabria, Mechanical Department, Italy
Y uri Merkuryev, merkur @itl.rtu.lv, Riga Technical Univ.
David Murray-Smith, d.murray-smith@elec.gla.ac.uk

University of Glasgow, Fac. Electrical Engineering, UK
Gasper Music, gasper.music@fe.uni-lj.si

Univ. of Ljubljana, Fac. Electrical Engineering, Slovenia
Thorsten Pawletta, thor sten.pawl etta@hs-wismar.de

Univ. Wismar, Dept. Comp. Engineering, Wismar, Germany
Niki Popper, niki.popper @dwh.at, dwh Simulation Services, Austria
Kozeta Sevrani, kozeta.sevrani @unitir.edu.al

Univ. Tirana, Inst.f. Statistics, Albania
Thomas Schriber, schriber @umich.edu

University of Michigan, Business School, USA
Y uri Senichenkov, sneyb@dcn.infos.ru

St. Petersburg Technical University, Russia
Oliver Ullrich, oullrich@cs.1u.edu

Florida International University, USA
Siegfried Wassertheurer, Segfried.Wassertheurer @ait.ac.at

AIT Austrian Inst. of Technology, Vienna, Austria
Sigrid Wenzel, SWenzel @uni-kassel .de

Univ. Kassel, Inst. f. Production Technique, Germany
Grégory Zacharewicz, gregory.zacharewicz@mines-ales.fr

IMT Ecole des Mines d'Alés, France



SNE EDITORIAL - CONTENT - INFORMATION

Editorial
Dear Readers - This SNE special issue ‘ Short Papers 9" EUROSIM Congress, Oulu, 2016, the third SNE issue of 2018, SNE 28(3),
was initiated and compiled by SMS, the Scandinavian Smulation Society. Following SNE’s publication strategy aiming for short
contributions on new ideas and for post-conference publication of EUROSIM societies, this issue presents selected short papers
presented at the EUROSIM the 9" EUROSIM congressin Oulu, September 2016. It again shows the broad variety of modelling and
simulation, from simulation for control via conceptual modelling to simulation for evacuation and archaeology. Thisissue also con-
tinues with SNE’s cover graphics from Vlatko Ceri¢’s algorithmic art series —the third graphic from the series BIRTH.

I would like to thank all authors of EUROSIM 2016 Short Papers for preparing the revised contributions for SNE. And many
thanks especially to Esko Juuso, for compiling this special issue as editor, and to his colleaguesin SSIMSfor selecting and reviewing
the contributions. And last but not least thanks to the SNE Editorial Office for layout, typesetting, preparations for printing, and

especially for electronic publishing work with DOI indexing.
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Editorial SNE Special Issue
‘Short Papers 9t" EUROSIM Congress, Oulu, 2016’

The 9" EUROS M Congresswas organized by Scandinavian
Smulation Society (SMS), Finnish Society of Automation,
and University of Oulu. The purpose of EUROSIM is to pro-
vide a European forum for regional and national simulation
societies to promote the advancement of modelling and sim-
ulation in industry, research and development. The event
was co-sponsored by several technical committees of |FAC,
by the IEEE Computer Society, and by the |IEEE Finland
Section. The congress had a multi-conference structure with
several special topics related to methodologies, functionali-
ties and application areas. This special issue complements
the Proceedings of 9th EUROSM Congress on Modelling
and Smulation - EUROSM 2016 and 57th SMS Confer-
ence on Smulation and Modelling - SMS 2016.

The short papers of this special issue cover the congress
topics widely. Applications in technical systems are in ver-
satile topics: rotary wing aircraft, mining, process, manufac-
turing, wastewater treatment, solar thermal power systems,
microelectromechanical systems and tunnels. Papers on bio-
and ecological systems discus on human brain states and
plant diseases in modern agriculture. Papers of social sys-
tems include school evacuation and archaeology. Function-
alities cover risk management, fault diagnosis, optimization,
monitoring and control, including fault tolerant and model
predictive control. Methodologies include intelligent sys-
tems, variable selection, feature extraction, agent-based
simulation, population models, simplification and lineariza-
tion of models, continuous and discrete models in hybrid
systems.

The issue starts with the contribution of Antti Koistinen
Monitoring and Control in Mining investigating risk manage-
ment by using predictive indirect measurements in three risk
areas: water handling in vast mining environment, condition
monitoring of machines and process device, and health and
safety of personnel. 3D digital surface models combined with
watershed information are useful in developing more detailed
models for watershed management. Environmental impacts
monitoring focuses mainly on detecting changes in surface wa-
ters, groundwater and air. Modelling is an efficient tool for pre-
dicting process operation and generating new soft sensors for
advanced control methods. Optimally running processes ensure
minimal environmental effects. Decision-making is based on
situation awareness built by combining data and expertise in the
environmental monitoring concept.

The paper Actuator Fault Tolerant Control for a Rotary
Wing Aircraft by Emre Kiyak and Ahmet Ermeydan proposes a
fault tolerant control strategy for a quadrotor in the presence of
actuator faults. The linear model of the quadrotor is derived

from nonlinear equations. The faults are isolated by General-
ized Observer Scheme (GOS) based on detecting with Un-
known Input Observer (UIO). The authors demonstrate the per-
formance of the active fault tolerant method by a simulation
study.

The third paper by Jani Tomperi Utilizing Optical Moni-
toring to Predict the Effluent Quality in the Activated Sudge
Processes addresses optical monitoring in industrial and munic-
ipal activated sludge processes for predicting important effluent
quality parameters to enable the optimization of process con-
trol. The process should efficiently remove oxygen-demanding
substances, excessive nutrients and toxicants from wastewater.
The monitoring method includes several morphological charac-
terization variables. The nonlinear scaling method was used and
several variable selection methods compared. The municipal
process is more temperature related than the industrial. The op-
tical monitoring device is a valuable tool for monitoring the
changes in floc morphology.

The paper Fault Tolerant Control for a Rotary Wing Air-
craft, by Gulay Unal and Emre Kiyak, compares nonlinear and
linear models by using MATLAB/Simulink. Linear and nonlin-
ear models show similar performances when simulated with a
PD controller. An improved PID structure is presented to over-
come the integral wind-up problem. The linear model is faster
for the PID control.

The paper of Jose V. Goémez Fuentes and Sirkka-Liisa
Jamsé-Jounela Smplified Mechanistic Model of the Multiple
Hearth Furnace for Control Development simplifies the mech-
anistic model of a Multiple Hearth Furnace (MHF). The non-
linear Hammerstein-Wiener model aims to preserve the key
physical-chemical phenomena for Model Predictive Control
(MPC) implementation. The comparison confirms that the dy-
namics of the simplified model accurately follows the mecha-
nistic model outputs.

Alberto de la Calle, Jim Hinkley, Paul Scott and John Pye
describe in their paper SolarTherm: A New Modelica Library
and Smulation Platform for Concentrating Solar Thermal
Power Systemsa new alternative platform for conventional sim-
ulation tools. The systems are full-editable and runnable with
the main Modelica environments and Python-based tools and
scripts. The work-in-progress aims to improve the efficiency
and capacity of CST power systems.

The paper Concept for Mathematical Models for Subpro-
cesses in the Manufacture of Particleboards by Carina Poll,
Martin Riegler and Felix Breitenecker analyzes the combi-
nation of physical processes and connections of different
models in a manufacturing process with special emphasis on
the drying and pressing stages. To analyze the combination
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of physical processes, the connection of different models is
considered crucial. More and more production steps can be
included and the submodels can be used with different levels
of detail.

The paper Possibilities in State Event Modelling of Hy-
brid Systems, by Andreas Korner, Stefanie Winkler and Fe-
lix Breitenecker, describe hybrid combinations of mathe-
matical models and state event models. The hybrid models
include both continuous and discrete parts. The work-in-
progress shows the first steps towards a conceptual simula-
tion environment. The hybrid state event modelling should
also support benchmarking and categorization of different
existing optimization approaches. The overall structure has
to be optimized together.

The paper of Outi Méyrd, Mika Ruusunen, Marja Jalli,
Lauri Jauhiainen and Kauko Leiviskd Plant Disease Outbreak
— Prediction by Advanced Data Analysis focusses on plant dis-
ease modelling in modern agriculture. The paper introduces a
novel point of view for the net blotch prediction by combining
weather data with previous net blotch observations. A data-
based prediction system is introduced. The estimation scheme
is demonstrated with selected observation field data. The com-
pact structure is easy to adapt to other observation fields.

Martin Bicher and Niki Popper present in their discussion
paper Mean-Field Approximation of a Microscopic Population
Model for Austria an approach for improving the verification
and validation process of large agent base models and apply it
on an agent-based population model for Austria. These param-
eters were worked out of the data provided by the Austrian Bu-
reau of Statistics. The model was implemented in Python 3. The
calculation process was improved by using the mean-field ap-
proximation for developing a closed, aggregated equation-
based model. The resulting partial-differential equation (PDE)
model is a fast, useful tool for gaining first insights to support
validation and verification in this case.

The paper Estimation of Discontinuities from Point
Cloud Based on Variable-Box Segmentation Method by
Shun Matsukawa, Ken-ichi Itakura, Yukinori Suzuki and
Akira Hayano introduces a variable-box segmentation
(VBS) method for finding a fracture plane from a point
cloud of LiDAR data recorded from long tunnels. VBS uses
two steps of refining bounding boxes and combining of
boxes to produce suitable planes. The VBS algorithm can
find discontinuities from fractured planes.

The paper Synaptic Learning of the Resonator Network
Interacting with Oscillatory Background and Noise, by Tai-
shi Matsumura, Tatsuo Kitajima, Tetsuya Yuasa and Siu
Kang, presents a numerical simulation of the network with
subthreshold resonance and examines robustness for the ex-
ternal stimuli with various temporal jitters and randomness.

The computational study demonstrates several properties of
a resonator network related with oscillatory activities in the
brain which often reflect internal states. Through the for-
mation of non-uniform connectivity, the network could store
the spatial information about external stimuli in frequency-
dependent manner.

The paper of Johannes Tanzler, Niki Popper, Gabriel
Wurzer, Anke Bacher, Kerstin Kowarik, Hans Reschreiter
and Felix Breitenecker Falsification by Modelling and Sim-
ulation for Investigations in Hallstatt Archaeology presents
simulation studies, which allow to study short-term mining
processes and long-term population dynamics and agricul-
tural working processes. The falsification study allows ex-
cluding some assumptions on working processes in the salt
mine and in the agricultural environment.

Aleksandrs Korolko, Valdis Abrams, Natalja Kucerenko
and Dins Lolans describe in their paper A Smulation Model
of a School’s Evacuation a decision support system for evalu-
ating evacuation efficiency. Various simulation software sys-
tems are compared and AnyLogic methodology is studied
closely. The system supplies information about the problem ar-
eas. Recommendations were developed for increasing the effi-
ciency of the evacuation process and adjusting the model for
buildings with similar layouts.

The last paper Interactive Modelling and Simulation of Mi-
cromirror, by Sarbast Rasheed, presents an interactive soft-
ware package for the modelling and simulation of microe-
lectromechanical system (MEMS) devices utilizing the
MATLAB environment. The developed software package,
which consists of several graphical user interfaces, is useful
for computing the forces and torques for different micro-
mirror geometries. The goal is to enable better understand-
ing of MEMS and help in the design and fabrication of
MEMS to achieve optimum performance.

I would like to thank colleagues in SIMS for selecting
and reviewing the contributions. Furthermore, I would like
to express our gratitude to all authors for their co-operation
and efforts — and last but not least thanks to the SNE Edito-
rial Office for the support in compiling this special issue.

Esko Juuso, Guest editor, esko.juuso@oulu.fi
University of Oulu, Oulu, Finland
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Abstract. Reliable risk management is based on in-
formative decision making. The key to improve decision
making is to combine information and create new pre-
dictive measurements. Predictive indirect measurements
can include open data, process measurements, and
modelling. Varying information sources enables viewing
the situation from several differing angles and can give
the decision maker more time to react. Different data-
sources strengthen each other narrowing the uncertainty
of predictions. Robust self-monitoring is also needed for
the predictive system to be reliable. Mining industry has
three major risk sources: water handling in the environ-
mental focus area, condition of machines and process
devices, and health and safety of personnel. This article
focuses on environmental monitoring in vast mining
environment and its surroundings but connects process
monitoring and control to subject.

Introduction

Environmental risks are the number one concern of
mining companies when it comes to socio-economic
relations and maintaining the company image. When
dealing with large outdoor areas for water treatment,
there is always a great risk of leaks. Leakage detection
can take some time and in many cases, the residents
detect the leakage from the surrounding lakes and envi-
ronment. This leads to socio-economic pressure and
reductions in company value. Mining companies are
very interested in techniques for detecting small
amounts of metals in water streams around the mining
area [1].

Comprehensive use of varying data sources together
with modelling provides great foundations for informed
decision-making. The operator needs to be able to main-
tain the control of its process and assets.

Improvements in this field require advanced process
monitoring methods, which include predictive algo-
rithms and new measurement technologies. Working
environmental monitoring system and optimal process
control can ensure the future acceptance for mining
operations among the wider population.

1 Waterflow models

MMEA project introduced the digital surface model
(DSM) of Agnico Eagle gold mine area in Kittild, Fin-
land. The Model was done using photogrammetric pro-
cessing of airborne image data. DSM can be combined
with watershed information for creating a model for
watershed management presented in Figure 1. The aerial
photography for DSM was done in the MMEA project
using a small airplane, which is expensive, compared
with modern applications using drones. Tong et al. [2]
introduces technique for integrating uav-based photo-
grammetry with terrestrial laser scanning. They built
three 3D models of open-pit mine areas. These new
techniques can be used for creating more detailed mod-
els for watershed management.

Figure 1: Watershed management. Main watersheds
(red) with standard flowpaths (blue).
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2 Environmental Monitoring

2.1 Environmental impacts monitoring

Wastewaters are the greatest concern in mining area
since they can transport particles and chemicals effec-
tively to wide areas in environment. Wastewater is
treated in several stages in settling ponds or tailing dams
before released back into surrounding environment.
Environmental impacts monitoring focuses mainly on
detecting changes in surface waters, groundwater, and
air. Commonly measured parameters from process
wastewater are the total heavy metal concentrations, pH,
sulfate, and nitrogen. It is especially important to moni-
tor and control sulphate discharges as they can form
sulfuric acid and hydrogen sulfide that influences
strongly water quality [3] [1].

Measurements and watershed models should be
combined with open data to form estimates for leakage
distributions in environment. These combined models
can act as information source for damage control in case
of accidents or determining the concentration variations
at the different times of year. Variations and error from
the expected values indicate the need for closer inspec-
tions.

2.2 Environmental measurements
Mining companies depicted in [1] that they are very
interested in measuring ppb level amounts of heavy
metals in water streams surrounding mining area. Re-
port presented most promising methods for online de-
tection at that time. Technologies for on-line measure-
ments have been developing since that report was made.
Technology development has continued since the
MMEA project and in Finland, there are several compa-
nies focused on these new online measurement methods
that can reach ppb level detection accuracies. Meoline
has MEO+ heavy metals analyser based on electro-
chemical analysis. Sensmet pDOES is a multi element
analyser for trace metals based in Micro-discharge Op-
tical Emission Spectroscopy. EHP Environment pro-
vides very widely used monitoring stations for several
different elements including heavy metals in waters.
Another good indicator for detecting changes in sur-
rounding environment is a crowdsourced measurement.
The idea is that anyone can take measurements from the
environment using a standardized way. Measurements
are then gathered into a database where data is treated
with outlier detection and stored for the users.

These measurements are not necessarily very accu-
rate but can detect changes when a sufficient number of
measurements are reached. Another good thing about
the crowdsourcing is that it can act as a rather compre-
hensive measurement network that is cheap and does
not need constant maintenance [3].

3 Process Control

Optimally the working process ensures that there is a
minimal amount of emissions. Modern control methods
can be used for optimal process control. H2020 Spire
project ‘Intensified by Design’ (IbD) aimed in process
intensification and Minesense project that focused on
optical measurements for the sustainable mineral bene-
ficiation process provided new information for better
process control. Figure 2 illustrates the plan for com-
prehensive process control that is the ultimate aim of
these projects.

Management and
superivision of raw materials,
chemicals, energy usage and

emissions

3

Plant-Wide
Control

MPC | Soft Sensors
! f
Optical

Measurements

Optimal
Control
Commands

I Mineral Beneficiation Processes I

Figure 2: Wide control plan for minerals processing.

IbD focused on grinding process intensification through
optimal control actions, coarse flotation, soft sensors,
and new measurements. This work was presented in
IFAC MMM 2018 conference [4] and it included good
results for model adaptation using the differential evolu-
tion algorithm.

Modeling is an efficient tool for predicting process
operation and generating new soft sensors for advanced
control methods. Modelling and simulation for efficient
minerals processing is reviewed in [5] and [6] using
minipilot scale mineral beneficiation plant as a real life
process. Optical sensors can be used in the monitoring
of the flotation enrichment process [7]. Optical meas-
urements can enable advanced process control for the
typically hard to measure the flotation process.
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Figure 3: Environmental monitoring concept [3].

3.1 Condition monitoring

Condition monitoring is a vital part of comprehensive
process control. We need to know our assets are in good
working condition for optimal operation. Advanced
methods provide intelligent indicators for monitoring
changing condition. Indicators can be scaled to the real-
valued interval [-2, 2] [8]. Generalised norms and mo-
ments are excellent tools for indicating current condi-
tion or change in the current operating state [9]-[11].
Good process control is linked to the environmental
risks. By keeping a process running optimally, we can
ensure minimal environmental effects. Fluctuations in
process operation increases unexpected situations,
which are difficult to control. Reduced fluctuations in
process operation also ensure better predictions about
how the process is going to act in future. This gives
more time to react when abnormal operation is detected.

4 Decision Support and Risk
Management

Decision-making is based on situation awareness from
combining data from several sources with wide domain
expertise using intelligent analyzers (Figure 3) [3].

Developments in modeling and increasing accuracy
in measurement technologies build a solid base for
future decision support systems. Leaps in development
are needed to ensure the sustainable mining operations
and social acceptance. Survey for environmental deci-
sion support tools and general methods are presented in
[12] including wide amount of sources for varying
methods and software tools.

Online monitoring methods are currently used as a
fast response system in case of a leakage. Interest in the
environmental measurements is a good sign that the
environmental issues are taken seriously and that there
is a motivation to prevent any unwanted effluent
streams getting into surrounding environment. Correla-
tions between different variables like water stream tur-
bidity and arsenic can be used for indirect monitoring
and these soft sensors can trigger actions for more de-
tailed analysis.

The wide use of these methods would require stand-
ardization and accepting them as valid proofing meth-
ods for the environmental permit. Current legislation
only approves scarce laboratory analyses to be used in
the validation of the environmental permit. Continuous
measurements would include the information on dynam-
ics, which could increase the knowledge about the ef-
fects of mining operations to the environment.



Antti Koistinen

Monitoring and Control in Mining

5 Conclusions

Work done for better advanced process control and
decreased environmental impact is a great basis for
pursuing goals in sustainable development. Technologi-
cal leaps enable the realization of previously outlined
innovations. Co-operation between experts in varying
fields provide that the expert knowledge develop with
the technologies to generate the monitoring systems of
the future.
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Abstract. Quadrotor is the one of the most popular
rotary wing aircraft in control problems. There may be
some problems in this system. In this case, quadrotor
will not fly and do its duty effectively. In this study, a fault
tolerant control strategy for a quadrotor is proposed in
the presence of actuator faults. A linear mathematical
model which is derived from a nonlinear model. The
observer based state estimation approach is widely used
in fault tolerant area. Here, this approach is used to
detect and isolate faults in a quadrotor system. General-
ized Observer Scheme (GOS) based Unknown Input Ob-
server (UIO) is used for the isolation. Simulation results
are presented to demonstrate the performance of the
proposed fault tolerant control strategy.

Introduction

Mini-flying vehicles with four rotors which are
called quadcopters have attracted many researchers in
recent years. Vertical Take Off and Landing (VTOL),
high maneuverability capabilities and indoor/outdoor
navigation features make them popular. Besides that, by
developing technology, especially in sensor devices, it
is easy to obtain one of those vehicles. Therefore, a lot
of studies implemented on these vehicles can be found
in the literature. Many of them are generally related to
different types of linear and nonlinear control tech-
niques such as LQR (Bouabdallah et al, 2004), PID
(Hoffman et al, 2010), backstepping (Madani and Be-
nallegue, 2007) and nonlinear Hoo (Raffo et al, 2010)
since quadcopters need autonomous stabilization sys-
tems to fly unlike airplanes. All of these works are fo-
cusing on healthy quadrotor systems. When a fault oc-
curs in any of actuators, reliability should be maintained

by detecting and isolating fault and modifying control
scheme according to that fault case which is called fault
tolerant control. There are various types of papers which
present different solutions to this problem.

Sadeghzadeh et al. propose an active fault tolerant
control method based on gain-scheduled PID in the
presence of actuator faults for a quadrotor. An actuator
fault detection system is presented using Thau’s observ-
er approach (Sadeghzadeh et al, 2012).

Yu et al. make a comparison between linear quadrat-
ic regulator and model predictive control for the height
control of quadrotor with and without actuator faults
(Yu etal, 2013).

A fuzzy gain-scheduled PID structure is proposed
for the fault-tolerant control of a quadrotor when actua-
tor faults occur (Amoozgar et al, 2012).

He and Zhao propose an Internal Model Control
(IMC) design method based on quasi-LPV (Linear Pa-
rameter Varying) system. In their method, the nonlinear
model is firstly transformed to the linear model based
on the quasi-LPV method; then nonlinear motion func-
tion of the quadrotor is transformed to a transfer func-
tion matrix based on the transformation model from the
state space to the transfer function. The performance of
the controller proposed is tested by tracking for three
reference trajectories with drastic changes and the simu-
lation results indicate that the proposed control method
has stronger robustness to parameters uncertainty and
disturbance rejection performance (He and Zhao, 2015).

In this study, the problem of actuator fault detection,
isolation and reconfiguration is addressed by an active
fault tolerant method for a quadrotor. In detection and
isolation part, the UIO method is used to find which
actuator is faulty. In reconfiguration part, LQT switches
to LQR with integral action to remove the steady-state
error. The simulation study illustrates that the proposed
actuator fault detection and isolation scheme is capable
of detecting and identifying actuator failures in a variety
of situations. The actuator faults are correctly detected
and isolated for different conditions.
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1 UIO Theory (HC-DE=0, (7)
There are several model-based fault diagnosis methods T =1-HC (8)
in the literature, such as Kalman Filter based stochastic F = A —HCA - K,C, 9)
approach, observer-based approach, parity relation K. = FH 10
approach, parameter estimation approach. This study L (10)
focuses on the UIO based fault detection and isolation K =K; +Ko. (11)

of actuator faults. The main idea behind UIO approach
is to estimate the state variables of the system utilizing
mathematical model for generating residuals by
subtracting the measured states from the estimated ones.
In the fault isolation process, GOS is used to isolate the
faulty actuator. This scheme consists of a bank of
observers designed to make each residual to be sensitive
to faults in all but one of the actuators.

The state space representation of a linear time-
invariant system with unknown input vector d(t) €
R can be described as following (Chen and Patton,
1999):

x(t) = Ax(t) + Bu(t) + Ed(t), €]

y(® = Cx(1), (@)
where x(t) € R™! is the state vector, u(t) € R™? is
the input vector, y(t) € R™*! is the output vector of the
aircraft model, A € R™" is system matrix, B € R™™ is
control distribution matrix, E € R™4 is unknown input

distribution matrix and C € R™"
distribution matrix.

is measurement

UIO structure can be defined as follows:
z(t) = Fz(t) + TBu(t) + Ky(t), 3)
%(t) = z(t) + Hy(v), )
where £(t) € R™! is the estimated state vector,
z(t) € R™1 is the observation vector and F,T,K,H €

R™™ are the matrices to be designed so that error vector
converges to zero. The error vector is defined as:

e(®) = x(t) — k(D). o)
Provided that X(t) in (5) is replaced by (4), the
following yields:

e(t) = (I — HO)x(t) — z(1). (6)
Provided that the following conditions are satisfied and
eigenvalues of the matrix F are selected in the open left
half of the complex plane, the error goes to zero
asymptotically:

To construct robust actuator fault isolation scheme,
all sensors are accepted to be fault-free and system
equation can be written as:

%(t) = Ax(t) + Blul(t) + BIfi(t) + Eldi(t) (12)
y = Cx(1) (13)
where b; € R" is the iy column of the matrix B,
B; € R™*(M~1 j5 obtained from the matrix B by deleting
the iy, column b, u; is the iy, component of u, u; € R™~1
is obtained from vector u by deleting the iy, component
u;, and
d(®)
u; (D) + (O
Based on the description above, UIOs and residual
generators can be written as:
2U(t) = FiZ(t) + T' B (t) + Ky(t)  (15)
ri(t) = (I — CHY)y(t) — Cz'(t); 1=1,2..u (16)

E=wb¢w®=[ (14)

2 Equations Modelling of
Quadrotor

In this section, the nonlinear dynamics of the quadrotor
is introduced and its linearization around equilibrium
point is presented. Quadcopter movements, forces and
coordinate frames are shown in Figure 1. (x;, yj, z;) and
(Xp, Yo, Zb) denotes inertial frame and body-fixed frame,
respectively. (Y, 8, ¢) refer to yaw, pitch and roll, re-
spectively (Bresciani, 2008).

Figure 1. Quadrotor coordinate system.

s\
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A nonlinear system can be expressed as follows: i L ]
X = f(X, U) 17 y %e— 1s SAT +>—> u
The state vector is chosen as following: T
X=[xyz¢p0pxyzgp0i] (18)

. . . Figure 3. Improved PID structure.
Since the quadrotor system is underactuated, four inputs

can be defined as:

3 Results and Discussions

=F+F,+F+F 1
th A R (19 It can be seen from the Figure 4 that LQT response is
u, = l(F, — F), (20)  faster than LQR with integral action as expected due to
us = I(F, — F3), Q1) integral fﬁf.fect bu.t in the faulty. case \.?Vhlcl.l is 10% throt-
4 tle loss injected in 7 sec of simulation time, the quad-
Uy = (Fi—F,+F;—F), (22)  copter with LQT controller tracks the given X and Z

references with steady-state error. In contrary, LQR
with integral action compensates steady-state error
quickly. Y state is unaffected by the fault because the
mathematical model used in the simulation is linear, so
there is no coupling between channels.

where b is thrust factor (Ns®), d drag factor (Nms?), [
distance between propeller and center of gravity of
quadrotor (m).

In this study, firstly, a quadrotor model is obtained
in the simulation as seen Figure 2. Table 1 and 2 show
gains for X, Y and Z axis. Table 2 shows PID gains for
Z axis.
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Figure 2. Nonlinear model of the quadrotor. Figure 4. X, Y and Z response of LQT and LQR with inte-
gral with 10% fault on motor 1.

P D The fault applied in the system is detected by UIO

X controller | 0.48 0.1 scheme. A bank of observers is designed based on GOS
Y controller | 0.36 0.05 to isolate the fault in motor 2. Each observer is sensitive
Table 1. PD Gains for X and Y Axis. to a certain group of faults except one actuator. So mo-
tor 1 residual is nearly zero but remaining residuals are

P |IT |D fired as presented in Figure 5.
Z controller | 50 | 8 | 35 B
Table 2. PID Gains for Z Axis. é, M i 100 e e o T 1]

Time (s}
Motor 1 Residual

Improved PID structure is proposed in Figure 3 for
control. This PID structure presents the derivative action
directly and prevents integral wind-up by limiting its s R
maximum and minimum values. Saturation is intro- [
duced to integral part of PID controller defining a min-
imum and maximum value of which integral cannot go
out. So it restores its linear behavior quickly.
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|

Throttle {%)
T
I

Time (s}
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T
|

L
o 5 0 is
Time (s}

Figure 5. Residuals generated by UIO.
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After decision making by considering the structured
residuals, LQR with integral action is engaged in the
simulation instead of LQT. It can be easily seen in Fig-
ure 6 that the steady-state error is compensated quickly.

2 Position (m)

15 ] 15 o 15

5 10 5 10 5 10
Time (s} Time (s} Time (s}

Figure 6. Height response of switching structure with
10% throttle fault on motor 1.

4 Conclusion

In this study, a fault tolerant control method is intro-
duced for the actuator faults in the quadrotor vehicle.
The linear model of the quadrotor is derived from non-
linear equations. UIO is used as a method of detecting
the fault and GOS to isolate it. Since LQT has no
steady-state error in normal operation condition, there is
no need to include integral effect when there is no fault.
When it comes to faulty cases, it is seen that LQT could
not compensate steady-state error. To eliminate the
steady-state error, switching from LQT to LQR with
integral action is performed. Results show that the pro-
posed method represents fast response combining with
the elimination of the error.
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Abstract. The optical monitoring device was used for
imaging industrial and municipal activated sludge pro-
cesses. The results were utilized to predict the important
effluent quality parameters (BOD, COD, N, P, SS) indicat-
ing the efficiency of the wastewater treatment processes.
The optimal subsets of variables for each model were
searched using mathematical variable selection meth-
ods. The models based on optical monitoring and pro-
cess variables from the early stage of the treatment
process can be used to predict the effluent quality hours
in advance compared with traditional measurements,
which enables the optimization of process control, keep-
ing the process in a stable operating condition and avoid-
ing environmental risks and excessive operation costs.

Introduction

A wastewater treatment process should efficiently re-
move oxygen-demanding substances, excessive nutri-
ents and toxicants from wastewater. Both industrial and
municipal wastewaters are most commonly treated in
complex biological activated sludge processes (ASPs)
where the operation of the treatment process is affected
by several physical, chemical and microbiological fac-
tors. In an ASP, flocculation is in a critical role and the
key element for the efficient operation of an ASP is a
good bacterial balance in biomass, which is very sensi-
tive to internal and external disturbances such as major
changes in the quality and quantity of the influent.

The disturbances in the bacterial balance are most
often shown as dysfunctional flocculation and settling
properties. Recovering from the disturbances is slow
which causes long-lasting challenges to process control
and possible environmental damages as low-quality
effluent is discharged to waterways [1-3].

More attention must be focused on the optimal oper-
ation of the wastewater treatment processes to meet the
limitations to effluent discharges and keeping operating
costs decent. Predictive information on the status of the
process and the effluent quality enable the optimization
of the process operation and thereby avoiding environ-
mental risks and excessive operation costs. Convention-
al process measurements and expert knowledge, that are
important in process operation, are, however, not ade-
quate to give the early warnings of changes in the treat-
ed wastewater quality. Therefore, new measurement
devices and methods are required.

Automatic optical monitoring of floc morphology
characteristics in the ASP yields fast new objective
information about the quality of the treatment process
and reveals the reasons for settling problems. In addi-
tion, combined to predictive modelling, the quality of
the treated wastewater is shown in advance, hours be-
fore problems occur and would be noticed by traditional
process measurements [4—7]. This valuable predictive
information can be used as assistance in optimizing the
process control.

Study of utilizing the automatic optical monitoring
of activated sludge process combined with mathematical
variable selection and modelling have been carried out
in the industrial and the municipal wastewater treatment
processes, and are summarized in this paper.
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1 Material and Methods

1.1 Industrial wastewater treatment plant

The industrial wastewater treatment process treats in
addition to the pulp making process wastewaters from
two chemical processes located in the pulp and paper
mill area. The average wastewater flow through the
treatment process is around 30 000 m*/day. The collect-
ed data consisted of optical monitoring results and se-
lected process measurements including the effluent
quality parameters from a period of 13 consecutive
months. The optical monitoring was carried out by regu-
lar but sparse intervals and therefore the dataset includ-
ed only 54 measurement times.

1.2 Municipal wastewater treatment plant

The municipal WWTP treats mainly wastewaters from
domestic sources (85% of the influent flow). WWTP
uses mechanical, biological and chemical processes to
treat the wastewater of over 800,000 inhabitants. The
average daily flow is 280,000 m® of wastewater. The
optical monitoring device was sited at one of the nine
parallel activated sludge process lines. The collected
data consisted of daily optical monitoring results, on-
line process measurements, and various quality parame-
ters that were measured by collecting grab samples only
two to three times a week during a period of 16 months.
Thus, the total amount of data was 94 measurement
times.

1.3 Optical monitoring and image analysis

To replace a laborious, slow and subjective method to
study wastewater samples manually using a microscope,
a small-scale automatic optical monitoring device was
designed especially for in-situ use [8]. The optical
monitoring device was developed and tested in a labora-
tory and at a municipal wastewater treatment plant over
an one-year period, and proved functional for reliable
in-situ monitoring of floc morphology [4,6].

The optical monitoring device (Figure 1) consists of
the imaging unit, the sample handling unit and the con-
trol PC and electronics unit. The control PC and elec-
tronics unit controls the pump and valves synchronized
with image acquisition. The wastewater samples taken
from the aeration tank of ASP are diluded and pumped
through the cuvette of the imaging unit. A cuvette is
illuminated and imaged with a high resolution charge-
coupled device (CCD) camera.

diluded sample

omen K]

s

container PC and

electronics

sample

( process )

Figure 1: The online optical monitoring device for
imaging activated sludge process [6].

The automated image analysis program analyzes the
morphological parameters of flocs and filaments from
the wastewater sample videos that consist of hundreds
of images. The image analysis programme calculates
and analyses various size (equivalent diameter, floc
area, filament length, etc.) and shape (fractal dimension,
form factor, roundness, etc.) parameters of each particle
in each image. The parameters are calculated as an av-
erage of the values for individual objects over a single
image. Image processing and analyses methods and the
mathematical formulas of the calculated size and shape
parameters are presented in detail in [8].

1.4 Variable selection and modelling

The measured optical monitoring variables were used
together with the process measurements to develop
predictive models for the traditional quality variables of
treated wastewater including suspended solids (SS),
eutrophication in waterways causing nitrogen (N) and
phosphorus (P), chemical oxygen demand (COD) and
biochemical oxygen demand (BOD) that indicate the
amount of dissolved oxygen required to oxidize the
organic substances in wastewater [1]. All the data pro-
cessing, variable selection and modelling were per-
formed using Matlab (The MathWorks Inc.) and self-
developed scripts.

At first, dataset was inspected and unrealistic values
were deleted and replaced with linear interpolation.
Before variable selection and modelling, the dataset was
scaled between [-2,+2] using the nonlinear scaling
method based on generalized moments, norms and
skewness (presented in more detail in [9]).
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Five mathematical variable selection methods (cor-
relation, stepwise, forward, genetic algorithm (GA),
successive projections algorithm (SPA) + GA) that did
not take into account any deterministic models or chem-
ical or biological knowledge about the activated sludge
process, were used to find the optimal subsets of input
variables for the models. Variable selection is important
step to reduce the number and choose the optimal input
variables that have significant relationships with the
output variable but are not strongly correlated to each
other and do not include noise. Using too many input
variables increase the risk to develop an over-fitted
model which has an excellent training result but is not
usable with a new upcoming data. For a very large da-
taset one variable selection method can be used for the
variable elimination before the final variable selection
by another method. The more detailed backgrounds of
the above mentioned variable selection methods are
presented for example in [6].

The quality of the developed model depends highly
on the quality and length of the dataset. Data should
include a sufficient number of samples and it should be
fully representative of the full spectrum of all possible
conditions. For efficient training and validation, both
subsets of the data have to be long and representative
enough of all possible conditions. Splitting the dataset
to two subsets may cause a significant loss of data in
training the model. Due to the small size of the dataset
available in this study, a static split into the training and
validation subsets of data was not a feasible approach.
Instead, a 5-fold cross-validation was used to predict the
fit of a model for a validation set without an explicit
validation set. In k-fold cross-validation, the whole data
is used for training and validating the model by random-
ly partitioning the dataset into k subsets of equal size
and using k-1 parts of the data for training and one part
for validation and repeating this k times until each of the
subsets is used once as the validation data. Final estima-
tion is produced by combining these k results of the
folds [10,11]. In this study, multivariable linear regres-

sion (MLR) was utilized to predict the output variable
as a linear combination of selected input variables and
the performance of the model was evaluated by the
coefficient of determination (R*) and Root Mean Square
Error (RMSE).

2 Results and Discussion

The results of utilizing the automatic optical monitoring
of activated sludge process combined with mathematical
variable selection and modelling in the industrial [7] and
municipal [6, 12] wastewater treatment plants are sum-
marized in the following. It is important to bear in mind
that the results based solely on a mathematical analysis
may not accurately correspond the actual situation in the
wastewater treatment process. The complexity of a
wastewater treatment process easily causes quasi-
correlations. A high correlation between variables not
always mean strong real-world causality and there may
be also many hidden factors that affect in the real pro-
cess but are not shown in the data analysis due to the
limited amount of data or measurements and due to the
analysis method.

The best modelling results (industrial and municipal
WWTP) are presented in Table 1. In both studies, input
variables selected by the GA method resulted the best
models. However, for example forward selection, that is
computationally much faster method that GA, yielded
almost as good results. The behaviour of effluent COD
model in the industrial WWTP is presented in Figure 2
and the behaviour of the effluent SS model in the mu-
nicipal WWTP is presented in Figure 3. The results
show that the models are not perfect but generally good
and accurate to show the level and changes of the efflu-
ent quality variables in various operation conditions.
The earlier studies have stated that based on the optical
monitoring the settling problem in the industrial WWTP
occurred during the study period was most likely caused
by dispersed growth [13] and in the municipal ASP the
poor settling was caused by filamentous bulking [4].

BOD COD N P SS

R? RMSE R? RMSE R? RMSE R’ RMSE R? RMSE
Industrial WWTP  0.71  0.69 0.76  0.50 0.69  0.63 0.58  0.74 0.67  0.58
(GA subset)
Municipal WWTP  0.55  0.64 0.55  0.64 0.63  0.61 0.69  0.52 0.79 047
(GA subset)

Table 1: The best modelling results for the industrial and municipal WWTP effluent quality parameters using input

variables selected by GA. Modified from [6,7].
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It was also discovered that according to the data
analyses the municipal process is more temperature
related than the industrial. The effluent quality has a
clear seasonal pattern correlating the wastewater tem-
perature [6, 7].

COD (E)
2 T

Measured [
1.5 k-fold cv A

1

0.5

0

0.5

0 1IU 2‘0 ?;0 4‘0 5‘0 60
Data point

Figure 2: Model for effluent COD at the industrial

WWTP [7].

Suspended solids
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Predicted

_2 T L
0 10 20 30 40 50 60 70 80 90 100
Data point

Figure 3: Model for effluent SS at the municipal

WWTP [6].

3 Conclusions

The optical monitoring device is a valuable tool for
monitoring the changes in floc morphology. The objec-
tive, continuous and fast method includes several mor-
phological characterization variables and enables ob-
serving the changes in the wastewater quality. Com-
bined to predictive modelling it has potential to be uti-
lized in controlling the process, keeping the process in
stable operating conditions and avoiding environmental
risks.
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Abstract. In this study, a fault tolerant control strategy
for a rotary wing aircraft is proposed in the presence of
actuator faults. A linear mathematical model which is
derived from the nonlinear model by using
MATLAB/Simulink. An observer based state estimation
approach is widely used in fault tolerant area. General-
ized Observer Scheme (GOS) based on Unknown Input
Observer (UIO) is utilized to detect and isolate the actua-
tor faults. In fault-free conditions, Linear Quadratic
Tracking (LQT) is preferred to stabilize the quadrotor to
obtain a faster system response. When it comes to a
faulty case, LQT cannot handle the compensation of
steady-state error owing to power loss in the actuator.
Therefore Linear Quadratic Regulator (LQR) with integral
action is selected by the fault diagnosis unit to compen-
sate steady-state error due to the actuator fault. Simula-
tion results are presented to demonstrate the perfor-
mance of the proposed fault tolerant control strategy.

Introduction

Mini-flying vehicles with four rotors which are called
quadcopters have attracted many researchers in recent
years.

He and Zhao adopt the attitude controller is a non-
linear controller for a quadrotor helicopter. It consists of
a linear control part and a nonlinear control part, where
the linear control part is a PD controller which parame-
ters were tuned by Ziegler-Nichols rules, and the non-
linear control part is a feedback linearization item which
converts a nonlinear system into a linear system. The
linear parts are, respectively, PID controller with the
PID controller parameters tuned by Ziegler-Nichols
rules and PD controller with the PD controller parame-
ters tuned by Genetic Algorithm.

They claim the attitude controller adopted is highly
robust and the controller design method is a simple and
practical one in engineering (He and Zhao, 2014).

Zhang et al. give a tutorial of the platform configura-
tion, methodology of modeling, comprehensive nonlin-
ear model, the aerodynamic effects, and model identifi-
cation for a quadrotor (Zhang et al, 2014).

Jeong et al. propose a multilayered quadrotor control
method that can move the quadrotor to the desired goal
while resisting disturbance. Their proposed control
system is modular, convenient to design and verify, and
easy to extend. It comprises three layers: a physical
layer, a displacement control layer, and an attitude con-
trol layer (Jeong et al, 2014).

Yang et al. built the affine nonlinear model for the
quadrotor helicopter attitude system. With the consider-
ation of unknown actuator faults such as the loss of
effectiveness and lock-in-place, an adaptive fuzzy con-
troller based on the sliding mode has been proposed to
realize the direct self-repairing control for this attitude
system. Through a series of simulations, it has verified
the availability of the proposed method which can make
the system recover from the actuator faults and has good
tracking performance (Yang et al, 2014).

Zhang et al. present the newest research on quad-
rotor. First, they analyzed the actuator dynamic and
aerodynamic effect of the quadrotor. Then, they estab-
lished a reliable nonlinear dynamic model of the quad-
rotor. They designed a series of PID controllers with
feedforward control and feedback linearization using the
backstepping method. They claim real experiments were
executed and the effectiveness of the proposed dynamic
model and control method is demonstrated by the exper-
imental result (Zhang et al, 2014).

Sadr et al. consider a quadrotor with a cable-
suspended load with eight degrees of freedom. The
purpose of the study is to control the position and atti-
tude of the quadrotor on a desired trajectory in order to
move the considered load with a constant length of
cable (Sadr et al, 2014).
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An et al. propose a sliding mode observer design
framework based on the Lie group method of numerical
integration on manifolds, and they design a Second-
Order Geometric Sliding Mode Attitude Observer for
the angular velocity estimation of quadrotor attitude (An
et al, 2013).

Pipatpaibul and Ouyang propose a trajectory track-
ing control of UAVs utilizing online iterative learning
control (ILC) methods. They claim simulation results
prove the ability and effectiveness of the online ILCs to
perform successfully certain missions in the presence of
disturbances and uncertainties (Pipatpaibul and Ouyang,
2013).

1 Control System of the
Quadrotor

In this study, firstly, a quadrotor model is obtained in
the simulation as seen Figure 1. Secondly, a linear mod-
el is transformed from this nonlinear model. Two con-
trollers, LQT and LQR with integral action, are de-
signed to stabilize the quadrotor system. After the fine
tuning of the controllers, X, Y and Z response of the
system are shown as in Figure 4-9.

OPEN PLOT
Sate Nata

OPENGUI-

Figure 1. Nonlinear model of the quadrotor

The conventional PID structure consists of proportional,
integral and derivative contributes as shown in Figure 2.

Ko
y
v G- > 1/s K >3 >
> s > K
L= [
Figure 2. Conventional PID structure.
Equation
u(t) = Kye(t) + K; f, e()dv + K, =2 (1)

demonstrates traditional PID.

Here, u is the controller output, ¢ is the error be-
tween reference value (r) and sensor value (y), K,, is the
proportional coefficient, K; is the integral coefficient
and K is the derivative coefficient.

Conventional PID structure has two main disad-
vantages. When the reference is a step input, the output
of the derivation will be an impulse which can saturate
the actuators since the derivative action is computed
from the error. When the integral value is high and the
error switches its sign, it takes a lot of time to restore its
linear behavior. This problem is called integral wind-up.
To overcome the problems described above, improved
PID structure is proposed in Figure 3.
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Figure 3. Improved PID structure

2 Simulation Results

As seen in Figure 4 and 5, simulating the model with a
PD controller was an effective control solution. Here, X
=2 m for 4 sec. and Y = 2 m for 6 sec. are used for
reference input. The system is stable for other input
values. Here, linear and nonlinear models show similar
performances for inputs. There are no steady state er-
rors. Table 1 shows PD gains for X and Y axis.

~— Linsar Modsl

—Noglinear Model

Time (s)

Figure 4. PD control for X axis.
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Figure 7. PID control for Z axis.

Figure 5. PD control for Y axis.
P D P 1 D
X Controller 0.48 01 Yaw Controller 2 0 4.14
Y Controller 0.36 0.05 Table 3. Yaw Controller Gains
Table 1. PD Gains for X and Y Axis As seen in Figure 8 and 9, both the linear and nonlinear

As seen in Figure 6, simulating the model with a PID
controller was an effective control solution. Here,
Z = 4 m for 0 sec. is used for reference input. Here,
the linear model is faster than the nonlinear model. Both
of them have maximum overshoot but both of them are
stable and there are no steady state errors. Table 2

shows PID gains for Z axis.

45

model were nearly similar performances. The PID gains
of the pitch and roll controller are shown in Table 4.

~—— Linzsar Model
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Figure 6. PID control for Z axis.
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D

Z Controller

50

8 35

Table 2. PID Gains for Z Axis

As seen in Figure 7, yaw angle is used 30 degree for 8
sec. for reference input. Here, linear model was faster
than nonlinear model. Table 3 shows PID gains for yaw

controller.

Time (3)

Figure 9. PID control for Z axis.
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Pitch Controller 3.3 0.5 1.5 [1] He, Z., L. Zhao, A Simple Attitude Control of Quadrotor
Roll Controller 3.3 0 1.2 Helicopter Based on Ziegler-Nichols Rules for Tuning

Table 4. Pitch and Roll Controller Gains.

3 Conclusion

In this study, an active fault tolerant control method is
introduced for the actuator faults in the quadrotor vehi-
cle. The linear model of the quadrotor is derived from
nonlinear equations. This model is utilized in simulating
actuator faults. The unknown input observer is used as a
method of detecting the fault and GOS to isolate it.
Since LQT has no steady-state error in normal operation
condition, there is no need to include integral effect
when there is no fault. When it comes to a faulty case, it
is seen that LQT could not compensate steady-state
error. To eliminate the steady-state error, switching
from LQT to LQR with integral action is performed.
Results show that the proposed method represents fast
response combining with the elimination of the error.
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Abstract. This paper presents the simplified mechanistic
model of a Multiple Hearth Furnace (MHF), developed for
process control implementation. The detailed mechanistic
model of the MHF and its solving procedure are introduced.
Based on the detailed model, the simplified model is devel-
oped in the nonlinear Hammerstein-Wiener form, which
defines a specific type of nonlinear state space models
suitable for example for Model Predictive Control (MPC)
implementation.

The simplified model aims to preserve the key physical-
chemical phenomena taking place in the furnace and to
reproduce the nonlinear dependencies between the input
and output variables. Finally, the paper presents the simula-
tion results to compare the mechanistic and the simplified
models. The comparison confirms that the dynamics of the
simplified model accurately follows the mechanistic model
outputs.

Introduction

Furnaces, such as the rotary kilns and multiple hearth
furnaces, are widely used in industry for the calcination
of clay mineras, such as kaolin. However, these pro-
cesses continue to provide challenges in maintaining
efficient process operations.

In particular, it is hard to control the final product
quality, due to the difficulty in measuring the product
characteristics, the solid temperature profile in the fur-
nace, and the rates of the calcination reactions.

Instead, the existing control systems mostly rely on
the gas temperature measurements and traditional con-
trol implementations, such as PID.

This strategy, however, does not allow achieving
stable solid phase temperature profile and uniform
product quality. In contrast, a Model Predictive Control
(MPC), based on a model describing the physical-
chemical phenomena in the furnace, would be able to
stabilize the solid temperature and minimize the product
quality variations.

1 Process Description

This paper considers a multiple hearth furnace used for
kaolin calcination, having the counter-current solid and
gas flows. The furnace has eight hearths, and eight
burners, combusting natural gas to provide the heat
necessary for the calcination reactions, are located in
hearths 4 and 6. The amount of air flow, supplied to the
burners for the gas combustion, is calculated based on
the stoichiometric ratio. The burners are placed with a
tangential alignment.

Kaolin is supplied to the first hearth located at the
top of the furnace. In the calciner, the material is moved
by the metal plates, called blades, which are attached to
the rotating rabble arms, designed with the intention of
transporting the material outwards on even-numbered
hearths and inwards on odd-numbered hearths. The
kaolin traversing the even numbered hearths moves
outward to descend through the holes at the outside
border of the hearth, while in the odd-numbered hearths
kaolin falls to the next hearth through a single annulus
located around the shaft carrying the rabble arms.

The temperature of the solid increases as it travels
down through the furnace and reaches its maximum in
Hearth 6. Kaolinite transforms to metakaolin in the
hearths 3, 4 and 5 at the temperature between 400-700
°C. The metakaolin is released from hearth 5 at a tem-
perature approximately 800 °C, which continues elevat-
ing in the hearth 6, where the transformation of me-
takaolin to the AlI-Si spinel phase occurs [1].
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Thus, the main objective of the hearth 6 is to in-
crease the temperature in order to facilitate the absorp-
tion of aluminum into the silica phase. The control of
temperature in the hearth 6 is essential to avoid over-
heating, which may result in the undesired formation of
a more crystalline material that may generate some
abrasion problems. The temperature of the solids begins
to decrease in the hearths 7 and 8, and the product
leaves from the hearth 8 through two discharge holes at
atemperature of 750 °C.

2 Dynamic Model of the MHF

This section describes the mechanistic model of the
MHF developed by Eskelinen et.al.[2]. The modeling
equations are developed for the six parts of the MHF:
the gas phase, solid bed, central shaft, walls, rabble
arms, and the cooling air. The model comprises the
calcination reaction kinetics, the mass and energy bal-
ances, the transport phenomenain the parts of the MHF,
aswell as additional equations describing the temperature
dependent parameters, more details can be found in [3].

The following assumptions have been made to sim-
plify the model development. The solid bed in the
hearths is split into four or five homogenous annular
volumes, depending on the rabble arm configuration.
The volumes are assumed to be equal in mass content
and radial direction. The mixing model, describing the
solids movement in the hearths, assumes that one shaft
rotation disseminates a part of the volume contents to
the neighbor volumes. Thus, the solid mass distribution
between the volumes of hearth j can be calculated after
one shaft rotation as follows:

jo _ j j j
me,, = Dj- (mt - Rr.t) t Meeeq s D

Where m;'eed,t and Rf't_ connote the feed and the mass
lossin the solid phase in Hearth j. The mixing matrix D;

is used to transform the distribution of solids m; in
Hearth j after one central shaft rotation.

Specifically, the column i of the matrix denotes the
distribution of volume i contents between the volumes
of the hearth.

3 Model Simplification

This section describes the simplified model developed
based on the mechanistic model presented in Section 2.
A simplification of the mechanistic model is designed,
describing the dynamics and the nonlinear behavior of
the system separately. In more details, the simplified
model is expressed as a Hammerstein-Wiener model
(HWM), decomposing the model in blocks containing
the nonlinearities in static form and the linear dynamics.
The linear block, enclosing the dynamics of the process,
is preceded and followed by a static non-linear blocks.
The dynamics of the MHF includes the very fast
component related to the gas phase, and the slower
component representing the solid state. For MPC im-
plementation, the temperature of the solid has to be
described dynamically. Furthermore, as the temperature
of the inner layer of the walls has a direct effect on the
solid-walls heat exchange, it is also considered as a
model state. The simplified model is implemented as
following:
Xep1 = axe + (1 — a)F (uy)
Ve = G(ug, xt)
where u, is avector containing the process inputs (kao-
lin feed rate, gas flows to the Hearths 4 and 6), x; is the
state vector contains the temperature of the solids in
each volume of the furnace and the internal wall tem-
perature in the hearths, y, contains the gas phase tem-
perature next to the walls in the hearths, « is the time
constant parameter of the linear dynamic part of the
modeling equations. The time constant « is obtained for
each modeling eguation by identification performed
using the MATLAB® identification toolbox. F(u,) isa
static nonlinear function calculating the steady state of
the furnace using the process input values. In order to
implement the first function F(u,), a look up table has
been created by running the mechanistic model simula-
tions with different process inputs. The obtained values
are interpolated as follows:

@

5 5 5
P = ) > D biyehFFOR Foudhi(Fae) - (3)

i=1 j=1k=1

where b; j, are the values from the look-up table and
the piecewise linear basis functions hy’, hjy and hi have
been used for the interpol ation.

5y
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The second function G (uy, x;), involved in the mod-
eling equations (2), calculates the gas temperature pro-
file next to the walls in the Hearths based on the current
furnace state x, and the process inputs u,. The function
G (us, x¢) isimplemented by solving the energy balance
for the gas phase derived from the mechanistic model.

4 Simulation Results

The simulation study has been conducted to evaluate the
performance of the simplified model by comparing its
predictions with the results of the detailed mechanistic
model. Input series have been designed for the open-
loop tests to compare the dynamic response of the mod-
els. The shaft rotation period is used as the sampling
time in the simulations, according to how it was made
by the mechanistic model in [2]. The tests signals in-
clude a sequence of step and ramp changes in the input
variables, including the kaolin feed rate, total gas flow
ratio to the feed, and the ratio of hearth 4 gas flow to the
total gasflow.

The results of the simplified model are shown as
dashed lines, whereas the outputs of the mechanistic
model are given as solid lines in the Figures 1 and 2,
providing the simulation results [4]. The comparison of
the gas phase temperature shows excellent simplified
model accuracy for al hearths, specificaly in hearths 1
to 4 and 7-8. For the solid phase temperature, presented
in Figure 2, the comparison also confirms the accuracy
of the simplified model, with the best results similarly
achieved in hearths 1 to 4 and 7-8.

The quantification reference for the evaluation of the
simulation results shown in Figure 1 and 2 is the coeffi-
cient of determination, denoted as R?. This coefficient
provides a ssimple way to discern if the simplified model
is accurately reproducing the results of the detailed
mechanistic model.

In particular, the R? values for hearths 1 to 4 and 7-8
are above 0.8 in amost all cases, while the captured
variance statistic calculated for the results in hearths 5
and 6isbelow 0.7.

The reason for the elevated error of the simplified
model obtained in Hearths 5 and 6 is the exothermic
reaction actively ongoing in hearth 6 and complicating
the temperature prediction in the hearth.
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5 Conclusions

A simplified model of a MHF was developed in this
paper, based on a mechanistic model developed previ-
oudly. The simplified model isimplemented in the form
of Hammerstein-Wiener nonlinear dynamic model with
a reduced number of dynamic equations and a state
space structure, thus making model based control im-
plementation possible. The results of the simplified
model are compared against the mechanistic model and
are found to be remarkable. For the gas and the solid
phases, the results present higher accuracy, especialy in
the first four hearths and the last two hearths. The rea-
son for the elevated simplified model error in hearths 5
and 6 can be the reaction occurring in hearth 6, which is
unpredictable. This issue will be addressed in the future
research to improve the simplified model performance.
The simplified model obtained in the paper enables
implementation of different MPCs, such as EMPC, in
the developed simulation environment of the MHF.

References
[1] Thomas RE. High Temperature Processing of Kaolinitic
Materials. 2010.

[2] Eskelinen A et d. "Dynamic modeling of amultiple
hearth furnace for kaolin calcination,” AIChE J,, vol. 61,
(11), pp. 3683-3698, 2015.

[3] Eskelinen A et a. "Dynamic modelling of amultiple
hearth furnace for kaolin calcination with a sensitivity
analysis with respect to reaction rates,” in 17th IFAC
Symposium on Control, Optimization and Automation in
Mining, Mineral and Metal Processing, 2016, .

[4] Gomez Fuentes JV. "Simulation Environment for Ad-
vanced Control Devel opment of a Multiple Hearth Fur-
nace." , 2016-05-17.

5y



SNE SHORT NOTE

SolarTherm: A New Modelica Library and
Simulation Platform for Concentrating Solar
Thermal Power Systems

Alberto de la Calle', Jim Hinkley', Paul Scott?, John Pye?2

TCSIRO Energy, Newcastle (NSW), Australia; *alberto.delacallealonso@csiro.au

2Australian National University, Canberra (ACT), Australia

SNE 28(3), 2018, 101-103, DOI: 10.11128/sne.28.sn.10427
Received: Sept. 15, 2016 (Selected EUROSIM Congress 2016
Postconf. Publ.), Revised Sept. 15, Accepted: Sept. 20, 2018
SNE - Simulation Notes Europe, ARGESIM Publisher Vienna,
ISSN Print 2305-9974, Online 2306-0271, www.sne-journal.org

Abstract. SolarTherm is a new CST technology simu-
lation platform. Based on the Modelica language, it of-
fers an easy and high-flexible alternative to the conven-
tional CST simulation tools. SolarTherm is composed
by a Modelica library of components and systems full-
editable and runnable with the main Modelica environ-
ments and Python-based tools and scripts that provides
a simulation framework.

Introduction

According to the International Energy Agency (IEA),
around the 11% of the global electricity production in
2050 would be generated by Concentrating Solar Ther-
mal (CST) power systems [1]. With this scenario, CST
technology has a high potential to become one of the
key technologies in a decarbonised energy future.

To make this a reality, researchers and industry must
strive to reduce the investment, operating and mainte-
nance CST cost until this technology become compet-
itive with other energy sources. Although solar ther-
mal offers a number of benefits over other renewable
energy technologies, its cost level is yet far from others
technologies like the wind, hydro or photovoltaic power
stations.

The Australia Solar Thermal Research Initiative
(ASTRI) [2] is working to develop disruptive technolo-
gies that dramatically reduce CST costs. In order to
achieve this goal, it focussed its effort on four strategic
objectives:

e Increasing the capacity factor - extending operat-
ing hours to sell more electricity to the grid.

e Reducing capital expenditure for CST power
plants.

e Improving efficiency of CST components and
overall systems.

e Adding product value: through (a) solar fuels and
(b) improving O&M technologies yield and reduce
cost.

It is necessary to collect and test all proposed ideas
through the modelling and simulation. There are several
simulating tools for carrying out system performance
and financial simulations for CST power system, e.g.
SAM [3] or Greenius [4]. Although these tools are
suitable for modelling and simulation of conventional
systems, it may be excessively complicated to simulate
novel designs like some of the proposed systems in AS-
TRI project.

SolarTherm, presented here, aims to meets this
need. It provides a simulation platform on which users
can easily modify partial previous-designed systems
and/or develop new ones.

1 SolarTherm

SolarTherm was created under the ASTRI program with
the aim to provide solar thermal community with an
easy tool to simulate and optimise CST power plants.
The focus of this tool is the annual performance and the
economic assessment of novel designs of solar thermal
plants.

It consists of a CST component and system library
along with a simulation framework. As other simulation
tools, it allows a high-level process modelling through



A de la Calle etal.

SolarTherm: A New Modelica Library and Simulation Platform

the connection of previous defined components where
users can simulate systems configuring only few param-
eters such as the size of the storage or the receiver area.
However the attraction of this tool is its high flexibility,
where it is easy to replace, develop or customise new
components. This makes SolarTherm a suitable tool to
explore of new technologies related with CST power
systems including thermochemical systems (i.e. solar
fuels).

SolarTherm is a tool based on the object-oriented
modelling Modelica language [5] for its component
models and simulation. This language provides class
encapsulation allowing a modular and hierarchical
modelling with replaceable and customized compo-
nents. Each of them can be formulated acausally, i.e.
the translation of the physical equations into the formu-
lation language is direct, making it very well suited for
representing the physical structure of systems. Also,
Modelica can be interfaced with external tools allowing
a stochastic statistical analysis of the plant performance.

SolarTherm provides a range of Python-based tools
and scripts that automate the process of testing, sim-
ulating, optimising and visualising the results [6]. Be-
sides, if the user prefers to manage flow-sheet diagrams,
Modelica library can be simulated with user-friendly
graphical Modelica enviroments such as OMEdit [7] or
Dymola [8].

One of the strengths of SolarTherm is that is a fully
open source project. All the code is fully accessible and
hackable including component models as well as the
simulation framework on a GitHub server (https://
github.com/solartherm/solartherm). Be-
ing fully open source and fully compatible with the free-
open source Modelica language simulator OpenModel-
ica [7], it aims to become an attractive tool where re-
searchers joint their efforts working on the future of the
CST technology.

1.1 Description of the library

The component and system library has been imple-
mented with the last available version of the the
Modelica language (3.2.1) [5]. Modelica Fluid and
Modelica Thermal connectors have been used in order
to define the relationships between components. The
thermodynamic properties have been calculated with
medium models that extend the Modelica Media in-
terface. These decisions guarantee that SolarTherm
is compatible with any component from the Modelica
Standard Library or another component that are imple-

4 [F] SolarTherm
> @ User's Guide
» [i] Icons
ML Interfaces
7l Media
> [ Utilities
4 (%] Models
- [=] Sources
4 & csp
4 '] RS
» [~ HeliostatsField
+ [ Receivers
> & Storage
» |~ PowerBlocks
+ [ Fiuid
[=1 Control
> [8] Analysis
> [ ] Systems
> [p] Examples

Figure 1: The SolarTherm library.

mented with the same interfaces. Also, all the com-
ponents are locally balanced helping to ensure robust
modelling and debugging [9].

Figure 1 shows the current main packages that com-
poses the SolarTherm library. For the moment, the li-
brary is focused on Central Receiver Systems (CRS)
with storage for electricity production. Some simple
models for all these domains have been implemented
including some fluid or control models to guarantee the
stability of the systems.

An example of a CRS model implemented with So-
larTherm library is depicted in Figure 2. A data file
provides the input weather data necessary to run the sys-
tem. The sun model provides the sun position and the
Direct Normal Irradiance (DNI) to the heliostats field
which calculates the total concentrated power into the
receiver. Part of this energy is transferred to the work-
ing fluid (molten salts) which flows from the cold tank
to the hot tank. The fluid returns to the cold tank after
crossing the power block where the electricity produced
by the plant is calculated. Two pumps with each auto-
matic control systems drives the fluid from one tank to
the other.

2 Conclusion

In this work we presented the work-in-progress to de-
velop SolarTherm, a new CST technology simulation
platform. It is designed to offer user an easy tool suit-
able for the modelling and simulation of CST power
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Figure 2: Flow-sheet diagram example.

systems including unconventional ones. SolarTherm is
composed by a Modelica library of components and
systems and Python-based tools and scripts that pro-
vides a simulation framework. It is also compatible
with the user-friendly Modelica environments OMEdit
and Dymola and it is developed with an open source
philosophy, providing all the code in a GitHub server.
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Abstract. In this paper a concept for modelling selected
sub-processes of the manufacturing process of parti-
cleboards is presented. First, the entire process is de-
scribed briefly, and then special attention is on the stag-
es drying and pressing. Afterwards models for the dryer
and press from literature are discussed. Furthermore, a
concept for the planned models of the selected stages is
presented. The future objective is to use the developed
models of different stages of the manufacturing process
to control the process using statistical models. Thus the
impact of potential measures can be simulated. Finally
there is a short conclusion including an outlook on future
work.

Introduction

The particleboard was invented by Max Himmelheber
and he took out patents since the beginning of the fif-
ties, see (Jagersberg, 2004). The industrial manufactur-
ing process of particleboards consists of several consec-
utive sub processes. The quality of the produced parti-
cleboard depends on the raw material and the different
processing steps. To ensure a high quality of the final
product, while optimizing the use of energy and re-
sources, adjustable process parameters need to be con-
tinuously adapted (Riegler et al, 2013). Previous simu-
lations of potential measures can predict the impact of
these measures and hence avoid possible costs of re-
jects.

Therefore, models with different levels of detail of
selected steps for the entire process need to be consid-
ered. By modelling the entire process, the interactions
between different process stages can be studied. This
generates a deeper understanding of the manufacturing
process and enables a more efficient usage of resources.
In this paper, mathematical models for two important
process steps of the manufacturing process of parti-
cleboards are discussed.

1 Manufacturing Process of
Particleboards

The description of the manufacturing process is mainly
based on (Rowell, 2013). In general, round wood, wood
residues and recovered wood are used for the production
of particleboards. The amount of these raw materials
depends on the availability, the system specifications
and the type of the produced particleboard. Based on
(Wagenfiihr, 2012) in Fig. 1, a schematic representation
of the manufacturing process of particleboards is de-
picted. The considered process is called flat pressing
process, i.e. the mattress passes the press horizontally. A
particleboard consists of three layers. On the one hand
the so-called surface layers, which in general constitute
of fine particles, and on the other hand the core layer,
where the larger particles are used. Therefore the sorting
of the particles in different fractions is an important
step. The resin metering is different for the surface and
core layers due to the differences of the used particles.
There are different adhesives, which can be used for the
production. In most cases, urea-formaldehyde (UF)
resin is used for the production.
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Figure 1. Manufacturing process of particleboards
based on (Wagenfihr, 2012).

Two stages of the manufacturing process are considered
in more detail in the following.

1.1 Dryer

The moisture content of the particles is a crucial feature
for the manufacturing process. Therefore, the drying is
an important step. There are different types of dryers.
One of the main differences is the method of heating.
The two possibilities are direct or indirect heat, which,
inter alia, cause different temperatures resulting in dif-
ferent drying processes, see (Wagenfiihr, 2012).

1.2 Press

The two important characteristics during pressing are
temperature and pressure. These two factors influence
the density of the product and the resin hardening dur-
ing pressing. There are different types of presses: batch
presses and continuous presses. In Fig. 2 a schematic
illustration of a continuous press is depicted.

Pressing force

LT LB,

Steel belt

Rolling
elements

e 000

Figure 1. Schematic description of a continuous press
(Rowell, 2013).

2 Mathematical Model

2.1 Dryer
In (Whitaker, 1977) based on the transport equations for
continuous media, a theory of the simultaneous heat,
mass and momentum transfer for porous media was
developed. Two of the used equations are

e Darcy's law:

K
q=—;(Vp—pg) (1)
e Fick's law:
Gl 0%¢
T _p—=L 2
dat J0x? @

The findings of (Whitaker, 1977) are used in (Younsi et
al, 2006) (heat and mass transfer during heat treatment
of wood), (Perre, 1999) (3D drying model for porous
media) and (Torres et al, 2011) (vacuum drying of
wood), where models for different applications are
developed. For the most applications in drying, different
moisture phases (free water, bound water and water
vapor) have to be considered. In (Fyhr, 1997) a two-
dimensional model for drying wood chips in superheat-
ed steam and especially under conditions in a pneumatic
convective dryer is presented.

Based on models from literature, the decisive factors
for modelling the drying of particles are worked out.
Using these characteristics and the underlying physical
laws, a model for the dryer will be developed. There
will be a distinction of direct and indirect heat for the
simulations. Furthermore, a more detailed model will
include properties of the particles like for example the
size. The goal of these simulations is to compute the
moisture content of the particles. The dryer is rather at
the beginning of the whole manufacturing process,
therefore the moisture content is a state variable, which
is important for most of the following steps.

2.2 Press

In (Thémen, 2010) a model of a hot-press is described.
This model consists of three main parts: coupled heat
and mass transfer, material compression, resin harden-
ing. The simulation of the heat and mass transfer is
realized using an approach based on finite-volume
method. The simulation was applied on the manufactur-
ing of medium-density fiberboards (MDF).
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The manufacturing process of MDF is similar to the
process of particleboards, which is described in Fig. 1.
The output of the simulation is the internal bond de-
pending on the position in the mattress over the course
of the hot-pressing process. The results of the simula-
tion were compared with experimental results of one-
layered MDF boards, produced in laboratory scale.

The moisture content of particles, which is comput-
ed with the model of the dryer, will be included in the
model of the hot-press, i.e. the moisture content of the
particles is an input variable for the model of the press.
Moreover the geometry of the particles and the structure
of the mattress are used for a detailed simulation of the
hot-pressing. Using the structure of the mattress, the
motion of steam during pressing can be simulated.

3 Conclusion

By means of the dryer and press it was shown, that there
exist many models for different stages of the production
of particleboards. To analyze the combination of physi-
cal processes, the connection of different models is
considered to be crucial. By using strict input-output
relations for the coupling of the different model parts it
is possible to extend the model by including more and
more production steps and also to use models with dif-
ferent levels of detail. Future work will include model-
ling of processes at different levels of detail and addi-
tional stages within the manufacturing process. The aim
is to build a simulation of the most important steps of
the process. It is planned to validate model results using
experiments (laboratory or industrial scale). Based on
the results of the models of the physical processes dur-
ing the manufacturing of particleboards, statistical mod-
els for process control are computed similar to (Riegler
etal, 2013).
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Abstract. This work-in-progress paper illustrates the
idea of the conceptional separation between a mathe-
matical model and a simulation model for state event
models of dynamic hybrid systems. The traditional mo-
delling and simulation process starts with a mathemati-
cal model, followed by an implementation of the model
in a certain simulation environment and ends with the
parametrisation of the numerical attributes followed by
the simulation run. Current trends in simulation environ-
ments tends to go in the direction of graphical oriented
modelling descriptions neglecting needs of conceptional
(mathematical) models at the beginning of the process.
This limits the modelling process and restricts efficien-
cy. For comparison or benchmarking simulation environ-
ments as well as modelling languages, approaches and
optimization for hybrid models, a conceptional model of-
fers a framework to review these aspects.

Introduction

Modelling and simulation can not be used separately.
Especially in the field of hybrid models this aspect is
even more important, because in many cases the des-
cription refers to both the modelling and the simulati-
on. Often algorithms are used to specify hybrid descrip-
tions. There are various areas applying hybrid system
models to analysis system behaviour, e.g. science, engi-
neering, robotic systems, traffic management systems,
sequential operations as well as embedded systems. [1]

Hybrid Modelling

The term hybrid has different meanings, the model
structure or the mixture of used environments. In this
paper the term hybrid means variation in the structure
of the model. There are several changes in the model
framework possible, which is discussed in details in [2].
The offered framework in this work discusses and ana-
lyzes the possibilities of hybrid modelling.

State Event Modelling

This modelling approach is closely related to hybrid
modelling and provides a particular mathematical
description regarding the numerical handling and
execution of hybrid phenomena in a model description.
The basic approach starts with the assumption of a
certain dynamical system and performs the change in
the model structure by a particular event depending
on the state of the system. This state event changes
the model framework and performs the continuing
simulation run with changed model framework.

Hybrid modelling and state event modelling, ad-
dress the same branch of systems but provide different
approaches for modelling and simulation. Both model-
ling methods describe time sequential processing of dif-
ferent model descriptions. State event modelling, nor-
mally restricts the range of model description to ordi-
nary differential equations (ODEs) or algebraic diffe-
rential equations (DAESs), whereas the hybrid modelling
approach can include different model descriptions and
methodologies. In the following section the architecture
of hybrid models and state event models respectively
will be discussed.
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Figure 1: System architechture of Hybrid Dynamical Model.

1 Hybrid Model Architecture

Continuous controlled hybrid systems cover most of the
discussed hybrid phenomena. The autonomous swit-
ches and jumps are covered in this environment, as re-
quired in [3], as well as the structure—variant systems
introduced in [4]. Therefore the provided mathematical
environment covers several system behaviours except
for external controlled behaviour. An illustration of the
architecture of this model description is given in Figu-
re 1.

This system architecture requires a particular mathe-
matical environment, which offers illustrated functiona-
lity. As a mathematical environment, the hybrid system
consists of a given set of differential algebraic equati-
ons, which are assigned to the current state in which the
system is currently working. The mathematical set-up
is given by the following Definition.

The sixtupel (L, X, W, F;,G,J) denotes the genera-
lised dynamic hybrid system automaton. L denotes the
finite set of states, X the collection of corresponding
state spaces, W the set of collections of communication
spaces and Fy, the set of differential algebraic equations.
The collections X and W implements the opportunity
to have in each state [/ € L a particular state space and
vector of communication variables. Furthermore .%# as
the set of differential and algebraic equations with the
elements (f,g) € .%. This tuples represents functions
f: R"xR" xR’ xR" xR the right side of the diffe-
rential equation

x:f(xvuvzap7t) (1)

and g: R”"xR” xR x R" xR — R" represents the
algebraic equation

g(x,u,z,p,t) =0. 2)

0,
G
J Xa
A
S — X,
Gy Dy

Figure 2: Example of a State Space Transition in an low
dimensional Situation.

This set of differential algebraic equations repres-
ents the continuous dynamic of the model in a particu-
lar state. The discrete dynamic represents the transition
from one continuous description to the other, either au-
tonomous or controlled.

The collection of sets G and J implements the
connection between the continuous state and the dis-
crete transitions which are related by guard maps G; and
jump transition maps J;. The transitions are enabled by
entering the guard region and the jump is performing
the transition from one state space in the location / to
the other state space in the location I’. A simple illustra-
tion for the one and two dimensional case is presented
in Figure 2.

The introduced mathematical framework allows a
model description on an abstract layer without limi-
tation of simulation environments but with procedural
structured situation. Therefore this mode framework is
called a structural model.

2 Prospects of a Mathematical
Formalised Simulation Model

Formalizing a mathematical model description offers
possibility for theoretical consideration independent of
a particular simulation environment. For a state event
approach of a hybrid system this offers the possibility
of separating numerical and modelling tasks in two dif-
ferent layers:

e Model Framwork
e Numerical Framwork

On the one hand this separation allows a better un-
derstanding of the abilities of a simulation environment,
especially for benchmarking this separation is helpful.
On the other hand the conceptual structure enables a
range of theoretical considerations of models and sce-
narios. The particular type of transition in a hybrid mo-
del can be observed but also considerations regarding
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3 Conclusion and Outlook

This work-in-progress paper shows the beginning of
a conceptual work to formalise simulation models for
state event modelling of hybrid systems. This contribu-
tion shows the first steps towards a conceptual simulati-
on environment. A more detailed consideration related
to mathematical characterizations of state events is done
in [2].

The characterization of hybrid state event modelling
should also support benchmarking and categorization of
different existing optimization approaches as discussed
in[1] and [5]. The Framework enables to formulate a
general concept regarding optimization. The actions de-
fined above lead to different algorithms as well as dif-
ferent cost functions. The questions is how to optimize
a hybrid model in detail, perhaps using a weighted cost
function including all subsystems. Is the optimization
of every single subsystem the optimization of the com-
plete hybrid system?
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Abstract. In crop farming, pests and plant diseases cause
losses for both grain yield and quality. The fungicides are
used for yield protection. With the accurate plant disease
prediction system, the farmers could optimize the chemical
spraying and save money and environment. The plant dis-
ease modelling is challenging and widely discussed topic in
modern agriculture. This short paper introduces the novel
point of view for the net blotch prediction. In this approach,
the weather measurements are combined with the historical
net blotch observations and the data based prediction sys-
tem is introduced. The estimation scheme is demonstrated
with the example of the selected observation field data.

Introduction

The net blotch is a common barley disease caused by
fungus Pyrenophora teres. It exists all over the world
and affects both grain yield and malt quality [Bogacki et
al. 2010]. For example, in Finland the net blotch was
present in 86% of the investigated barley fields in 2009
(Jalli et a. 2011).

The weather has an influence on the occurrence of
plant diseases and the different pathogens need different
conditions leading into the infection. The prediction of
the plant diseases can be a valuable tool for optimizing
the use of the fungicides, but the reliable prediction is
complicated. [Hardwick 2002].

The minimized usage of chemicals save money and
environment and with the accurate prediction, the chem-
icals could be sprayed only when needed. The data
analysis and modelling, but also knowledge about plant
diseases, are the components for reliable disease fore-
casting [Hardwick 2006].

Cunniffe et al. (2015) discussed thirteen challenges
in plant disease modelling. The authors focused particu-
larly on disease prediction and control with epidemio-
logical models. In that article, the challenges are parti-
tioned into three groups. Modelling the plant host, mod-
elling the pathogen, and modelling for control.

In this short paper, the data based modelling with
feature generation is applied to the estimation of net
blotch occurrence. The main principles of the prediction
system are shortly described and the results are dis-
cussed. Generally, the aim of this research is the ade-
quate prediction accuracy and the smple model struc-
ture for prediction the selected plant disease as in
(Méyraet a. 2018).

1 Materials and Methods

Two different datasets — the weather data from the open
database of Finnish Meteorological Institute (FMI) and
the data of the net blotch observations are combined and
utilized for net blotch prediction. The observations of
the net blotch are collected and pre-processed by The
Natural Resources Institute Finland (Luke) during the
years 1991 — 2015. The data included the information
about the net blotch observations in twenty different
localities with the varying time scale. The fields, which
are used as an example here, locate in the Southern part
of Finland. The weather conditions and the beginning
date of the growing season alternate between years
during the observation period. To make different years
comparable, the data was normalized and the time step 0
is the beginning of the growing season in every data set.
The whole analysis and evaluation of the results are
performed in the Matlab® software environment. The
principle of this study — the utilization of data fusion
and advanced data analysisis presented in Figure 1.
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Figure 1: The principle of the net blotch prediction; the
data fusion and the advanced data analysis.

The yearly weather measurements were divided into
separate groups according to the occurrence of the net
blotch. In addition, one group included the weather data
of those years, when the net blotch was not observed.
Later, the years with no net blotch is called as ‘normal
situation’. The other dataset included weather measure-
ments of those years, when the net blotch appeared. The
variablesincluded in the data analysis were

o the place of observation,

o the date of observation,

o therainfall per day [mm],

« the average temperature per day, (T,avg) [°C],

o the daily minimum temperature, (T,min) [°C] and
o the daily maximum temperature, (T,max) [°C].

The datasets, which were used in this research, included
the weather observations from the latest years, specifi-
caly four years with, and four years without the exist-
ence of the net blotch.

The dtatistical characteristics of the weather data
were first computed to find out any differences between
the data sets with or without the net blotch. The statisti-
cal characteristics are presented in Table 1.

The feature generation was performed to improve
the information content of the data. More about the
features and their use are presented, for example, by
Dash and Liu (1997) Garcia-Torres et a. (2016), and
Pérez-Rodriguez et al. (2015). In this study, feature
generation technique presented by Ruusunen (2013, p.
50) was utilized. Briefly, in this method the features are
generated by fusing the above listed variables with
different mathematical operations. The feature values in
the beginning of the growing season are then summed
cumulatively. The aim is to separate the cumulative
summed feature values according to the net blotch ap-
pearance. Weather conditions favouring the net blotch
occurrence can be predicted with weather measurements

and suitable features. For this case, the most suitable
features were found by exhaustive search and visua
inspection. Also T-test was tested in the feature selec-
tion step. Further research comprising several observa-
tion fields and the feature evaluation has to be automat-
ed for example by using T-test. The modelling proce-
dure is demonstrated step by step in Figure 2.

] Modelling steps >

Data Data pre- Feature Net blotch
collection processing generation prediction
and analysis

Figure 2: Modelling steps.

2 Results and Discussion

As presented in the Table 1., the datasets seem sta-
tistically similar. To find out those years that differs
from the normal situation, the feature generation step
was performed.

fc|)elbz M ean Std Median
No/Yes No/ Yes No/ Yes
Rain fall 1,2/1,6 42155 0,0/0,0
T, avg 11,8/11,8 5,7/5,6 12,5/13,0
T, min 6,6,/6,7 56/5,9 73175
T, max 17,3/17,1 6,4/6,1 17,8/179

Table 1: The statistical characteristics of the observation
field data. The characteristics are presented as per
variables (the left column) according to the occur-
rence of the net blotch (No / Yes).

The grouping of the weather data sets (with or without
the net blotch) was next studied with the combination of
the feature generation and cumulative sum. Among the
total of 110 generated alternatives, the suitable feature
for this case was chosen as
(x+y)ly, 1)

where x isthe rainfall per day and y is the average value
of daily temperature.

The years without net blotch observations are pre-
sented with the solid lines and the years when the net
blotch appeared are plotted with the dash linesin Figure
3. Thetime scale (x-axis) is 10 days and the time step O
is the beginning of growing season.
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Figure 3: The datasets are grouped by using feature gen-
eration. The years with no net blotch (solid
lines), the years with the net blotch (dashed
lines).

In the presented example, grouping and separation of
the data sets according to the appearance of the net
blotch was possible by using the feature generation
technique. As plotted in Figure 3, the charts forms own
“pipes’ and the years with the net blotch separate this
way from the normal situation.

The results strongly indicate that the presented
method is a simple but applicable tool for the prediction
of the net blotch occurrence. The simple structure is
easy to adapt to another observation fields thanks to
non-parametric features. On the other hand, the evalua-
tion of the presented method still needs more example
cases. The scopes of the further research are the general-
ization and validation of the presented prediction meth-
od with data sets from different localities. Also the
usability in the prediction of the different plant diseases
has to be studied.
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Abstract. Verification and validation of large agent
bases models is a complicated process - to check for
full functionality, the simulation has to be executed var-
ious times, which takes both time and computational
resources. In this discussion-paper we present an ap-
proach that could generally improve this process, applied
on an agent-based population model for Austria. A so-
called mean-field model in this case a partial differential
equation (PDE) is used for this aim. Execution of the PDE
simulation only takes a very short time, hence the mean-
field model can provide a fast prospect on results, be-
haviour and sensitivity of the agent-based model used.

Introduction

During the last decades a great number of population
models have been developed all over the world (e.g.
[1, 2, 3])), which, in combination with economic and/or
health models, can be used for supporting internal polit-
ical decisions. Most of them are microscopic simulation
models wherein the population is no longer simulated as
a whole [4], but as a sum of individuals.

This type of population modelling is advantageous
due to its flexibility with respect to model-extensions
and hence plays an important role in the Comet founded
healthcare project DEXHELPP. In the course of this
project an agent based population model for Austria
was developed and implemented [5] in order to create a
solid foundation for generating decision-support mod-
els for Austria’s health care system.

1 An Agent-Based Population
Model for Austria

The basic rules for the agent-based population model
are very intuitive. Each agent is assigned

e age (equivalent to a certain birth-date), and
e sex.

The model is simulated with equidistant time-steps of
arbitrary length dr. With a certain age and time-step-
length dependent probabilities each agent might die,
emigrate or, in the case of female agents, reproduce.
Additionally a certain number of immigrants is added
at each step of the model. Thus the model requires the
parameters

e initial population size [#1],

e initial population distribution with respect to age
and sex [#2],

e immigration age/sex distribution for each simu-
lated time-step [#3],

e death [#4], emigration [#5] and reproduction [#6]
probabilities with respect to age, sex and time-step,
and finally

e natural percentage for a male/female offspring
[#7].

These parameters were successfully worked out of re-
quested data from the Austrian Bureau of Statistics [6].
The model was implemented in Python 3.

The simulation executed by CPython3.4 is very
slow. As a single simulation with 8 million agents and
a timespan of 50 years with daily time steps takes about
10 hours, the verification and validation process turned
out to be challenging. To support that process mean-
field analysis was used.



Bicher et al. MFA of Population Model

2 Mean-Field Analysis

2.1 General Concept

The so called mean-field perhaps poses the most ap-
plicable basis to analyse a microscopic model on the
macroscopic level. Let a;(r),i = 1...N denote the ab-
stract state of agent i at time 7 then the mean-field
O(x,t) = Y | 1,(a;(t)) simply counts all agents in a
certain state x at a given time ¢.

In terms of the defined population model the mean-
field corresponds to the aggregated numbers: “fotal
population with age a and sex s at time t”. As age
is a continuous variable and the model is stochastic,
the mean-field poses for a density function of a huge
stochastic process.

The mean field of a microscopic model can have
several useful properties and can even be analysed with
analytical methods. One method is the mean-field ap-
proximation, which allows approximation of the mean
value of the (stochastic) mean-field by a closed, aggre-
gated equation based-model - a so called mean-field
model. Usually a ordinary differential equation [7] or
difference equation [8] model results, but in case states
of agents are continuous (as in our case) the method re-
sults in a partial-differential equation (PDE) model[9].

Key to find this mean-field model is to apply a so
called mean-field theorem [10], a statement closely re-
lated to the famous Kolmogorow equations for Markov
processes. If applied correctly, this theorem provides
information how stochastic analysis of the single agents
in the AB model results in an aggregated model for the
mean-field.

2.2 Application

In order to apply the cited mean-field theorem, the
stochastic processes of the single agents need to be anal-
ysed. This process is quite long and technical. Hence
we refer to [9] to get an idea about how this can be done.
Let F(a,t) and M(a,t) denote the density of female
and male a—year old individuals in Austria at time ¢,
then the following model describes their dynamics:

Corollary 2.1 (Mean-Field Model.)

oM oM
W_E:ocl—l—7/1]1[07511)(‘1)‘1'(07[)—M61 (1)
JF JF
5 3 = @t Ploa(@¥(n) -F& ()

population

1.1.2003

Figure 1: Simulation results for the PDE model. Density of
male population for 47 simulated years.

with ¥(a,t) := [p+ F(a,t)B(a,t)da. All o, and y are
functions of age and time and can directly be derived
from [#2]-[#7]. The initial values are given by the ini-
tial density and the total population from [#1 ] and [#2].
Parameter dt poses for the AB model’s time-step size.

The mean-field theorem guarantees asymptotic (with
respect to the number of agents N) equivalence of the
PDE solution and the AB population model. Hence
the AB model qualitatively behaves according to some
transport-equation.

Fig. 1 shows a surface-plot of the resulting den-
sity for male individuals from 2003-2050. The PDE
model was simulated in MATLAB using a method-of-
lines scheme and its results almost perfectly match the
results of the AB model.

3 Discussion

While it takes almost half a day to simulate the AB
model the method of lines algorithm terminates after
a few seconds. Hence it was possible to easily make
quick scenario tests in order to verify the behaviour of
the AB model. Also sensitivity analysis was supported:
In case a parameter turned out to be very sensitive in the
PDE model we paid close attention to it while analysing
the AB model. Finally the 3D visualisation of the den-
sity in the PDE model inspired us to analyse diagonal
cuts through the results of the AB model.

As the AB model is undoubted a much richer, ap-
plicable and flexible model, the PDE model is not in-
tended to pose a substitute for it. Yet the time to derive,
implement and execute the PDE model was still shorter
than the duration of one single simulation run of the AB
model in Python, which made the mean-field model a
useful tool to quickly gain first insights to support vali-
dation and verification in our case.
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Nevertheless it remains to be discussed: Is time in-
vested into the derivation of this meta-model, not in-
tended to be used directly, spent well?
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Abstract. For estimating discontinuities of a rock mass
from point cloud (LiDAR) data, an algorithm called Di-
Anahas been used. It obtains a fracture plane from the
valid point cloud inside a cubic bounding box. In DiAna,
to extract the valid point cloud from the cubic bounding
box, DiAna has to determine the threshold value to re-
move noises. It seems that this manual operation is hard
work for long tunnels. To improve this manual operation,
we devel-oped Variable-Box Segmentation (VBS) method
for LiDAR data recorded from a tunnel. VBS has three
processes, i.e., first segmentation, second segmentation,
and combining. During the first segmentation, the point
cloud is segmented into large bounding boxes and noise
is removed. During the second segmentation, each box is
divided into nine sub-boxies. Planes are estimated from
point cloud data inside each sub-box. During combining,
sub-boxies containing similar planes are joined. VBS was
examined using LIDAR data including three sets of major
discontinuities. Estimation results from VBS was com-
pared with the reference planes decided from geological
sketch. Results showed that similarity between reference
planes and planes determined by VBS algorithm seems
to be enough to find discontinuities from fractured
planes..

Introduction

To construct the tunnel, geological mappings on the
rock wall and faces by geologists are important for the
design of optimal support, maintenance, and managing
the tunnel for a long life cycle.

However, in a long tunnel, construction costs have
become higher. Geologists must work under an unstable
gallery for a long time. Furthermore, fracture maps by
geologists can change individually. To avoid such prob-
lems, 3D laser scanning to acquire a high-resolution
point cloud (LiDAR) has been introduced for tunnel
construction (Fekete et al., 2010; Lato et al., 2009). In
fact, LIDAR can provide detailed 3D characteristics and
structures of the rock around the tunnel, along with
information related to the rock discontinuity. In previ-
ous studies, some methods to estimate discontinuity
from LiDAR were developed. Diederichs et al. (Lato et
al., 2009) reconstructed surfaces using a polygonal
model and grouped them as co-planar. Lato et al. (Voge
et al., 2013) developed “PlaneDetect", which consists of
five processing stages: smoothing, edge detection, blast
damage detection, discontinuity identification, and dis-
continuity set clustering.

Developed by Gigli et al. (Gigli and Casagli, 2011),
DiAna is an algorithm used to estimate the discontinui-
ties in a rock mass from facets semi-automatically. It
segments the point cloud into cubic bounding boxes
with fixed size and ascertains the plane of points using
least squares method. When DiAna extracts the valid
point cloud from the cubic bounding box, it has to de-
termine the threshold value based on the standard devia-
tion of distances between the points and plane in the box
manually. However, it seems that this manual operation
is hard work for long tunnels. To improve this manual
operation, we developed Variable-Box Segmentation
(VBS) method for LiDAR data recorded from the tunnel.

This paper presents Variable-Box Segmentation
(VBS) method to produce suitable planes for estimating
discontinuity in the tunnel automatically from a point
cloud. VBS segments the point cloud into parallelepiped
bounding boxes. Then it combines boxes to produce
suitable planes at each part of the point cloud.
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Figure 1. VBS algorithm. First, segment into a large box
and remove noise (upper, red box). Next
segment into nine sub-boxes a-i (lower left,
sub-boxes). Finally, combine sub-boxes to
produce suitable planes, e.g. j, k and | (lower
right, purple, blue or green boxes).

In Section 1, details of the VBA algorithm are present-
ed. Experimental results of VBA using the point cloud
from LiDAR are presented in Section 2. Finally, this
paper is concluded in Section 3.

1 VBS Algorithm

VBS has three processes as shown in Figure 1: first
segmentation, second segmentation, and combining.

In the first segmentation, the point cloud is segmented
into large bounding boxes (0.2 X 0.2 X 0.4m). Noise is
removed from the boxes. To remove noise, each box is
segmented again into mini-boxes (0.02 X 0.02 X
0.02m). The points in that box are probably noise if the
mini-boxes are sparse. Then VBS sums up the contained
number of points from the sparsest box to the densest
box until the summation becomes greater than 31.73%
of all points. Then VBS removes the summed points as
noise. This border of the summation is determined em-
pirically. In the second segmentation, noise removed
boxes are segmented into nine sub-boxes (smaller box-
es) as shown in Figure 1. Planes are obtained from each
sub-box using least squares method.

Figure 2. The images show planes for discontinuity 1.
Upper and lower panels are the reference
planes and those of planes determined by VBS
algorithm. Color shows each planes. Red
frames show the discontinuity.

Combining the process, each sub-box that has a similar
normal vector of plane is combined as shown in Fig-
ure 1. The distances between the plane and points are
computed for all points in the sub-box. If the box con-
tains more than 68.27% of all points that is distance
inside of the standard deviation, then the plane is com-
bined by the region growing method. If not, the box is
combined with the most similar box among its four
neighbors.

2 Examination and Results

VBS has been examined using gallery data collected
from the -300 m Access/Research Gallery of the Mi-
zunami Underground Research Laboratory using a Li-
DAR scanner. The examination was conducted for the
following processes: First, three major fracture discon-
tinuities (discontinuity 1, discontinuity 2, and disconti-
nuity 3) observed by geological engineers were extract-
ed from point cloud datasets and we obtained reference
discontinuity planes (remove noises and make a cluster
from large boxes, then compute these planes) manually.
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Next, planes were computed from the same datasets
using VBS for 0.2 X 0.2 X 0.4(m) boxes were calcu-
lated. The VBS results were compared with reference
planes by geological sketch observations and cosine
distances.

1.0000

0.5000

0.8000

0.7000

0.6000

discontinuityl discontinuity2 discontinuity3

Figure 3. Average cosine distances with its standard
deviation between reference planes and
planes determined by VBS algorithm for three
fracture discontinuities. discontinuityl: 0.9700
+0.0617, discontinuity2: 0.9631 + 0.0929,
discontinuity3: 0.9020 + 0.1942.

Results of the discontinuity are presented in Figure 2
and Figure 3. The image in the upper in Figure 2 pre-
sents the reference planes. The image in the lower Fig-
ure 2 also presents the planes determined by VBS algo-
rithm. In Sketch observation reveals that lower image
describes the boundary of the discontinuity areas well
fitting the reference. Figure 3 shows the average cosine
distances between the normal vector of reference plane
and that of plane determined by the developed algo-
rithm. Since the cosine distances for all fracture discon-
tinuities are more than 0.900, the planes determined by
VBS algorithm are enough similar to reference planes.
From observing the geological sketch and cosine dis-
tances we can reason that planes determined by the
developed algorithm seem to be enough similar to the
reference planes to find discontinuities.

3 Conclusion

To estimate discontinuities of rocks around a tunnel
from a point cloud, an algorithm called DiAna is effec-
tive. To extract the valid point cloud from the cubic
bounding box, DiAna determined the threshold values
manually. It seems to be hard work for long tunnels. To
improve this manual operation, we developed Variable-
Box Segmentation (VBS) method for LiDAR data rec-
orded from the tunnel. Similarity between reference
planes and planes determined by the developed algo-
rithm seems to be enough to find discontinuities from
fractured planes.
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Abstract. Rhythmic activities were widely observed in
many brain regions. Human EEG recording revealed
several frequency modulation of the oscillation reflecting
internal brain states such as attentional modulation in
visual systems. On the other hand, in vivo intracellular
recordings suggested that individual neurons showed
persistent membrane fluctuations and global oscillation
originated from the activity of the neuronal fluctuations.
Furthermore, it was found that some types of neuron
showed membrane resonance in their subthreshold
level. However, functional roles of the subthreshold
resonance in a recurrent neural network are still un-
known. Here, we computationally examined the behavior
of resonator network driven by external inputs and or-
ganized through the spike-timing-dependent plasticity
(STDP) under oscillatory background and noise. As a
result, it was shown how the resonator network modified
its responsiveness depending on frequency modulation
and its connectivity through the STDP.

Introduction

Oscillatory activities in brain often reflect internal
states. For example, attentional level in visual systems is
characterized by the intensity of gamma frequency
component in oscillation. In a sleep stage classification,
rapid-eye-movement (REM) sleep and non-REM sleep
are typically defined by theta and delta powers in EEG.
On the other hands, several intracellular recordings
demonstrated membrane potential fluctuations in indi-
vidual neurons. Importantly, theoretical and experi-

mental studies revealed that the fluctuation did not mean
a disadvantage but lead to high advantage of neural
computation.

This work was supported by JSPS KAKENHI Grant
Number 16K00386.

In addition, it is well known that synaptic plasticity
is a key factor of brain computation such as learning and
memory. Recent experimental study reported the STDP
that potentiates transmission efficacy if pre-synaptic
neuron elicits a spike before post-synaptic neuron. On
the other hand, the STDP depresses it when post-firing
proceeds pre-firing [1]. The STDP is considered as an
important neural basis of transformation between spa-
tial- and temporal-information because the plasticity
includes relative timings of spikes. In addition, theoreti-
cal studies suggest that the STDP has computational
advantage [2].

Furthermore, recent intracellular recording study re-
ported that some types of neurons in hippocampus and
entorhinal cortex showed a relatively strong response to
specific frequency when they receive sinusoidal current
injection whose frequency changes in time-dependent
manner such as a chirp current. The response property
of a resonator neuron in isolated condition was well
examined and ionic mechanism on the generation of
resonance was identified. However, how the resonators
behave in recurrent networks, especially with synaptic
learning, is still unclear.

Here, we performed numerical simulation of the
network with subthreshold resonance. In our previous
study, the frequency selectivity of network connectivity
and automatic tuning for optimal noise intensity were
already demonstrated under the fixed timing of external
inputs [3]. In the present study, we examined how much
the network organization was robust for the external
stimuli with various temporal jitters and randomness.
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Figure 1. Neuronal response to oscillatory inputs.

1 Method

1.1 Neuron model

We employed the resonator neuron model described by
Acker, et al. [4]. The resonator neuron exhibits sub-
threshold resonance under isolated conditions due to its
intrinsic properties such as persistent sodium, slow and
non-inactivating potassium, hyperpolarization-activated
cation channels. Dynamics of the membrane potential is
described with the Hodgkin-Huxley formalism.

1.2 Network organization

Our network included 100 excitatory neurons. All the
neurons had excitatory synapses mediated by first order
kinetics and all-to-all connectivity in the initial state.
Self-excitation was prohibited and all synaptic weights
were modified through the STDP. The STDP potentiat-
ed or depressed individual synapses depending on the
temporal order between pre- and post-synaptic firings.

1.3 Input currents

Our model network receives four types of input cur-
rents. All neurons in the network receive a bias current,
lapp, in order to generate subthreshold resonance the
same as the original model. Background oscillatory
activity, lyave, i described as sinusoidal current injection
whose frequency is modulated, corresponding to the
internal state of a brain. Background noise, |ngs, is
given as the Gaussian white noise with a diffusion con-
stant D. External stimulations, lgjm, are applied onto 20
neurons, and their timing is 2 millisecond-earlier than
every peaks of the lyae In some simulations, we intro-
duced temporal jitters to these stimuli in the time-fixed
or stochastic manner.
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Figure 2. Synaptic weights after the STDP learning.

2 Result

2.1 Responsiveness of single neuron to
oscillatory inputs

Neuronal responses to oscillatory inputs with various
frequencies and amplitudes are shown in Figure 1. Each
panel indicates an input current (upper), membrane
potential as output (middle), and response amplitude
(lower) (Figure 1A). The response to different frequen-
cies is indicated in Figure 1B. Upper and lower panel
respectively shows the time course of the membrane
potential driven by 30 Hz and 40 Hz with the same
amplitude. The neuron showed supra-threshold re-
sponse, that is, spike firings in some parameter ranges.
Figure 1C shows spike outputs for various parameters of
oscillation. The heat map indicates the number of
spikes. The x-axis is frequency and the y-axis the ampli-
tude of the oscillatory current. Difference in responsive-
ness is most prominent in the modulation between 40Hz
or 50Hz of oscillation.

2.2 Synaptic learning through the STDP

Figure 2 indicates the synaptic learning of the network
driven by the external inputs under oscillation and
noise. Through the STDP learning, the model network is
gradually modified such that the synapses from the
stimulated neurons (SN) to the non-stimulated neurons
(non-SN) are potentiated. On the other hand, synapses
from non-SN to SN are depressed (Figure2A, B;
A=2uA, f=40Hz, jitter=-2msec). Furthermore, such an
asymmetric connectivity was alternated through the
frequency modulation of oscillatory background.
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The model network showed the automatic tuning of
frequency selectivity for noise intensity such that 1)
asymmetric connectivity or symmetric connectivity was
organized frequency-independently under extremely
weak or strong noise, respectively, 2) asymmetric and
symmetric connectivity was frequency-dependently
organized under the moderate noise intensity. Such the
frequency selectivity robustly appeared even with the
temporal jitter of external stimuli that proceeded to
peaks of oscillation. On the other hand, if the timing of
external stimuli had delay from the peaks, the frequency
selectivity disappeared (Figure 2C).

3 Disucussion

The present computational study demonstrates several
properties of a resonator network. Through the for-
mation of non-uniform connectivity, the resonator net-
work could store the spatial information of external
stimuli in frequency-dependent manner. Furthermore,
such the selectivity of frequency was automatically
tuned for moderate noise even under the redundancy of
external stimuli such as temporal jitter. It is possible to
expect that frequency-dependent neural processing such
as attentional modulation in visual systems had a neural
basis shown in present study.
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Abstract. The prehistoric salt mines of Hallstatt in Aus-
tria are subject of great interest for archaeologists. Salt
mining activities are dated to 1458-1245 B.C. in the
Bronze Age. Modelling and simulation as virtual compu-
tational experimental archaeology' can contribute im-
portant insights into different areas of archaeology as an
addition to traditional experimental methods. In a coop-
erative project between the Natural History Museum
Vienna and the TU Wien, questions regarding prehistoric
mining processes, logistic processes, and population
growth in the agricultural environment are analysed by
modelling and simulation. This contribution presents
simulation studies, which allow to study short-term min-
ing processes and long-term population dynamics and
agricultural working processes. Moreover, essentially,
the simulation studies allow also excluding cases for
these working processes. This fact underlines a special
property of simulation in the area of archaeology: while
classical modelling and simulation aims for verification of
a certain assumptions, modelling and simulation in ar-
chaeology partly aims for falsification of assumptions of
working processes or other historic events.

Introduction

The prehistoric salt mines of Hallstatt in Austria are
subject of great interest for archaeologists, not only for
their technological aspects, but also for their complex
economic structure. Salt mining activities are dated to
1458-1245 B.C. in the Bronze Age [1, 2].

i 3
2,
% o
L iVE
R
< %w“
. L% 3
(< -
e L] s
SN
\ & o
. 2
> =
e ~ d
T =
P pe—

\ —
= AN =2
e e
~>:::-= - R ::_;;:

Figure 1: Schematic reconstruction of the mining halls
and shaft structure with rope pull systems
(© D. Grobner, H. Reschreiter, NHM Vienna).

A large amount of archaeological findings of technical
equipment and organic materials (timber, wooden tools,
strings of bast, fur, etc.) and the perfect conditions of
preservation in the mines due to the conserving proper-
ties of salt allow for a reconstruction of the working
process in the mines and in the environment of the
mines. Archaeologists develop a technological recon-
struction in form of a mental model which suggests that
mining was organized in an efficient, nearly industrial
manner with highly specialized tools.
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Salt was mined in underground mining chambers
(Figure 1) using special bronze picks. The broken salt
was collected in buckets and carried to the vertical shaft
where it was hoisted to the surface using a woolsack or
cloth attached to a linden bast rope.

The high degree of specialization and functionality
observable on certain tools and the design for high effi-
ciency suggest that the workforce had highly specialized
knowledge in mining technology and infrastructure [2].
Furthermore, the mineworkers were dependent on the
population environment, including cultivating and har-
vesting the surrounding land, and on proper logistic
transport processes for salt (outbound), necessary goods,
which could not be, produced onsite (outbound), and
partly on food delivery (in-bound).

The mental models — for the short-term mining pro-
cess and for the long-term cultivation and harvesting
processes and for the population dynamics raise further
questions, which need to be formalized and — in case of
the short-time processes — are typically investigated in
experiments using re-constructions of prehistoric tools
and utilities (experimental archaeology). Modelling and
simulation as virtual computational experimental ar-
chaeology can also help to gain knowledge about tech-
nological issues and allow comparing different scenari-
os. Results of this work (experiments and simulation)
and their interpretation then allow archaeologists to
make conclusions about the technological concept and
together with new excavation findings update their
mental model leading to an iterative process.

Simulationists are faced with an interesting change
of the aims of a simulation study. Because of only little
evidence and only few findings, assumptions on the
processes to be analysed by modelling and simulation
cannot be really validated and verified — so an opposed
strategy is often the better one: assumptions are falsified
by modelling and simulation [3], so that after some
‘falsifications’ the nature of the processes comes up.

1 Short-time Mining Processes

Already in bronze age mining was a complex work-
ing task, with need for tools, and need for supply. Most
important were tools for direct mining — bronze picks,
tools for transport — buckets and rope systems, and tools
for lightning.

Use of Bronze Picks. Archaeologists know from
excavation findings that the salt was mined using bronze
picks with wooden handle ([2], Figure 2).
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Figure 2. Bronze pick for salt mining: archaeological
reconstruction (left; © A. Rausch, NHM Vienna),
pick rigid body model (midst), and supposed
trajectories for use of the pick (right).

Highly interesting is the unusual shape of these picks
with a typical angle between the shaft and tip of about
55 to 75 degrees. It is believed that this particular shape
was adapted to the specific working conditions in the
Hallstatt mines. The small angle does not allow typical
circular hacking motion — it is not yet completely clear
how such a pick was used.

Modelling the pick as a rigid body system (Figure 2,
midst and right) allows dynamic simulation and evaluat-
ing possible movement scenarios. Two phases are con-
sidered in the model setup by mechanical component
modelling ([4]): free motion — pick accelerates along a
fixed trajectory, and when collision with the wall is
detected — the body decelerates until it comes to a stop.

Different usage of the pick can be considered, e.g.
breaking the salt on the wall or on the floor, different
grip points, using one or two hands, etc. (detailed results
in [4]). Other scenarios like mining the salt on horizon-
tal or inclined surfaces are also currently investigated.
However, simulation shows that mining on the floor
seems more exhausting, requires more energy and is
therefore less efficient than mining on the wall — an
example for falsification by modelling and simulation.

Use of Rope Pull Systems. Rope pull systems were
used to hoist the broken salt from the mining halls
through shafts to the surface ([3,4], Figure 1 and Fig-
ure 3).

While there are archaeological findings of bast ropes
and other appliances, there are still some matters regard-
ing the construction, length and arrangement of the rope
pull systems at issue.
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Figure 3. Different design options for the rope pull
system with closed rope (left) or open rope (right).

To estimate and compare the time and strength require-
ments for transporting the salt, various options are ana-
lysed using simulation models. For example, two vari-
ants of the rope design, an open and a closed version, is
analysed (Figure 3). An important issue also concerns
modelling of the rope guide, for which two possibilities,
one with sliding friction on a log and one with return
pulley are considered.

Balance of forces, mass of the rope, forces of inertia,
coulomb friction force lead to a partly nonlinear model
for the rope dynamics [4]. The model was implemented
in MATLAB. In summary, the simulation results show
significant force requirement for the model with sliding
friction, especially because of the high mass of the rope.
This is also the reason for limitations regarding the
maximum allowed shaft height (detailed results in [4]).

Woodchip, Lighting and Air Consumption.
During mining, burning sticks of wood served as the
only illumination in the mining halls (Figure 1). Burnt
down woodchips were found during excavation in large
quantities. The resulting light intensity depending on the
number of burning woodchips can be estimated using a
uniform arrangement in a mining hall.
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Figure 5. Simulation results for air consumption
depending on number of woodchips,
burning time T and workers k.

Furthermore, some static calculations help estimat-
ing the oxygen consumption of the flames, which, in
addition to the oxygen demand of the workers, give
information about the necessary air ventilation. Figure 5
shows interesting simulation results with respect to air
consumption — giving hints for possible numbers of
miners and length of mining shifts.

2 Long-time Working Processes
and Supply of Population

Long-time case studies give a clue how many people,
including the mine workers, could have been fed by
harvesting the surrounding land. It seems likely that
some of the gathered salt was used to be exchanged for
food, but the question is how much additional food was
needed. Basis for these case studies is agent-based mod-
elling and simulation of the population dynamics and
working dynamics, from mining to harvesting.

Generally, the village is assumed to be located close
to the mine and almost all fields beside the grass fields
are located in the valley (Figure 5).

Figure 5: Map of Hallstatt area: at left hill with mining area
and mining village, at right valley with agricultural area
(lake - blue, garden -red, field - brown, grass - light
green, wood - dark green, rock —grey).

Possible Stable Population. A basic question is,
how many people lived in the Hallstatt prehistoric vil-
lage. Based on the nutrition facts and the average energy
consumption of a person, an agent-based model for the
population can be derived ([5]). Simulations over 300
years result in a partly stable population for survival.
Various scenarios are simulated and allow falsification
of unrealistic assumptions. For instance, depending on
weather influences simulation is used to show the
amount of each type of nutrition that has to be bought or
that is over produced (Figure 6).



Tanzler et al.

Falsification by Modelling and Simulation for Hallstatt Archaeoloqgy

0 50 100 150 200 250 300

Figure 6. Simulation results with variation of food
composition (green: available/used meat, red:
available/used beans, blue: available/used grain)

Overall Working Processes. In bronze age, in
Hallstatt complex working processes have been set up.
Agent-based modelling and simulation allows to study
the co-operation of these processes, from mining via
food supply to harvesting and socialising.

Basis is a population dynamic with estimated birth
and death gathered from another project. The relevant
working procedures are:

¢ seeding and mowing
e harvesting

e wood production

e wood chip production
e salt mining

The scheduling of the workload is highly dependent on
the date especially concerning the agricultural tasks.
When the optimal day for a specific task has come, an
agent gets a task assigned in the morning, then goes to
the location and performs it. Afterwards the agent gets
the next task and directly heads to the next area which
has not been processed yet. To minimize the walking
time, it is estimated how many people have to work on
the specific area.

tirmeRest: 343,735 (566.5%)
- lirmeSeeding
- tirmeWiood: 14

timebow: 1,1

timeWerkMire: 91,749 (17.6%)
w timeHarvesting: 16, [3.2%)
- timeWoodChips: 42,748 (2.4%)

Figure 7: Overall distribution for working processes.

On days without agricultural work, the agents are as-
signed to work in the mine if there are enough wood-
chips in the stock to light the mine. Otherwise the task is
to make wood chips, or if there is not enough wood, to
manage to get some.

The results of these simulations studies are mainly
individual and overall time distributions for the working
processes. Emphasis is put on working time in the mine,
which allows to estimate the salt production. Figure 7
shows an overall distribution for the working processes

Second Settlement. The miners’ village is assumed
to be located close to the mine, and almost all fields are
located in the valley. This raises the guess for a second
settlement in the valley (on place of nowadays Hallstatt)
with advantages of shorter distances for harvesting.

The model allows such a case study, and indeed the
simulation results show that the assumption of a second
village in the valley is a promising alternative, with a
better efficiency of workload scheduling.

3 Conclusion

The simulation case studies presented indeed allowed to
exclude some assumptions on working processes in the
salt mine and in the agricultural environment — underlin-
ing the importance of modelling and simulation for
‘falsification’ in archaeological research.
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Abstract. This research paper describes a simulation
model that was implemented as an evacuation efficiency
evaluation software tool. Currently, according to experts,
evaluation of the evacuation schemes in Latvia is done
based on field experiments. This has been shown to
result in an inefficient allocation of human resources and
interruption of the study process at school. Consequent-
ly, a simulation model for a school's evaluation was re-
quired that does not rely on field experimentation. Using
(a) the data provided by the school's administration and
(b) simulation modelling methodology, a decision sup-
port system for an evaluation of an evacuation process
was developed and tested. This system supplies the
school's administration with information about the prob-
lem areas in the current evacuation process. The simula-
tion process results are analyzed in a data collection
environment (graphs, diagrams, tables etc.) that was
developed using the JAVA programming language. The
hypothesis of a successful simulation model was tested
applying the Mann-Whitney test and found to be credi-
ble. Based on the findings, a number of recommenda-
tions were developed for increasing the efficiency of the
evacuation process in buildings sharing the layout of the
school tested here. With necessary adjustments, the
developed simulation model can be recommended for
evaluating evacuation schemes in buildings with similar
layouts, and possibly for implementation beyond Latvia.

Introduction

As a result of significant developments in computer
science it has become easier to solve complex tasks,
especially ones that require considerable time and fi-
nancial investment. Among the most popular such de-
velopments is simulation modelling (SM).

Modelling means to replace the original object of re-
search with a defined image or other object (model),
studying the attributes of the original. The model is then
deployed in experiments in the place of the original,
delivering data about the research object [1]. The simu-
lation modelling method is considered one of the most
efficient methods in the study of complex systems,
because “SM enables experimentation with real or ap-
plied systems, in instances when the real object is una-
vailable or its use is not desired” [2]. With the help of
the agent based modelling (ABM) method, simulation
modelling agents are able to independently evaluate
situations, make decisions and act based on them ac-
cording to the system settings [3].

In this instance, a simulation model was implement-
ed as an evacuation process efficiency evaluation soft-
ware tool. According to experts, the evaluation of the
evacuation schemes in Latvia currently relies on field
experiments. This includes the hospital, kindergarten,
and school evacuation systems and leads to inefficient
allocation of human resources and finances. Conse-
quently, this scientific work attempted to solve the task
of developing a decision making system serving as a
simulation model of a school’s evacuation. Its main
function is to evaluate the efficiency of the evacuation
process without interrupting the study process. This
scientific work serves as a school-university partnership
example. This partnership enables one to find a future
university degree track and opens opportunities for
scientific research already at the high school level.

1 Methodological Foundation of
the Scientific Research Work

The theoretical section of this scientific research work
includes an introduction to simulation modelling with
an emphasis on agent based simulation (ABM); a com-
parison of various computer based simulation modelling
systems; an overview of pertinent literature and sources;
an overview of simulation modelling methodology; an
analysis of AnyLogic simulation software.
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ABM is defined as follows: “Agent is an entity with
an autonomous behaviour, able to make decisions based
on given parameters, interact with the surrounding envi-
ronment, and adapt to the changes therein” [4].

The following entities can act as agents: transport,
devices, non-material objects, organizations and people
(for example: children, students, teachers). The task of
ABM simulation consists of: (a) defining the parameters
of agents and the environment and (b) studying the
agents’ behaviour in various environments and interac-
tion scenarios. By situating various agents in a defined
space and within the corresponding interaction parame-
ters, it is possible to predict the behaviour of the entire
system [5].

As is known, the field of simulation modelling em-
ploys the following software (to name a few): GPSS,
SYMULA, Arena, AutoMod, Enterprise Dynamics,
FlexSim (in discrete event simulation); Net Logo,
Swarm, Repast, ASCAPE, Extend (in agent based simu-
lation); VenSim, PowerSim, AnyLogic, iSink (in system
dynamic simulation). AnyLogic software, however, is
applicable in all three types of simulation [6]. Based on
a comparison of these simulation modelling systems it
was concluded that the AnyLogic system offered the
widest range of functions. Consequently, AnyLogic SM
system was selected for the development of the simula-
tion model in this scientific work.

2 Development of a Simulation
Model

Based on the AnyLogic methodology, a simulation
model was created for a school’s evacuation. The mod-
el’s development consisted of eight stages: designing
the system structure with the help of the Pedestrian
library; classifying the active objects; entering the
standard block parameters; entering the additional pa-
rameters; designing the animation; calibrating the mod-
el; validating the model; experimental approbation of
the finished model. The following data was supplied by
the school’s administration in order to make a validation
of the model: school layout, evacuation schemes, num-
ber of students in each classroom, number of school
staff, and evacuation times over three years of fire drills.

The development began with selecting an appropri-
ate scale for an authentic reflection of the school’s lay-
out.

The AnyLogic agents were created along with algo-
rithms of their behaviour (movement, decisions etc.) in
emergency situations. A schematic algorithm was creat-
ed connecting the evacuation paths for students with
school emergency exits. The following standard block
parameters were entered: Ped Source, Ped Go To, Ped
Change Ground, Ped Group Assemble, Camera. Addi-
tional parameters included histograms timing the evacu-
ation process, as well as a Java function (Last Exit)
taking and depicting the time of the last agent’s exit.
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Figure 1. Simulation model activity histogram.

The 2D and 3D animation featured a special 3D log and
a Camera object showing a fixed layout sector. A spe-
cial program interface was created for expedited switch-
ing between floors, histograms and 3D model anima-
tion. Pedestrian library images were used to designate
various members of the school personnel.

|

iy
i
-

Figure 2. Simulation model animation in 2D.

A statistical hypothesis test was implemented applying
the Mann-Whitney test. It confirmed the main hypothe-
sis: data discrepancy between the model-based test and
real data is not significant. The following Mann-
Whitney U test was used:

NN+1
U= NM+¥ —ZRcmk(x,-)
Xy

As a result, the simulation model (SM) was found to be
credible.
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3 Conclusion

This scientific research work contains a simulation
model for a school's evaluation that does not rely on
field experimentation. The pertinent theory is studied
and the existing approaches to simulation modelling
(based on the ABM method) are surveyed. Various sim-
ulation software systems are compared and AnyLogic
methodology is studied closely. Employing the
AnyLogic system, in the practical section of the re-
search work a decision support system is produced
evaluating the efficiency of a school’s evacuation and
informing the school’s administration about the problem
areas in the evacuation process.

The model’s flexibility and credibility allows for its
easy adaptation not only in buildings with similar lay-
outs in Latvia (for example: schools or kindergartens),
but also abroad. The development’s authors are open to
partnership, plan to further optimize the model, and can
offer recommendations and instructions for the model’s
implementation. This material reflects the scientific
research work of M. Savrasov (Dr. Sc. Ing., Assistant
professor), N. Kucerenko (Mag. Paed.), V. Zemlanikins
(Tech. consultant).
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Abstract. This paper presents an interactive software
package for the modelling and simulation of microelec-
tromechanical system (MEMS) devices utilizing the
MATLAB high-level programming language and its inter-
active environment. The package provides a dynamic
analysis and frequency responses of a 1-D torsional
micromirror electrostatically actuated with staggered
vertical combdrives. Applying a frequency sweep to the
micromirror equation, the torsional mode natural fre-
quency may be estimated. The developed package con-
sists of several graphical user interfaces used for model-
ing MEMS devices. The software package is useful for
computing the forces and torques for different micro-
mirror geometries.

Introduction

Behaviour of microelectromechanical system (MEMS)
is often very sensitive to geometry and applied voltages;
and their responses could be very non-linear. Therefore,
mathematical modelling becomes a very important
technique for gaining physical understanding of these
systems. To predict the behaviour of MEMS, the shape
and material properties are used as inputs with a goal to
develop models to enable better understanding of
MEMS performance and help in the design and fabrica-
tion of MEMS to achieve optimum performance. For
this purpose, an interactive system is developed for
modeling micromirror MEMS devices. The developed
system exhibits a style of control and works as an inter-
active environment for modeling MEMS devices. It
provides users with a full control of the process of pre-
dicting the behaviour of micromirror MEMS devices.

Modeling the performance of MEMS devices in-
volves computing the deformations and stresses on
structures subjected to electric fields, and hence electro-
static forces. The change of shape changes the capaci-
tance [1] of these structures and this in turn changes the
forces on them. The final configuration must satisfy both
the electric field as well as the mechanics of equations.

The dynamic analysis of MEMS devices is compli-
cated by the fact that there are two physical domains:
electrical and mechanical with nonlinear coupling be-
tween them. In this paper, we are interested in investi-
gating the linear and nonlinear dynamical behavior of a
micromirror actuated with single-sided and double-
sided vertical combdrives [2] in an interactive fashion.
We investigate the electromechanical response of a
scanning micromirror in the linear and nonlinear regions
of the electrostatic torque induced by its actuators. The
nonlinear behavior of the frequency response with small
and large scanning angles is examined using upsweep
(increasing) frequency mode and down sweep (decreas-
ing) frequency mode.

Fixed ‘ ¥
fingers \;
J—> x

H H ...... z (out-of-plane)
Moving

fingers

Mirror Plate

Anchor

¢

Figure 1. Schematic diagram of a micromirror actuated
with double-sided staggered vertical
combdrives.
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4 Modelling MEMS Devices Ul = | [ e

Reference Model:

One-Axis Torsional Micromirror with Staggered Vertical Combdrive Actuator

Micromirror Specifications and Parameters: Young's Modulus E: 160 GPa  Shear Modulus G: 62.5 GPa

Material Type: Silicon ~  Mass Density: 2330 ka/m»3  Poisson Ratio: 0.28 Relative Permittivity: 11

Mirror Width: «| Mirror Length: =| Mirror Thick : <] Mirror Aluminium Coat - Mi z Sch T |
200um  -|  200um - 1.5 um =| Thickness: 0.5 um ‘ — Disgram|

Stiffness:

Torsion: 6.9851e-10

Out.Of Plane Sliding: 0.41154
In-Plane Lateral Sliding: 0.2565
In-Plane Axial Sliding: 4560
Out-Of-Plane Rocking: 4.1154e-09

Micromirror Static Characteristics:
Wave Length: 0.42033 m

Settling Test: Fail

Buckling Test: Pass

Axial Stress Test: Pass

Y Bending Stress Test: Pass

Torsional Beam Parameters:

Beam Width: j am Length: - | Beam Thickness: j
19um - 200um = 1.5um

Staggered Vertical Combdrive: Single: | Dual: |V
Lower Left: Lower Right: Upper Left: Upper Right:

4 In-Plane Rocking: 2.565¢-09 Z Bending Stress Test: Pass
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Figure 2. The MATLAB user interface for modeling a scanning micromirror with dual staggered vertical combdrive actuator.

1 Staggered Vertical Combdrive 2 Design of SVC Actuator

Out-of-plane rotational scanning may be achieved with- The angular motion induced by the SVC actuator is due
in micromirrors using staggered vertical combdrive to the generated torque, T, given by [3], [4]:
(SVCQC) actuators as shown in Figure 1. SVC requires a )
vertical offset between the moving fingers (rotor) and T =N goﬂz Vv I ot 1 aﬂ_ a—C
the fixed fingers (stator) for out-of-plane rotation. An € f 49 lo (a_b) a—d b—c
electrostatic field between these two sets of combs will
produce an out-of-plane force and a torque around the x
torsional axis of the mirror as a result of the fringing zdz (2)
field applied to the movable fingers. [F (a(u =0),9)+F(x(u=0), q)]2 '
The equation of motion of the micromirror rotation
around the x-axis using a lumped-mass model can be where V is the voltage difference between the combs;
written as: &, is the free-space permittivity, Nf is the number of
| d—29+C %+K 0=T.6) )
™ dt? 4 ot s € movable fingers, J is the gap between the fingers, |0
where | is the mass moment of inertia of the micro- is the distance from the axis of rotation to the root of the
mirror; G, is the damping coefficient; K_ is the torsion moving fingers, | is the distance from the root to the

tip of the moving finger, F denotes the incomplete
elliptic function of the first kind, and the dimensionless
parameters 9, x, and ( are defined as follows:

stiffness; & is the tilt angle of the micromirror; and T,

is the torque contributed by the electrostatic force be-
tween the fixed fingers and movable fingers of the SVC
actuator.
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g [0-9@-0) 5_ .. [b-du-0
(a—c)(b—d) (b—c)(u-d)
1 [(@a=-c)(b-u)

(b-c)Ya-u)’

Assuming the width of the comb fingers to be infinitely
small, the parameters @, b, C, d represent the confor-

K =sin -

(3)

mal mapping of the x-z plane boundaries of a
combdrive unit comprised of half a movable finger
a',b' and half a fixed finger C',d' into the w-plane

using the transformation function W = e ?'9

W=Uu+ jv.
The plot inside the user interface of Figure 2 shows
the normalized torque per unit combdrive as a function

of @, where T,=2N,.T,

* Lunit *

, Where

For small angular dis-

placement, T, can be approximated by a fourth-order

polynomial in @ such that:

N A%
Tunit":OT(th4 +p 0’ +p, 0" +p O+p) 4
where D, By, P, P, B, are the coefficients of the

polynomial fit. Then the nonlinear equation of motion
(1) can be solved numerically to determine the micro-
mirror response.

3 Interactive Micromirror
Dynamic Analysis

The goal of the interactive dynamic analysis is to devel-
op a convenient model for estimating the fundamental
(first) natural frequency (the torsional mode). The dy-
namic modelling in this paper is based on geometric
dimensions of a micromirror presented below:

length |, =200 x#m
width W, = 1.9 zm
thickness T, =1.5 um

Torsional bars

length |r =200 um
width W, =200 zm
thickness t, =1.5 ym
Movable fingers length |, =70 xzm
width W, =1.8 ym
thickness ., =1.5 um

Micromirror

length |f =70 um
width W; =2.6 ym
thickness T; =20 um

Fixed fingers

Separation gap between fingers g =4.2 um
Number of moving fingers N; = 10.

The above micromirror and comb-drive geometric
dimensions; and the material properties have been spec-
ified in the control objects of the user interface shown in
Figure 2 for a double-sided vertical comb-drive. Figure

2 also shows the plot of the unit torque T,

it versus tilt

angle @ varied from -1.0 to 0.5 degrees.

To determine the micromirror response, shown in
Figure 4 and Figure 5, a 5 volt amplitude sinusoidal
excitation voltage with upsweep frequency ranges Q is
applied for 50 seconds, as shown in Figure 3, starting
from 4200 Hz and then solving the equation of motion
numerically. From Figure 4, we can estimate the tor-
sional mode natural frequency to be 4340 Hz.

For a single-sided vertical comb-drive, Figure 6
shows the specification of the micromirror and comb-
drive geometric dimensions; and the material properties
in the control objects of the user interface. Figure 6 also

shows the plot of the unit torque T, versus tilt angle

@ varied from -2.0 to 3.0 degrees.

400

3501

0 10 20 30 40 50
Time (s)

Figure 3. Upsweep frequency € function for 50 s.



Sarbast Rasheed Interactive Modelling and Simulation of Micromirror MEMS Devices

0

0 (degrees)

25 I I I I
0 10 20 30 40 50

Time (s)

Figure 4. Micromirror response due to sinusoidal excita-
tion voltage with upsweep frequency ranges.

0 (degrees)
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Figure 5. Micromirror response for 7 ms driven at the
estimated natural frequency 4340 Hz.

4 Conclusion

An automated method for the modeling and simulation
of MEMS devices in the form of an interactive model-
ing software package had been constructed. The pack-
age provides users with a full control of the process and
allows them to experiment with different configurations
and parameters that can be selected and changed using
the displayed control objects of the user interface. The
developed environment is convenient and easy to use
and change as it involves multiple runs designed to
investigate the effects of different system parameters,
initial conditions, and model changes.
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entific and technical societies (Czech Society for Applied
Cybernetics and Informatics, Sovak Society for Applied
Cybernetics and Informatics). CSSS main objectives are:
development of education and training in the field of mod-
elling and simulation, organising professional workshops
and conferences, disseminating information about model-
ling and simulation activities in Europe. Since 1992, CSSS
is full member of EUROSIM.

— www.fit.vutbr.cz/CSSS
#=7 snorek@fel.cvut.cz

D4 CSSS / Miroslav Snorek, CTU Prague
FEE, Dept. Computer Science and Engineering,
Karlovo nam. 13, 121 35 Praha 2, Czech Republic

CSSS Officers
President

Miroslav Snorek, snorek@fel.cvut.cz
Mikulas Alexik, alexik@frtk.fri.utc.sk
A. Kavicka, Antonin.Kavicka@upce.cz

Vice president

Scientific Secr.
Repr. EUROSIM  Miroslav Snorek, snorek@fel.cvut.cz
Edit. Board SNE Mikulas Alexik, alexik@frtk.fri.utc.sk
Web EuroSIM

Petr Peringer, peringer@fit.vutbr.cz
Last data update December 2012

DBSS — Dutch Benelux Simulation Society

The Dutch Benelux Simulation Society (DBSS) was
founded in July 1986 in order to create an organisation of
simulation professionals within the Dutch language area.
DBSS has actively promoted creation of similar organi-
sations in other language areas. DBSS is a member of EU-
ROSIM and works in close cooperation with its members
and with affiliated societies.

— www.DutchBSS.org

#7 a.w.heemink@its.tudelft.nl

< DBSS/A. W. Heemink
Delft University of Technology, ITS - twi,
Mekelweg 4, 2628 CD Delft, The Netherlands

DBSS Officers

President M. Mujica Mota, m.mujica.mota@hva.nl
Vice president  A. Heemink, a.w.heemink@its.tudelft.nl
Treasurer A. Heemink, a.w.heemink@its.tudelft.nl
Secretary P. M. Scala, p.m.scala@hva.nl

Repr. EUROSIM M. Mujica Mota, m.mujica.mota@hva.nl
Edit. SNE/Web M. Mujica Mota, m.mujica.mota@hva.n!
Last data update June 2016

m LIOPHANT Simulation

Liophant Simulation is a non-profit association born in
order to be a trait-d'union among simulation developers
and users; Liophant is devoted to promote and diffuse the
simulation techniques and methodologies; the Associa-
tion promotes exchange of students, sabbatical years, or-
ganization of International Conferences, courses and in-
ternships focused on M&S applications.

— www.liophant.org

#7 info@liophant.org

< LIOPHANT Simulation, c/o Agostino G. Bruzzone,
DIME, University of Genoa, Savona Campus
via Molinero 1, 17100 Savona (SV), Italy

LIOPHANT Officers

President A.G. Bruzzone, agostino@itim.unige.it
Director E. Bocca, enrico.bocca@liophant.org
Secretary A. Devoti, devoti.a@iveco.com
Treasurer Marina Massei, massei@itim.unige.it
Repr. EUROSIM  A.G. Bruzzone, agostino@itim.unige.it
Deputy F. Longo, f.longo@unical.it

Edit. Board SNE F. Longo, f.longo@unical.it
Web EurROSIM F. Longo, f.longo@unical.it
Last data update June 2016

LSS — Latvian Simulation Society

The Latvian Simulation Society (LSS) has been founded
in 1990 as the first professional simulation organisation
in the field of Modelling and simulation in the post-So-
viet area. Its members represent the main simulation cen-
tres in Latvia, including both academic and industrial
sectors.

— briedis.itl.rtu.lv/imb/
#7 merkur @itl.rtu.lv
P< LSS/ Yuri Merkuryev, Dept. of Modelling

and Simulation Riga Technical University
Kalku street 1, Riga, LV-1658, LATVIA

LSS Officers

President Yuri Merkuryev, merkur@itl.rtu.lv
Secretary Artis Teilans, Artis. Teilans@exigenservices.com
Repr. EUROSIM  Yuri Merkuryev, merkur@itl.rtu.lv
Deputy Artis Teilans, Artis. Teilans@exigenservices.com

Edit. Board SNE Yuri Merkuryev, merkur@itl.rtu.lv
Web EUROSIM

Vitaly Bolshakov, vitalijs.bolsakovs@rtu.lv
Last data update June 2016
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KA-SIM Kosovo Simulation Society

Kosova Association for Modeling and Simulation (KA-
SIM, founded in 2009), is part of Kosova Association of
Control, Automation and Systems Engineering (KA-
CASE). KA-CASE was registered in 2006 as non Profit
Organization and since 2009 is National Member of [IFAC
— International Federation of Automatic Control. KA-SIM
joined EUROSIM as Observer Member in 2011. In 2016,
KA-SIM became full member.

KA-SIM has about 50 members, and is organizing the in-
ternational conference series International Conference in
Business, Technology and Innovation, in November, in
Durrhes, Albania, and IFAC Simulation Workshops in
Pristina.

— www.ubt-uni.net/ka-case

#=7 ehajrizi@ubt-uni.net

P4 MOD&SIM KA-CASE; Att. Dr. Edmond Hajrizi
Univ. for Business and Technology (UBT)
Lagjja Kalabria p.n., 10000 Prishtina, Kosovo

KA-SIM Officers
President

Edmond Hajrizi, ehajrizi@ubt-uni.net

Vice president Muzafer Shala, info@ka-sim.com
Secretary

Treasurer

Lulzim Begqiri, info@ka-sim.com
Selman Berisha, info@ka-sim.com
Repr. EUROSIM  Edmond Hajrizi, ehajrizi@ubt-uni.net
Deputy Muzafer Shala, info@ka-sim.com
Edit. Board SNE Edmond Hajrizi, ehajrizi@ubt-uni.net
Web EuroSIM

Betim Gashi, info@ka-sim.com
Last data update December 2016

MIMOS - Italian Modelling and
Simulation Association

MIMOS (Movimento Italiano Modellazione e Simula-
zione — [talian Modelling and Simulation Association) is
the Italian association grouping companies, profession-
als, universities, and research institutions working in the
field of modelling, simulation, virtual reality and 3D,
with the aim of enhancing the culture of ‘virtuality’ in It-
aly, in every application area.

MIMOS became EUROSIM Observer Member in 2016 and
EUROSIM Full Member in September 2018.

—  WWW.mimos.it
#=7 roma@mimos.it — info@mimos.it
< MIMOS — Movimento Italiano Modellazione e

Simulazione; via Ugo Foscolo 4, 10126 Torino —
via Laurentina 760, 00143 Roma

MIMOS Officers

President Paolo Proietti, roma@mimos.it
Secretary Davide Borra, segreteria@mimos.it
Treasurer Davide Borra, segreteria@mimos.it

Repr. EUROSIM Paolo Proietti, roma@mimos.it

Deputy Agostino Bruzzone, ago-
stino@itim.unige.it

Paolo Proietti, roma@mimos.it

Edit. Board SNE

Last data update December 2016

NSSM - National Society for Simulation
Modelling (Russia)

NSSM - The Russian National Simulation Society
(Hanuonansnoe O6mectBo MmurtannonHoro Monenu-
posanust — HOMM) was officially registered in Russian
Federation on February 11, 2011. In February 2012 NSS
has been accepted as an observer member of EUROSIM,
and in 2015 NSSM has become full member.

— www.simulation.su

#=7 yusupov@iias.spb.su

< NSSM /R. M. Yusupov,

St. Petersburg Institute of Informatics and Automation
RAS, 199178, St. Petersburg, 14th lin. V.0, 39

NSSM Officers

President R. M. Yusupov, yusupov@iias.spb.su
Chair Man. Board  A. Plotnikov, plotnikov@sstc.spb.ru
Secretary M. Dolmatov, doImatov@simulation.su

R.M. Yusupov, yusupov@iias.spb.su
Y. Senichenkov,
senyb@dcn.icc.spbstu.ru

Repr. EUROSIM

B. Sokolov, sokol@iias.spb.su
Y. Senichenkov, senyb@mail.ru,
senyb@dcn.icc.spbstu.ru,

Last data update February 2018

Deputy
Edit. Board SNE

PSCS - Polish Society for Computer
Simulation

PSCS was founded in 1993 in Warsaw. PSCS is a scien-
tific, non-profit association of members from universi-
ties, research institutes and industry in Poland with com-
mon interests in variety of methods of computer simula-
tions and its applications. At present PSCS counts 257
members.
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— www.eurosim.info, www.ptsk.pl/
#7 leon@ibib.waw.pl
>< PSCS / Leon Bobrowski, c¢/o IBIB PAN,
ul. Trojdena 4 (p.416), 02-109 Warszawa, Poland

PSCS Officers
President
Vice president

Leon Bobrowski, leon@ibib.waw.p!

Tadeusz Nowicki,
Tadeusz.Nowicki@wat.edu.p!

Treasurer Z. Sosnowski, zenon@ii.pb.bialystok.pl

Secretary

Zdzislaw Galkowski,
Zdzislaw.Galkowski@simr.pw.edu.pl

Repr. EUROSIM Leon Bobrowski, leon@ibib.waw.p!
Deputy
Edit. Board SNE Zenon Sosnowski, z.sosnowski@pb.ed.pl

Web EurOSIM

Tadeusz Nowicki, tadeusz.nowicki@wat.edu.p!

Magdalena Topczewska
m.topczewska@pb.edu.pl
Last data update December2013

SIMS - Scandinavian Simulation Society

SIMS is the Scandinavian Smulation Society with mem-
bers from the five Nordic countries Denmark, Finland,
Iceland, Norway and Sweden. The SIMS history goes
back to 1959. SIMS practical matters are taken care of by
the SIMS board consisting of two representatives from
each Nordic country (Iceland one board member).

SIMS Structure. SIMS is organised as federation of re-
gional societies. There are FinSim (Finnish Simulation
Forum), MoSis (Society for Modelling and Simulation in
Sweden), DKSIM (Dansk Simuleringsforening) and
NFA (Norsk Forening for Automatisering).

— WWW.Scansims.org

#=7 erik.dahlquiss@mdh.se

< SIMS / Erik Dahlquist, School of Business, Society and
Engineering, Department of Energy, Building and Envi-
ronment, Mélardalen University, P.O.Box 883, 72123
Visteras, Sweden

SIMS Officers
President

Erik Dahlquist, erik.dahlquist@mdh.se
Bernt Lie, Bernt.Lie@usn.no

Vadim Engelson,
vadim.engelson@mathcore.com

Repr. EUROSIM  Erik Dahlquist, erik.dahlquist@mdh.se
Edit. Board SNE Esko Juuso, esko.juuso@oulu.fi
Web EuroSIM

Vice president

Treasurer

Vadim Engelson,
vadim.engelson@mathcore.com
Last data update February 2018

f/('(r'—;lM SLOSIM - Slovenian

) Society for Simulation
and Modelling

SLOSIM - Slovenian Society for Simulation and Model-
ling was established in 1994 and became the full member
of EUROSIM in 1996. Currently it has 90 members from
both Slovenian universities, institutes, and industry. It
promotes modelling and simulation approaches to prob-
lem solving in industrial as well as in academic environ-
ments by establishing communication and cooperation
among corresponding teams.

— www.slosim.si

#=7 dosim@fe.uni-lj.si

< SLOSIM / Vito Logar, Faculty of Electrical
Engineering, University of Ljubljana,
Trzaska 25, 1000 Ljubljana, Slovenia

SLOSIM Officers
President

Vito Logar, vito.logar@fe.uni-lj.si
Bozidar Sarler, bozidar.sarler@ung.si

Vice president

Secretary Ales Belic, ales.belic@sandoz.com
Treasurer Milan Simci¢, milan.simcic@fe.uni-lj.si
Repr. EUROSIM  B. Zupandic, borut.zupancic@fe.uni-lj.si
Deputy Vito Logar, vito.logar@fe.uni-lj.si

Edit. Board SNE R. Karba, rihard.karba@fe.uni-lj.si

Web EurOSIM Vito Logar, vito.logar@fe.uni-lj.si
Last data update February 2018

UKSIM - United Kingdom Simulation Society

The UK Simulation Society is very active in organizing
conferences, meetings and workshops. UKSim holds its
annual conference in the March-April period. In recent
years the conference has always been held at Emmanuel
College, Cambridge. The Asia Modelling and Simulation
Section (AMSS) of UKSim holds 4-5 conferences per
year including the EMS (European Modelling Sympo-
sium), an event mainly aimed at young researchers, orga-
nized each year by UKSim in different European cities.

Membership of the UK Simulation Society is free to par-
ticipants of any of our conferences and their co-authors.

—uksim.info

#=7 david.al-dabass@ntu.ac.uk

<) UKSIM / Prof. David Al-Dabass
Computing & Informatics,

Nottingham Trent University
Clifton lane, Nottingham, NG11 8NS, United Kingdom
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UKSIM Officers

President David Al-Dabass,
david.al-dabass@ntu.ac.uk

Secretary A. Orsoni, A.Orsoni@kingston.ac.uk

Treasurer A. Orsoni, A.Orsoni@kingston.ac.uk

Membership G. Jenkins, glenn.l.jenkins@smu.ac.uk

chair

Local/Venue chair Richard Cant, richard.cant@ntu.ac.uk
A. Orsoni, A.Orsoni@kingston.ac.uk
G. Jenkins, glenn.l.jenkins@smu.ac.uk
A. Orsoni, A.Orsoni@kingston.ac.uk
Last data update March 2016

EUROSIM Observer Members

ROMSIM - Romanian Modelling and
Simulation Society

ROMSIM has been founded in 1990 as a non-profit soci-
ety, devoted to theoretical and applied aspects of model-
ling and simulation of systems. ROMSIM currently has
about 100 members from Romania and Moldavia.
— Www.eurosim.info (www.ici.ro/romsim)
#7 sflorin@ici.ro
< ROMSIM / Florin Hartescu,
National Institute for Research in Informatics, Averescu
Av. 8 — 10, 71316 Bucharest, Romania

Repr. EUROSIM
Deputy
Edit. Board SNE

ROMSIM Officers
President

Florin Hartescu, flory@ici.ro
Marius Radulescu,
mradulescu.csmro@yahoo.com

Vice president

Marius Radulescu,
mradulescu.csmro@yahoo.com

Deputy Florin Hartescu, flory@ici.ro
Edit. Board SNE Constanta Zoe Radulescu, zoe@ici.ro

Web EUROSIM Florin Hartescu, flory@ici.ro
Last data update June 2017

Repr. EUROSIM

MEMBER CANDIDATES

Albanian SIMULATION Society

At the Department of Statistics and Applied Informatics,
Faculty of Economy, University of Tirana, Prof. Dr. Ko-
zeta Sevrani at present is setting up an Albanian Simula-
tion Society. Kozeta Sevrani, professor of Computer Sci-
ence and Management Information Systems, and head of
the Department of Mathematics, Statistics and Applied
Informatic, has attended the a EUROSIM board meeting
in Vienna Feb. 2016.

There she has presented simulation activities in Albania
and the new simulation society.

The society — constitution and bylaws are being worked
out — will be involved in different international and local
simulation projects, and will be engaged in the organisa-
tion of the conference series ISTI — Information Systems
and Technology. The society intends to become a EU-
ROSIM Observer Member.

#=7 kozeta.sevrani @unitir.edu.al

< Albanian Simulation Goup, attn. Kozeta Sevrani
University of Tirana, Faculty of Economy
rr. Elbasanit, Tirana 355 Albania

Albanian Simulation Society- Officers (Planned)

President Kozeta Sevrani,

kozeta.sevrani @unitir.edu.al
Secretary
Treasurer

Kozeta Sevrani,

kozeta.sevrani @unitir.edu.al
Albana Gorishti,

albana.gorishti @unitir.edu.al
Majlinda Godolja,

majlinda.godolja@fshn.edu.al

Last data update December 2016

Repr. EUROSIM

Edit. Board SNE

Societies in Re-Organisation

The following societies are at present inactive or under
re-organisation:

e CROSSIM -
Croatian Society for Smulation Modelling

e FRANCOSIM — Société Francophone de Simulation

e HSS — Hungarian Simulation Society

e ISCS — Italian Society for Computer Simulation
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ASIM - Buchreihen / ASIM Book Series

Simulation in Production and Logistics 2017 — 17. ASIM Fachtagung Simulation in Produktion und Logistik
Sigrid Wenzel, Tim Peter (Hrsg.); kassel university press GmbH, Kassel, 2017; ISBN 978-3-7376-0192-4
(print), ISBN 978-3-7376-0193-1 (e-book); ASIM Mitteilung AM164.

Simulation in Production und Logistics 2015 - 16. ASIM-Fachtagung Simulation in Produktion und Logistik
M. Raabe, U. Clausen (Hrsg.); ISBN 978-3-8396-0936-1, Stuttgart: Fraunhofer Verlag, 2015.

Simulation in Produktion und Logistik 2013: Entscheidungsunterstiitzung von der Planung bis zur Steuerung
W. Dangelmaier, C. Laroque, A. Klaas (Hrsg.); ISBN 978-3-942647-35-9, HNI-Verlagsschriftenreihe,
Heinz Nixdorf Institut, Paderborn, 2013.
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Modellierung, Regelung und Simulation in Automotive und Prozessautomation — Proc. 5. ASIM-Workshop
Wismar 2011. C. Deatcu, P. Dinow, T. Pawletta, S. Pawletta (eds.), ISBN 978-3-901608-36-0,
ASIM/ARGESIM, Wien, 2011.

Simulation in Produktion und Logistik 2010: Integrationsaspekte der Simulation - Technik, Organisation und
Personal. G. Ziilch, P. Stock, (Hrsg.), ISBN 978-3-86644-558-1, KIT Scientific Publ. Karlsruhe, 2010.

Simulation und Optimierung in Produktion und Logistik — Praxisorientierter Leitfaden mit Fallbeispielen.
L. Marz, W. Krug, O. Rose, G. Weigert , G. (Hrsg.); ISBN 978-3-642-14535-3, Springer, 2011.

Verifikation und Validierung fiir die Simulation in Produktion und Logistik - Vorgehensmodelle und Techniken.
M. Rabe, S. Spieckermann, S. Wenzel (eds.); ISBN: 978-3-540-35281-5, Springer, Berlin, 2008.

Qualitatskriterien fur die Simulation in Produktion und Logistik — Planung und Durchfiihrung von
Simulationsstudien. S. Wenzel, M. Weil3, S. Collisi — B6hmer, H. Pitsch, O. Rose (Hrsg.);
ISBN: 978-3-540-35281-5, Springer, Berlin, 2008.

Monographs

Patrick Einzinger: A Comparative Analysis of System Dynamics and Agent-Based Modelling for Health Care
Reimbursement Systems. FBS 24; ISBN 978-3-901608-75-9, ASIM/ARGESIM Vienna, 2014;
www.tuverlag.at — print-on-demand.

Martin Bruckner: Agentenbasierte Simulation von Personenstromen mit unterschiedlichen Charakteristiken.
FBS 23; ISBN 978-3-901608-74-2 (ebook), ASIM/ARGESIM Vienna, 2014;
www.tuverlag.at — print-on-demand

Stefan Emrich: Deployment of Mathematical Simulation Models for Space Management. FBS 22;
ISBN 978-3-901608-73-5 (ebook), ASIM/ARGESIM Vienna, 2013; www.tuverlag.at — print-on-demand

Xenia Descovich: Lattice Boltzmann Modeling and Simulation of Incompressible Flows in Distensible Tubes
for Applications in Hemodynamics. FBS 21; ISBN 978-3-901608-71-1 (ebook),
ASIM/ARGESIM Vienna, 2012; www.tuverlag.at — print-on-demand

Florian Miksch: Mathematical Modeling for New Insights into Epidemics by Herd Immunity and Serotype
Shift. FBS 20, ISBN 978-3-901608-70-4 (ebook), ASIM/ARGESIM Vienna, 2012;
www.tuverlag.at — print-on-demand

Shabnam Taubdck: Integration of Agent Based Modelling in DEVS for Utilisation Analysis: The MoreSpace
Project at TU Vienna. FBS 19; ISBN 978-3-901608-69-8 (ebook), ASIM/ARGESIM Vienna, 2012;
www.tuverlag.at — print-on-demand

Series Fortschrittsberichte Simulation

Christian Steinbrecher: Ein Beitrag zur pradiktiven Regelung verbrennungsmotorischer Prozesse.
FBS 18; ISBN 978-3-901608-68-1 (print), 978-3-901608-72-8 (ebook), ASIM/ARGESIM Vienna, 2010.

Olaf Hagendorf: Simulation-based Parameter and Structure Optimisation of Discrete Event Systems
FBS 17; ISBN 978-3-901608-67-4 (print), 978-3-901608-99-5 (ebook), ASIM/ARGESIM Vienna, 2010.

Download (some books) via ASIM webpage - www.asim-gi.org Info: info@asim-gi.org



EUROSIM 2019

10" EUROSIM Congresson Modelling and Simulation

La Rioja, Logrofo, Spain, July 1 -5, 2019

UNIVERSIDAD
DE LA RIOJA

EUROSIM Congresses are the most important modelling and simulation events in Europe.

For EUROSIM 2019, we are soliciting original submissions describing novel research and
developments in the following (and related) areas of interest. Continuous, discrete (event) and
hybrid modelling, simulation, identification and optimization approaches. Two basic contribution
motivations are expected: M&S Methods and Technologies and M&S Applications.
Contributions from both technical and non-technical areas are welcome.

Congress Topics The EUROSIM 2019 Congress will include invited talks, parallel, special and
poster sessions, exhibition and versatile technical and social tours. The Congress topics of interest

include, but are not limited to:

Intelligent Systems and Applications

Hybrid and Soft Computing

Data & Semantic Mining

Neural Networks, Fuzzy Systems &
Evolutionary Computation

Image, Speech & Signal Processing

Systems Intelligence and
Intelligence Systems

Autonomous Systems

Energy and Power Systems

Mining and Metal Industry

Forest Industry

Buildings and Construction

Communication Systems

Circuits, Sensors and Devices

Security Modelling and Simulation

Bioinformatics, Medicine, Pharmacy
and Bioengineering

Water and Wastewater Treatment,
Sludge Management and Biogas
Production

Condition monitoring, Mechatronics
and maintenance

Automotive applications

e-Science and e-Systems

Industry, Business, Management,
Human Factors and Social Issues

Virtual Reality, Visualization,
Computer Art and Games

Internet Modelling, Semantic Web
and Ontologies

Computational Finance & Economics

Simulation Methodologies and Tools
Parallel and Distributed
Architectures and Systems
Operations Research
Discrete Event Systems
Manufacturing and Workflows
Adaptive Dynamic Programming
and Reinforcement Learning
Mobile/Ad hoc wireless
networks, mobicast, sensor
placement, target tracking
Control of Intelligent Systems
Robotics, Cybernetics, Control
Engineering, & Manufacturing
Transport, Logistics, Harbour, Shipping
and Marine Simulation

Congress Venue / Social Events The Congress will be held in the City of Logrofio, Capital of La
Rioja, Northern Spain. The main venue and the exhibition site is the University of La Rioja (UR),
located on a modern campus in Logrofio, capital of La Rioja, where 7500 students are registered.
The UR is the only University in this small, quiet region in Northern Spain. La Rioja is where the
Monasteries of San Millan de la Cogolla, cradle of the first words written in the Spanish language,
are situated, sites included in UNESCO’s World Heritage List in 1996. Of course, social events will
reflect this heritage — and the famous wines in la Rioja.

Congress Team: The Congress is organised by CAE CAE-SMSG, the Spanish simulation society,
and Universidad de la Rioja.
Info: Emilio Jiménez, EUROSIM President, emilio.jimenez@unirioja.es

Juan Ignacio Latorre, juanignacio.latorre@unavarra.es www.eurosim.info
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Uber eine Million Menschen weltweit sprechen
Wi ATLAB. Ingenieure und Wissenschaftler in
allan Bereichien —von der Luft- und Bmamfahrt
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