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Abstract. The ARGESIM C21 benchmark 'State Events and
Structural-dynamic Systems’ adresses difficulties that appear
in the modelling and simulation of discrete systems with state
and structure-changing events. The solution presented here
uses Modelica and a component based approach. It shows
that even though Modelica may have conceptual problems
modelling such systems, it is capable to deal with all the tasks

of the benchmark in a straightforward way.

Introduction

The ARGESIM C21 benchmark [1] deals with sys-
tems showing state events or even structural-dynamic
behaviour. It requires to investigate three different ex-
amples: a bouncing ball, an RLC circuit with a diode
and a rotating pendulum with a free flight phase. The
solution shown in the following applies a component
based modelling approach using the Modelica language
[2] and its standard library MSL.

Since the benchmark is quite complex and consists
of several subtasks, we concentrate here on the concrete
tasks defined in the benchmark itself. The definition of
the studied example systems in full detail can be found
in [1]. Different approaches all based on Modelica com-
ponents have been compared in [3], together with a
discussion of underlying conceptions and encountered
problems.

With Modelica one has a choice between several
simulation programs. The results presented here have

been obtained using MapleSim 2017-3 from Maplesoft
under Kubuntu 16.04. Using Dymola from Dassault
Systemes leads to identical results in most cases. Some
implementation problems that showed up in one or both
systems as well as minor numerical deviations are de-
scribed in [3].

The models and scripts necessary to reproduce all
results presented here are available from [4].

1 Case Study Bouncing Ball

The Bouncing Ball example is a model for a falling
mass with or without air resistance that is reflected
when hitting the ground. The reflection is either de-
scribed as a simple timeless event or as a continuous
process using a spring-damper model for the deforma-
tion of the ball.

1.1 Event contact model

Description of model implementation. The
‘bouncing ball’ model uses concepts and compo-
nents of the Mechanics.Translational and
Blocks parts of the MSL. One creates a component
for each force acting on the falling mass, including
a Hardstop component that is responsible for the
bounce (cf. Figure 1). Except for the hardstop all
components are standard or easily implemented and
produce the continuous equations of the system.

For the implementation of the hardstop two different
versions have been studied: A simple one, based on [5,
p- 571, is defined by the following Modelica code:

model Hardstopld
parameter Real mu = 0.9;
Position s;

sue 25y - o201 T



Disselkamp et al.

A Modelica Solution to ARGESIM Benchmark C21

Air
Resistance .
mass
Gravity ¢ Hardstop
m=1
—>

Figure 1: Bouncing ball with event contact

Velocity v;
Flange_a flange_a;
equation
s = flange_a.s;
v = der(s);
flange_a.f = 0;
when s <= 0 then
reinit (v, -mu » pre(v));
end when;
end Hardstopld;

The when construction is the basic method in Modelica
to create an event, the reinit restarts the solver with
new initial values. This implementation leads to the no-
torious fall through problem near the Zenon point.

To cope with this one has to define another event
flying (like in [2, pp. 96f]) and add a counter force
at the hardstop

flying = not (s <= 0 and v <= 0);
flange_a.f = if flying then 0 else -mxg;

The resulting HardstopldA components works prop-
erly, the mass comes to rest after a large (but finite)
number of bounces.

Simulation until last bounce — scattering preven-
tion. With the given parameters for the free fall case
one computes from [1, eq (16)] the bouncing time limit
1o = 27.1290 s. Using HardstopldA and standard
solver parameters the simulation gives #p .. = 27.1287 s.
Adding air resistance results in g ., = 25.5894 s.

For the defective case of Hardstopld the bench-
mark suggests adding a maximal height event and stop-
ping the bouncing accordingly. This can be imple-
mented in Modelica in the following way:

isFalling = v < 0;
isAtTop = edge(isFalling);
when isAtTop and s <= stopHeight then

] < -5 - o

reinit (s, 0);
reinit (v, 0);
flange_a.f = -mxg;
elsewhen s <= 0 then
reinit (v, -mu % pre(v));
flange_a.f = 0;
end when;

The resulting limit time of course depends on the value
of the parameter st opHeight. Interestingly, the sim-
ulation works even for the value stopHeight =0 and
reproduces the former result with air resistance, while
in the free fall case the bounces stop earlier at 7p.. =
27.1166 s.

Testing accuracy of event handling. To determine
the bounce times the HardstopldB component con-
tains variables for the number and time of the last
bounce that are updated at the bounce event. Figure 2
shows the difference between the theoretical values and
the simulation results for a model without air resistance.

x10M
6, A

0 20 40 60 80 100
no. bounce

Figure 2: Accuracy of bounce times

Compensation of linear model deviation. This task
asks to compensate for the later bouncing of the linear
model (i. e. the one without air resistance) by introduc-
ing an initial velocity vg. Doing so for the linear model
one cannot reach identical final bounce times, because
a simple calculation shows that it is bounded below by

2 2xol

min __

= =27.09
Beo = 7 u 2 S

for the given values.

Therefore one has to introduce an initial velocity
into the nonlinear model. To compute it, one can solve
its ODE analytically (which is easily possible outside
the bounces), use a small Matlab script to add up the
bounces and compute the final bounce time as function
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of vg. Finally an application of fzero gives the requested
value
vo =4.39563m/s

Figure 3 shows the solutions of the original linear
and the shifted nonlinear model.

T
—— air resistance ]
——no air resistance

20 25 30

t[s]

Figure 3: Compensation of linear deviation.

1.2 Model with continuous contact

Description of model implementation. The imple-
mentation of the bouncing ball model with continuous
contact is very similar to the event based model, only
the Hardstop component has been exchanged by an
ElastoGap component (cf. Figure 4).

Air
Resistance

pexy

Figure 4: Bouncing Ball with continuous contact.

The MSL library already contains an ElastoGap,
but it is more complicated in order to cope with unphys-
ical situations. It is easy to adapt it to the benchmark
requirements by using the following equations:

equation
s_rel = flange_b.s - flange_a.s;
v_rel = der(s_rel);
y = s_rel + w;

hasContact = (y <= 0);
fc = if hasContact then

—cxs_rel — dxv_rel else 0;
flyRestarted = (fc <= 0);
der (w) =

if (hasContact and not flyRestarted)

then -v_rel else —(c/d) *w;
flange_a.f = fc;
flange_b.f = —fc;

The events are defined implicitely through the if
expressions and the corresponding logical variables. As
always in Modelica the complete set of equations of
the model is collected from all components and con-
nections, then preprocessed and simplified. Only after
these transformations the simulation program chooses
appropriate state variables. This procedure makes it dif-
ficult to compare it with the general approaches defined
in [1]. But since the total number of variables and equa-
tions is fixed in a Modelica model, one would probably
describe it best as a 'maximal state space approach’.

Dependency of results from algorithms.
MapleSim offers the choice of three variable-step
solvers, which are all well known: the Runge-Kutta-
Fehlberg solver RKF45, a Cash-Karp solver CK45
and a Rosenbrock solver ROS of third-fourth order.
They have all been adapted by Maplesoft to cope with
DAE systems. The model has been simulated with
all three solvers and the following parameters: &
= le-6, & = 1e-6, Ny, = 30001. Reference values
with higher accuracy have been created using RKF45
and the parameters ., = le-12, €,; = le-12. Using a
different solver for the reference values leads to almost
identical results. Creation of additional output points
at events has been switched off to get output values at
fixed times.

x104 ROS: errorin s_rel
T T T

As [m]
o & A N o N s
T
I

I I I I I
0 0.5 1 15 2 25 3 35 4 45 5
tis]

ROS: error in v_rel
0.6 T T T

1
0 I

t[s]

Figure 5: Errors for solver ROS.

All error plots are very similar, a typical result is

sue 25y - o201 K
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shown in Figure 5. The much higher error of the veloc-
ity is due to its large slope together with deviations in
the event times (cf. Figure 6).

v [m/s]

02 Ref | |
/] ROS

06 .
4.215 4.22 4.225 4.23 4.235 4.24
tisl

Figure 6: Velocity results near a bounce.

The maximal errors against the reference solution
are given in Table 1. The standard solver CK45 is
the worst here, one should use the ROS solver instead,
which is generally recommended for stiff problems, and
gives much better results than the other two. This is no
surprise, since DAEs generally require stiff solvers.

RKF45 | CK45 ROS
s[le-3m] | 3.7940 | 11.8984 | 0.7023
v [m/s] 2.3443 | 2.6007 | 0.5104

Table 1: Absolute errors for different solvers.

Investigation of contact phase. In order to output
values of the maximal height %,,,, und maximal depres-
sion Wy, the component ElastoGapA has been ex-
tended to create additional output events. For a closer
look at the contact phase the model is simulated with
higher accuracy (€., = 1e-10, &, = 1e-10, Ny =
100000) using the Rosenbrock solver.

The results of the state and output variables (includ-
ing the contact force) can be seen in Figure 7 and Figure
8 for the first and second contact phases and in Figure 9
for the second flight phase.

Table 2 shows the values for the maximal height and
maximal depression. After the first 10 bounces the ball
doesn’t reach another flight phase, but oscillates while
remaining in contact phase.

Parameter studies. Increasing k by a factor 100
leads to much more bounces since the contact time and
the energy loss per bounce are small. Decreasing k by
100 leads to a sticking behaviour, the energy loss is too

T < 5 - o

5 10
. P

ol Voo
— = 0
E |\ g
> \ £
X 5 > 5

X
N .
-10

1.433 1.434 1435 1.436 1.433 1.434 1435 1.436

t[s] t[s]
0.01
10000
E / z
S0 > 5000
/ Y-
/
/
0 0
1433 1434 1435 1436 1433 1.434 1435 1436
t[s] t[s]
Figure 7: First contact phase.
%103 5
= ]
-y
ol T
|\ 7o
= £
<2 >
4 5
20862 2.863 2.864 2.865 20862 2.863 2.864 2.865
t[s] t[s]
3
g x10 6000
4 / 4000
E / z
o
5,0/ “ 2000
/
/
/
/

0 0
2.862 2.863 2.864 2.865 2.862 2.863 2.864 2.865
t[s] t[s]

Figure 8: Second contact phase.

high for a second flight phase. A decrease or increase
of d by a factor 10 leads to similar results for the same
reasons (cf. Figure 10).

The results for changing d by a factor F and chang-
ing k by a factor 1/F? are almost identical (cf. Figure
11). This can be explained easily by solving the simple
contact equation [1, eq. 21] analytically, which shows
that the percentage of energy loss per bounce depends
on k/d? [6].

Bouncing Ball on Mars. Due to the lower gravity the
bouncing ball behaviour on Mars is stretched in time,
but otherwise similar (cf. Figure 12). The small differ-
ences are due to the different air resistances.
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Figure 10: Variation of k and d.

2 Case Study RLC Circuit with
Diode

The second example is a simple RLC circuit with a
diode, where different diode models are to be investi-
gated. Itis constructed easily with standard components
fromthe Electrical.Analog part of the Modelica
Standard Library (MSL) (cf. Figure 13), which even
contains two simple diode components. This model is
used throughout this section, only the implementation
of the diode component is changed.

Description of model implementations. To sim-
plify the construction of electrical components, the

n Pimax [m] Winax [mm]
1 10.00000000000 | 9.87387827
2 2.49466100656 | 4.97183608
3 0.63276017545 | 2.51178619
4 0.16058207486 | 1.26910129
5 0.04046397059 | 0.64031534
6 0.01002858933 | 0.32201325
7 0.00239917584 | 0.16085257
8 0.00053012002 | 0.07922586
9 0.00009490838 | 0.03783789
10 | 0.00000588204 | 0.01701446
11 | -0.00000660874 | 0.01123246
12 | -0.00000917794 | 0.01009085
13 | -0.00000968520 | 0.00986545
14 | -0.00000978536 | 0.00982095
15 | -0.00000980527 | 0.00981176

Table 2: Maximal heights and depressions.
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Figure 11: Comparison of k and d changes.

MSL contains a partial model OnePort that defines
external connection points and the internal variables i
und v. One creates a concrete model by inheriting from
OnePort and adding the equation that defines the con-
nection between i and v. This mechanism will be used
in the following for all diode models.

The shortcut diode can be implemented using the
IdealDiode from MSL. A simpler version can be

sue 25y - o201 KT
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Figure 13: RLC circuit with diode.

found in [5, p.56], which uses a standard trick to cope
with the non-functional relation between i and v:

model DIscl "short-cut diode"
extends OnePort;
Real s;
Boolean off;
equation
off = s < 0;
v = 1f off then s else 0;
i = if off then 0 else s;
end DIscl;

S

The Shockley diode DIshul is even simpler, it de-
fines parameters /s and Ur and the equation

i =41if v < 0 then 0

else IS« (exp(v/UT)-1);

For the implementation of the approximated Shock-
ley diode one writes a simple linear interpolation func-

tion and has

model DIasl "approximated Shockley diode"

extends OnePort;

parameter Real IS
parameter Real UT
parameter Integer

parameter Voltage

= le-8;
= 26e-3;
N = 10;
uMax = 3.84e-2;

Real up[N] = linspace (0, uMax, N);
Real ip[N] = IS« (exp (up/UT) - ones(N));

Boolean off;
equation
off = v < 0;
i = if off then 0
else linInterp (v, up, ip);
end DIasl;

The final model is the ‘explicit Shockley diode’,
which is defined by differentiating the algebraic equa-
tion of the complete RLC model. In the context of a
component based environment used here, one can only
differentiate the i-v relation to get the explicit compo-
nent DIesul defined by the equations

off = v < 0;
if off then
i = 0;
else
der (i) = (Is/UT)*exp(v/UT) xder (v);
end if;

The events are again defined implicitely by the if-
expressions. According to the terminology of [1], one
may call this a ‘switching model parts’ approach. The
only noteworthy detail is in the explicit diode, where
the variable i is a state variable (differentiated) in one
branch, and a simple algebraic variable in the other.
Such a situation often presents problems for the simula-
tion environment, but MapleSim works nicely here. The
well-known Dymola program can’t cope with this com-
ponent and stops the simulation, when the first locking
phase appears, claiming to hit upon a singular linear
system of equations. The obvious workaround — substi-
tutei = Obyder (i) = 0-—makesi a state variable
always and saves the day of the Dymola user.
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Dependency of results from algorithms. The gen-
eral procedure (using reference values of high accuracy)
and the general solver parameters are the same as in
Section 1.2.

For the interesting variables iy, uc, ip and up rela-
tive errors have been computed by comparing to the ref-
erence solution and scaling by maximal absolute values
of the variable. The results for the different solvers are
displayed in Table 3 for the shortcut diode and in Table
4 for the Shockley diode.

RKF45 | CK45 | ROS
& | 425.90 | 440.30 | 305.94
&uc 4.65 3.48 4.13
&p | 549.64 | 328.32 | 243.72
&p | 25471 | 163.66 | 19.29

Table 3: Shortcut diode: Relative errors [in 1e-6].

RKF45 | CK45 | ROS
g | 521.08 | 49431 | 42.67
&c | 5.59 597 | 5.82
gp | 21595 | 199.58 | 18.82
e | 283.15 | 302.26 | 27.23

Table 4: Shockley diode: Relative errors [in le-6].

Again the Rosenbrock solver gives the highest ac-
curacy, but in the shortcut model the difference to the
other solvers is only marginal (except for up), whereas
it is an order of magnitude in the Shockley model.

The behaviour of the errors over time is similar for
all variables and both models. An example for the short-
cut diode and variable ip is shown in Figure 14.

x10*
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I |
il it — — RKF45
“r \{“ ! ! ‘i‘ I —— ckas |]
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5 I I I I I I I I I
3.2 322 324 326 328 33 332 334 336 338 34
ts] %1074

Figure 14: Shortcut diode: Relative errors for ip.

Comparison of shortcut and Shockley diode model.
Figure 15 shows the behaviour of the relevant variables
for models with shortcut resp. Shockley diode over two
switching periods starting at 0.3 ms to get rid of initial
effects. The very small values of the diode current ip
for the Shockley diode are due to its rather large value
of Ur leading to a high resistance in conducting phase.
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Shockley
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Figure 15: Comparison of shortcut and Shockley diode.

Simulation times have been obtained by perform-
ing seven runs each and computing mean values of the
last five, thereby minimizing initial loading time ef-
fects. MapleSim outputs timing values for different
stages of the computation, which shows that the largest
part here is not the integration itself, but a task de-
scribed as ‘preparing for integration’. This part is done
much faster for the Shockley model than for the short-
cut model, reducing the total computation time by 44%.

Approximation of Shockley diode model. The
model using the approximated Shockley diode with dif-
ferent numbers of interpolation points almost repro-
duces the results of the Shockley diode, the only no-
table difference being the diode current ip (cf. Fig-
ure 16). The corresponding plot of the absolute errors
nicely shows the approximation points. Relative errors
for the other variables are small, a typical behaviour is
displayed in the lower plot.

sue 250y - o201 KT
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Figure 16: Comparison of Shockley and approx. Shockley
diode.

Relevance of choice of algebraic state. It’s easy
to use the inverse relation v(i) for the Shockley diode
writing

if v < 0 then

i = 0;
else

v = UT % log(i / IS + 1);
end if;

This leads to identical simulation results. But inter-
estingly, the computing times are different drastically:
The new variant is 25 times slower in MapleSim. In
Dymola the simulation times do not differ at all.

Investigation for real-time simulation. MapleSim
provides a few fixed-step solvers, in the following the
RK4 solver is used with a step size of 1e-8. Furthermore
the constraint projection has been switched off and the
number of event iterations set to 1. Compared to the
standard solver parameters this leads to identical results
for the shortcut and shockley diodes, whereas the model
using the “explicit Shockley” diode DIesul differs in
the diode current ip: It drifts to negative values during
the locking phases (cf. Figure 17).

As described above the equation used inside the
diode component is

der (i) = (Is/UT)xexp (v/UT)*der (v);

I - oo

The alternative component DIesil uses the derivative
of the inverse relation v(i) and leads to slightly different
deviations. Figure 17 compares both explicit versions
with the correct Shockley diode.
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Figure 17: Comparison of Shockley and explicit Shockley

diodes.

3 Case Study Rotating Pendulum
With Free Flight Phase

The last example is a point mass with air resistance on
a rope of fixed length. Its movement switches between
swinging and free fall phases according to the direction
of the force acting on the mass.

Description of model implementations. The im-
plementation of the rotating pendulum consists of sep-
arate blocks for the two different system configurations
and a SystemSwitch that alternatively activates one
or the other system, depending on the state of the ac-
tive system (cf. Figure 18). The block below computes
some additional plot variables.

The switch contains the event functions A, h° as
defined in [1] and computes the initial state at a system
change:

hl = —-gxm*cos(statel[l])+m*xlxstatel[2]"2;
h2 = 172 - state2[1]72 - state2[2]"2
when hl < 0 then

activel = false;



Disselkamp et al. A Modelica Solution to ARGESIM Benchmark C21

in form of an ODE. Even a graphical approach is possi-
ble [3], but MapleSim cannot cope with such a model.

Finally one adds a few lines of explicit Modelica
code to identify the (inherited) state variable with
corresponding variables from the concrete model. For
the pendulum this is as simple as

<

Pendulum Freefall

state[1]

%: state[2]

The attribute stateSelect=StateSelect.always
of state guarantees that these variables will be used by
the solver as the actual states.

Figure 18: Rotating pendulum model. This model looks exactly like a hybrid decomposi-
tion (cf. Figure 13 of [1]) and for the purpose of con-
structing the model it really is one: Both submodels can
be created independently and almost in the same way as

pi/2 - revolute.phi;

-revolute.w;

elsewhen h2 < 0 then

activel = true; standalone systems. But formally this again is a max-
end when; imal state space approach: The variables of an inac-
active2 = not activel; tive system are simply ignored or their derivatives set
to zero. In any case they always exist, enlarge the total
newl[1l] = atan2(state2[l],statez[2]); state space and have to be computed always albeit triv-
newl[2] = (state2[2]xstate2[3] ially. On the other hand Modelica compilers routinely
- state2[l]*state2[4])/1"2; handle large systems with lots of trivial equations, so

new2[1l] = lxsin(statel[1l]); this should not be a large burden.

new2[2] = l*cos(statel[l]);
new2 [3] = lxstatel[2]x*cos(statel[l]);

new2[4] = —-lxstatel[2]*sin(statel[l]); 200 ‘ ___Angle v
/ /

To facilitate the implementation of the two systems a - / /// N
partial model SwitchableSystem has been defined : /” o 1
that contains the state, the inputs and outputs and the 200 | : . . " . . . .
triggering: Posi!itoE'T](x,y)
partial model SwitchableSystem /\* /\ —~ )

parameter Integer N = 2 . \ //"/ \

parameter Real[N] s0 = {pi/4, 15}; N

ReallInput [N] newState; s e ° ¢ ! s

BooleanInput active; 400 Ropeforeeh

RealOutput [N] sOut; 300 1

Real [N] state(start=s0, each fixed=true, %um’ N 7

each stateSelect=StateSelect.always); mzi \f/\\” e~
equation 0 ! 2 3 e ® 6 !

when active then _Ropestackh 5

reinit (state, pre(newState)); _ ’ |

end when; N%nm’ \ |
sOut = if active then state else zeros(N); = | |
end SwitchableSystem; % g R s 5 5 7 8

Using this the implementation of a concrete system

only needs the definition of the state equations, usually Figure 19: Results of pendulum model.

e 25y - o2orc T
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Basic simulation of phases. Using a simple when
construction the basic model can be easily extended to
stop after the amplitude is below 7/10. This happens at
t =7.5962714 s, the corresponding values of state and
event variables are displayed in Figure 19. The angle v
shown there is measured against the lower equilibrium
point and reduced to the interval [—, 7]

Dependency of results from algorithms. The pro-
cedure for comparing results that has been used twice
before is employed again. The maximal absolute errors
for the variables x, y and y are given in Table 5. They
show that the Rosenbrock solver again has the high-
est accuracy, while the default solver CK45 performs
worst. Figure 20 displays exemplary plots of the error
over time.

to a bug in MapleSim, but a simple workaround could
be found [3].

The kick value 7 is defined by the initial conditions
Y = 0 and (unknown) @y and given end conditions Y
and @y. To find it a simple model RPkiAux1 has been
used that integrates the time inverted pendulum ODE
until the (initial) point ¥ = 0 is reached. 7y is then given
by the ratio of @y and the known value of @ before the
kick. Table 6 shows the final values defining the three
cases in [1] and the corresponding values of 7.

The definition of case (iii) “the swinging phase
makes two rotations” is ambiguous, it could mean any-
thing between 1.5 to 2.5 rotations before a fall from the
top. The given value corresponds to the shortest path.

case v, oy Y

G | —(5/4)m | 15 |-21.9911
(i) - ¢/l | -10.1501
(iii) =y ¢/l | -14.1982

RKF45 | CK45 | ROS
X [107° m] 0.4804 | 0.8476 | 0.1080
y [1076 m] 0.2597 | 0.5187 | 0.1941
w[107%rad] | 0.4879 | 0.8801 | 0.2020

Table 5: Absolute errors (compared to reference solution).
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Figure 20: Absolute errors in x for two solvers.

External energy supply. To add the events necessary
for the addition of the ‘kick’ —1i. e. a jump of the angular
velocity by a factor 7y at the lowest point — one needs a
when-elsewhen construction. This did not work due

] << =) - o

Table 6: Final values and kick factor.
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Abstract. Urban population centers are especially vul-
nerable to extreme weather events and climate change.
Local decision makers demand standardized processes,
methods, and tools enabling them to design and imple-
ment climate adaptation strategies for their specific
contexts. The project “Climate Resilient Cities and Infra-
structures — RESIN” aims at providing such a set of meth-
ods and tools; it utilizes the impact chain modeling ap-
proach to capture and represent cause-effect relation-
ships underlying risks and vulnerabilities in urban popu-
lation centers, enabling a systematic analysis and evalua-
tion. Highlighting on a number of concepts, such as haz-
ard, exposure, stressors, coping capacity, and vulnerabil-
ity, these impact chains constitute the base for further
quantitative modeling steps.

Introduction

High concentrations of residents and economic assets
render urban population centers especially vulnerable
to the impact of extreme weather events and conse-
quences of climate change (see [1]). Such disasters
endanger large numbers of residents and critical infra-
structure systems at the same time, thereby also impact-
ing inter-regional and global economic networks (see
[2]). The trend towards increasing urbanization in Eu-
rope — by 2050 82% of all Europeans are expected to
live in urban population centers (see [3]) — and the in-
creasing dependencies of infrastructure components

make it necessary for municipalities to develop proac-
tive strategies to increase their resilience against cli-
mate- related disasters.

Climate change adaptation measures, in contrast to
climate protection efforts that are mainly aimed at re-
ducing greenhouse gas emissions, are designed to re-
duce the impact of climate change on social and biolog-
ical systems, such as urban population centers. Unfortu-
nately, not many standardized methods and toolsets
exist today that enable municipal decision makers to
plan, assess, and implement adaptation measures, there-
by helping them to consider, analyze, and evaluate risks
and vulnerabilities under specific, climate change relat-
ed scenarios. In the context of such a systematic scenar-
io analysis, the application of a simulation model can be
of considerable benefit. The foundation of such a model
— and by extension of effective adaptation measures — is
a comprehensive understanding of the risks and vulner-
abilities themselves.

This paper describes characteristics and generation
of impact chains representing cause-effect relationships
that form risks and vulnerabilities of urban population
centers in the context of the ongoing EU project “Cli-
mate Resilient Cities and Infrastructures — RESIN” (see
[6]). The project is aimed at developing practical and
applicable methods and tools to support municipalities
in designing and implementing climate adaptation strat-
egies for their local contexts. RESIN also systematically
compares and evaluates methods for climate change
adaptation in order to move towards a formal standardi-
zation of adaptation strategies.

RESIN is one of several interdisciplinary, practice-
based research projects investigating climate resilience
in European cities.
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The EU project “Reconciling Adaptation, Mitigation
and Sustainable development for citiES — RAMSES”
(see [4]) that was concluded recently, developed meth-
ods and tools to quantify evidence of the impacts of
climate change and the costs and benefits of adaptation
measures to cities. The EU project “Smart Mature Resil-
ience — SMR” (see [5]) aims at developing a resilience
management guideline to support city decision-makers
in developing and implementing resilience measures.

The paper continues with a short introduction to the
RESIN project and its fundamental process (see Sec-
tion 1). It then goes on to describe the impact chain
modeling approach used to capture and represent cause-
effect relationships underlying risks and vulnerabilities
in urban population centers, enabling a systematic anal-
ysis and evaluation (see Section 2). The paper concludes
with a short description of the steps necessary to com-
plete the modeling process based on the generated im-
pact chains (see Section 3).

1 The RESIN Project

RESIN investigates climate change adaptation practices
in European cities in order to develop standardized
methods and decision support tools that decision makers
can use to develop local adaptation strategies.

.. -

L 4
v

CLIMATE
Variability

Natural ‘

Anthropogenic
Climate Change

\ EMISSIONS

The project builds on previous research by combin-
ing existing approaches to climate change adaptation
and disaster risk management while taking into account
all of the core elements of the urban system and their
interrelations. One of the central aims of RESIN is to
provide standardized methods and tools for comprehen-
sive risk-oriented vulnerability assessments of an urban
population center. These efforts are based on the latest
state of discussion and conceptual approaches of the
Intergovernmental Panel on Climate Change (IPCC)
Assessment Report 5 (ARS, see [7]). RESIN views a
city as a “system of systems” comprised of complex
social, ecological, and technical sub-systems that over-
lap and interact with one another.

All RESIN methods and tools are being developed
by means of co-creation with the cities of Bilbao
(Spain), Greater Manchester (United Kingdom), Paris
(France), and Bratislava (Slovakia). The first co-
creation process with Bilbao, aiming at producing a
vulnerability and risk mapping on a neighborhood (bar-
rios) scale, started in July 2016 and concluded in Sep-
tember 2017.

Process, methods, and tools are standardized and can
be applied to more European urban population centers,
but at the same time support the tailoring to the specific
needs of a municipality, depending on the varying de-
grees of maturity of their adaptation processes.
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Figure 1. Risks as compositions of hazards, exposure, and vulnerability (source: [7]).
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Figure 2. A risk-oriented vulnerability assessment schema (source: [11]).

The application of the RESIN conceptual framework
follows four principal stages (see [8]):

1. Assessing climate risks

2. Developing adaptation objectives

3. Prioritizing adaptation options

4. Developing an implementation plan

The impact chain modeling technique described in the
following section is part of the modelling process during
the first stage of this adaptation planning process.

In RESIN, the design chosen for the vulnerability
assessment process is based on the indicator-based
framework provided by “The Vulnerability Source-
book” (see [9]). Since the sourcebook is based on IPCC
AR4 (see [10]), the framework had to be adapted to
account for the conceptual move to a risk-based ap-
proach by IPCC ARS (see [7]). Compared to AR4, ARS
defines and uses terms like vulnerability and exposure
in different ways: Where exposure to climate change
hazards was once considered to be part of vulnerability
— alongside sensitivity to hazards and capacity to adapt
—, the move to risk has separated out exposure.

As a result, risk is now regarded by the IPCC as a
function of climate hazard, exposure, and vulnerability
(see Figure 1).

2 Using Impact Chains to Model
Risks and Vulnerabilities

Impact chains are tools (described in [9]) for capturing
and structuring the components of a particular causeef-
fect relationship. They describe the basic connections
between the elements, and prepare the selection of
quantitative indicators for many of the components.
Experiences during the co-creation processes with local
experts from Bilbao, Bratislava, Manchester, and Paris
show that impact chain diagrams are easy to grasp and
apply, and that participants appreciate the structured
modeling approach. As a result, impact chains are not
exhaustive, but describe the common understanding of
the stakeholders present at the workshops. Often, ex-
perts found that impact chain diagrams gave them first
clues towards potential adaptation measures.

As part of impact chain modeling, RESIN utilizes a
number of concepts (see Figure 2) to derive overall risk
estimations: drivers, hazard, exposure, stressors, sensi-
tivity, coping capacity, vulnerability, and impacts.

A hazard is defined as “...the potential occurrence
of a natural or human-induced physical event or trend,
or physical impact that may cause loss of life, injury, or
other health impacts, as well as damage and loss to
property, infrastructure, livelihoods, service provision,
and environmental resources” (see [7]).
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A climate-related hazard is a special case that is (at
least partially) caused by climatic drivers. Examples
include flooding, heatwave, drought, and water scarcity.

Exposure refers to the objects or systems that are
exposed: The presence of people, livelihoods, species or
ecosystems, environmental services and resources, in-
frastructure, or economic, social, or cultural assets in
specific places that could be adversely affected.

Non-climatic trends and events, which are called
stressors, can have an important effect on an exposed
system. Examples are population growth or change of
land-use; a larger percentage of sealed surface will in
general increase the susceptibility to flooding events
and thus the vulnerability of all exposed objects.

Different objects are more or less sensitive to a haz-
ard. This is captured by the concept of sensitivity, de-
fined as the degree to which an exposed object, species
or system could be affected by the considered hazard.
As such, sensitivity towards a hazard can be perceived
as a property of an exposed object in regard to a specific
hazard. Examples for sensitivity include the degrees of
surface sealing, age and density of a population, house-
hold-income, or elevation and density of buildings.

Coping capacity is defined as “the ability of people,
institutions, organizations, and systems, using available
skills, values, beliefs, resources, and opportunities, to
address, manage, and overcome adverse conditions in
the short to medium term” (see [12]). Examples include
the draining capacity of sewer systems, a dike’s height,
education and awareness of the population, and availa-
bility of early warning systems, while examples for

known

adaptive capacity include diversity of economic activi-
ties, state of the city infrastructure, network redundancy,
diversity of land-use, or availability of hospital beds.

Vulnerability is derived from the interplay of stress-
ors, sensitivity, and coping capacity. It contributes di-
rectly to the impact or consequences that a hazard caus-
es to the exposed objects.

Risk is classically computed by multiplying the
probability of an adverse event with the magnitude of
the expected consequences (see [12]). A risk assessment
takes into account the characteristics and intensity of the
considered hazard, as well as the set of objects exposed
to it. The probability of a hazard affecting the set of
objects may be estimated from extrapolating historical
data or simulation results concerning the frequency of
the hazard and the development of the objects. The
vulnerability of the objects exposed to the hazard then
determines the consequences.

The RESIN vulnerability assessment process starts
with a systematic analysis and selection of hazards,
drivers, and stressors relevant to the urban area under
examination. These results serve as a base for the de-
tailed planning of the assessment and ensures that the —
usually limited — resources available for the assessment
are spent on the most pressing current and future haz-
ards, and no other threats or possible dependencies
between different hazards are overlooked. In addition, a
thorough documentation of the rationale for selecting
hazards, drivers, and stressors is recommended to en-
sure that future assessments or re-evaluations yield
comparable results.
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Figure 3. Generic impact chain diagram schema (source: [11]).
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Once the vulnerability assessment is completed, im-
pact chain diagrams (see Figure 3) are developed. The
diagrams then visually illustrate cause-effect relation-
ships between the elements contributing to the impact of
a given combination of hazards and exposed objects.

RESIN impact chain diagrams explicitly differenti-
ate between hazards on the one hand and impacts and
consequences on the other (see Figure 4) — thus repre-
senting cause and effect. In addition, the diagrams mod-
el relationships between sensitivity and coping capacity,
and exposed object. Each element of an impact chain
may be described in a qualitative way by specifying
attributes, such as “green infrastructure” for coping
capacity, and later also in a quantitative way by assign-
ing measurable indicators, such as “percentage of green
area per city district”. Usually, impact chain diagrams
are developed during collaborative workshops with
experts and stakeholders.

The hazards, drivers, and stressors (non-climatic

Hazard/Driver
drivers) under study

Xpose:

object Exposed objects under analysis

Inherent characteristics of the objects under
analysis, such as sensitivity and coping capacity

Indicator
(measurable) Measurable indicators for attributes

Impact Impact

Artribute

il

Relation

Simple connection for attributes and indicators

Figure 4. Elements used in impact chain diagrams
(source: [11]).

Figure 5, developed during a co-creation workshop with
local experts, shows an example impact chain for the
hazard-exposure combination heatwave on public health
for the city of Bilbao. Here, a heatwave is defined as a
day when the average temperature exceeds 32°C. Both
the coping capacity and the sensitivity indicators con-
tain a mixture of infrastructure related measures as well
as social indicators, such as the amount of green infra-
structure and the percentage of elderly people. On the
right side of the diagram, the impact indicators cover
mainly health related and economic consequences.

The impact chain development (without the defini-
tion of measureable indicators) concludes the qualitative
part of the assessment process and is a very valuable
outcome itself. End-users without the necessary re-
sources — both in terms of personnel and knowledge —
may decide to end the vulnerability assessment at this
point. Others may opt to go for the quantitative part
outlined below.

3 Further Steps

Based on the insights gained during this phase, impact
chains are annotated by further identifying measureable
indicators for all identified elements, and by gathering
necessary data for their calculation. To ease the indica-
tor selection process, established directories of standard
indicators can be employed. Such directories can be
found, for example, in the annex of the Vulnerability
Sourcebook (see [9]), the annex of the Covenant of
Mayors for Climate and Energy Reporting Guidelines
(see [13]) or the indicator database of the European
Union Framework Programme 7 project MOVE (Meth-
ods for the Improvement of Vulnerability Assessment in
Europe, see [14]). These annotated impact chains are
then utilized as a base for evaluation and simulation
models of impacts, hazards, sensitivity, coping capacity,
or stressors — which in turn are applied to move from
risk assessments based on historic data to risk assess-
ment of future (simulated) scenarios.
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Abstract. In the last decade, more and more aerial
robotics researchers show interests in developing au-
tonomy features for drones to solve problems in differ-
ent areas. But the development of autonomy features is
complex and labor intensive. Accordingly, model-based
design and simulation-based verification is becoming an
industry standard in development of autonomous air-
borne systems. This we call modelling and simulation-
based development. However, commercial model-based
design and simulation tools and supporting testing envi-
ronments require a considerable amount of investment.
In oder to provide a more economic and efficient solu-
tion, this paper investigates a pipeline for modeling and
simulation-based development of autonomy features for
drones using open source software and hardware stacks.
In this context, a generic drone architecture is being
designed based on open source hardware platforms,
namely CC3D and Raspberry Pi. In the software stack,
LibrePilot, an open source software suite to control mul-
ticopters is extended to support the designed architec-
ture. The design of the autonomy features is developed
using the model-based design in Scilab/Xcos. Xcos Re-
useable and Customizable Code Generator is utilized for
automatic code generation. The software stack will also
include a generic plant model. The workflow starts from
autonomy feature modeling and ends with flight testing
through Model-in-the-Loop (MiL) testing, Software-in-the-
Loop (SiL) testing, target deployment, Hardware-in-the-
Loop (HiL) testing. The approach is demonstrated with a
simple case study about an autonomous landing feature.

Introduction

Overview

An aircraft without a human pilot aboard is called an
unmanned aerial vehicle (UAV), commonly known as a
drone. A UAV is regarded as an essential part of an
unmanned aircraft system (UAS). The other parts of the
system are ground control system (GCS) and the com-
munication system between the UAV and GCS. The
usage of UAS has increased sharply in the recent years.
Varies researchers have developed different autonomy
features of drones to solve problems in many fields,
such as health care emergency response. Especially in
some dangerous situations, UAS that incorporate a high
level of autonomy has the ability to accomplish the
missions more efficiently without risking lives.

The architecture of autonomous systems is very im-
portant. It is regarded as a method to structure the algo-
rithms for creating functionalities. Figure 1 depicts the
general autonomy architecture [15] for UAS.
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Figure 1. General autonomy architecture for UAS
(Adapted from [15]).

= . J

The low-level architecture implements the basic func-
tions like navigation and control algorithms that keep
the UAV stable in the air and listen to commands from
the high level. In this paper, the low-level architecture is
realized using OpenPilot CC3D controller [5].
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Clough [4] and Merz [13] have elaborated the dif-
ference among automatic, autonomous and intelligent
systems. An automatic system will exactly do as the
programmings say while an autonomous system has the
capabilities to make decisions for achieving the mis-
sions. An intelligent system can do whatever an auton-
omous system does and it can produce the goals by its
own motivations without any instructions and influence
from the outside world. In this paper, system develop-
ment towards autonomous drones will be discussed.

Modeling and simulation-based
development

Model-based design [8] and simulation-based verifica-
tion are becoming an industry standard in development
of autonomous airborne systems. This we call modeling
and simulation-based development (Figure 2).

r - f.cma
Modeling Generation

ﬂohwwe-
4 : in-the-Loap, Hardware-in-
ontroller Testing the-Loop
Modeling Testing
“n E

Model-in-
the-Loop
Testing

Figure 2. Modeling and simulation based development.

A plant [9] is often desired with a transfer function
which indicates the relation between the input signals
and the output signals of a system without feedback,
commonly determined by physical properties of the
system. Usually a plant model is identified by collecting
and processing raw data from the real world. We could
define the plant model by using mathematical equations
or creating a block diagram model that implements
known differential-algebraic equations governing plant
dynamics. This is called plant modeling.

The mathematical model conceived from the plant is
applied to identify dynamic characteristics of the sys-
tem. According to those characteristics, a control algo-
rithm that can be executed under the condition which
the physical processes are controllable is derived and a
suitable controller is chosen. The controller has two
levels, the supervisory control that determines the mode
transition structure and the lowlevel control that decides
the time-based inputs to the plant [12]. For UAS, low-
level controller corresponds to low-level architecture and
supervisory control is a part of high-level architecture.

To verify the system flexibility, we use simulation-
based verification. Each unit and subsystem should be
tested and finally achieve a Model in-the-Loop (MiL)
testing. Then it leads to Code Generation (CG) [7].
Software in-the-Loop (SiL) testing follows CG to verify
the generated code by checking its conformance to the
model. Then it comes to the Hardware in-the- Loop
(HiL) testing where the generate code is tested using the
target hardware.

1 Autonomy Feature
Development Pipeline

1.1 Architecture

This paper aims at proposing a process to enable devel-
oping complex autonomy features for drones by using
open source software and hardware.

communicate via UART

(_ normal mode )

Figure 3. Testbed architecture.

In this paper, regarding their availability, accessibility,
cost and flexibility, 250mm class racing drones are used
as testbeds. Figure 3 illustrates the testbed architecture.
CC3D running the LibrePilot firmware is utilized as the
Flight Controller (FC). In the normal mode, users can
give command to the Remote Controller (RC) to control
the drone. Once the flight mode is switched to experi-
ment mode, Raspberry Pi 3, the target hardware plat-
form of the testbed, will take charge of the controlling
while the RC will be disabled. Scilab/Xcos will be uti-
lized as the modelbased design and simulation environ-
ment. Xcos Reuseable and Customizable Code Genera-
tor [16] is used for generating Scilab scripts from Xcos
model. For the use case, the generated Scilab script for
the autonomous landing feature is deployed to Raspber-
ry Pi 3. It gets data from ultrasonic distance sensor and
CC3D controller, computes the next command and send
it to CC3D controller as the new command.
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The communication between Raspberry Pi 3 and
CC3D is physically established by Universal Asynchro-
nous Receiver/Transmitter (UART) interface where Sci-
Py [11] is used to execute Scilab scripts on target plat-
form through. Related Python libraries are used for
interface implementations. UART can control the series
device that attached to the computer interface. It pro-
vides the computer with the RS-232C Data Terminal
Equipment (DTE) interface so that it can "talk" to and
exchange data with modems and other serial devices.

1.2 Open source software and hardware
stacks

Scilab/Xcos Scilab [3] is a open source software for
numerical computation providing a powerful computing
environment for engineering and scientific applications.
It is a platform to be utilized for model simulation, load-
ing, design, saving and compilation using a graphic
editor called Xcos. Xcos has some core features like
standards palettes and blocks, model building and modi-
fication, model customization and simulation. For some
special requirement blocks which are not provided in
the Xcos palette browser, users can create their own
module by toolbox skeleton to achieve the specific
goals.

LibrePilot LibrePilot [17] is an open source research
project which focuses on research and development of
software and hardware to be utilized for different appli-
cations like vehicle control and stabilization, unmanned
autonomous vehicles and robotics.

LibrePilot includes hardware and software elements
(Figure 4). In the hardware side, UAV is manly con-
trolled by a RC called transmitter. The transmitter has a
paired receiver for signal receiving. This receiver also
connects with the FC and directly control the actuators.
The role of FC is to interpret the control command from
RC and runs control algorithm and flight code on the
aircraft. If FC is connected to PC where runs LibrePilot
Ground Control Station (GCS), users are able to moni-
tor and log flight telemetry data of their vehicle in a
real-time environment. This is the software system of
LibrePilot which includes GCS software and flight
firmware. The flight firmware is implemented in C and
C++ using the FreeRTOS [1] embedded real time oper-
ating system and typically runs on ARM architecture
micro controllers. The communication between GCS
and FC is implemented via UAVTalk protocol.

GCS Flight firmware

Settings UAVObjects
{collaboration, configuration. ..
-synchronised at connect
-sent to flight controller and stored in

Flash-on Change N

Settings UAVObjects
{collaboration, configuration, )

-persistent

-can be exportedfimported to Disk ’/;AW I.k\.\\ -loaded from Flash at startup
- al ~
-~ ~,
i telematry
. A~
Data UAVObjects “‘-\__pmmm",/ Data UAVObjects
(sensor data, system state...) R (sensor data, system state...)
-pariodically received from -transisnt

fight controller -RAM anly

Figure 4. Elements of LibrePilot (adapted from [6]).

UAVTalk is a highly efficient, extremely flexible and
completely open binary protocol designed specifically
for communication with UAVs [6]. It implements the
low level communication between the GCS and the
autopilot. It acts as a transportation tool for the data
structures defined by the UAVObjects, a data container
written in XML format for all of the telemetry data.
This protocol does not need to know the details of the
data structure, its mission is to send byte arrays and
routing received byte arrays to specified object for deal-
ing with the data. For example, all of the RC commands
are stored in an UAVObject called ManualControl-
Command. Meanwhile, the states of the vehicle can be
easily accessed from UAVObjects including accelerate
states and attitude states. This is also the way to establish
the communication between CC3D and Raspberry Pi 3.
Raspberry Pi Integration. Raspberry Pi [14], series
of small single-board computers, could be equipped
with operating system. Raspberry Pi 3 Model B is the
third generation of Raspberry Pi family. It has the quad
core 64bit CPU that has the best performance. To physi-
cally connect Raspberry Pi and CC3D, we use the main
port of CC3D which can be configured as a serial port
and GPIO pin module of Raspberry Pi as it shown in
Figure 5. Moreover, To achieve an autonomous system,
we utilize an ultrasonic distance sensor to measure dis-
tance between the drone and the at ground. An ultrason-
ic distance sensor transmit from and receive an ultrason-
ic wave with a single ultrasonic transmitting and receive
element to measure proximate distances such as vehicle
floor heights or distances to obstacles or pedestrians
approaching relative to a vehicle [10]. For the testbed, a
low-cost sensor called HC-SR04 is selected. However,
The ECHO pin of the sensor is rated at 5V while the
GPIO input pins are rated as 3.3V. Therefore two resis-
tors are added to protect the GPIO module. To access
the telemetry data in Python, UAVTalk protocol is ap-
plied. For instance, below is a code excerpt to get atti-
tude state of the drone.
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Figure 5. Hardware connection diagram.

self.objMan.AttitudeState.metadata.telemetry
Update-
Mode=UAVMetaDataObject .UpdateMode . PERIOD
IC
self.objMan.AttitudeState.metadata.telemetry
UpdatePeriod.value=50
self.objMan.AttitudeState.metadata.updated()

Yaw=self.objMan.AttitudeState.Yaw.value
Pitch=self.objMan.AttitudeState.Pitch.value
Roll=self.objMan.AttitudeState.Roll.value

Until here, all of the open source hardwares are inte-
grated together for data communication between the
Raspberry Pi 3 and the CC3D.

2 Demonstration

2.1 Workflow

To demonstrate the pipeline that promotes modelling
and simulation-based development using open source
software and hardware stacks, we developed an auton-
omous landing controller.

A generic Scilab/Xcos quadcopter model called Ge-
neric Quadcopter Simulation (GQS) that employs a
proportional-derivative flight controller as a low-level
architecture is used as a plant model. GQS model is
based on [2].

Servo Output
———————————

Hefial : Gnd | Pwr/ Tx | Rx FlaxiPort
Gnd | Pwr | Scl | Sda

MainPort Serial : Gnd / Pwr |/ Tx /| Rx
Sbus : Gnd | Pwr [ Nc | Rx

I | | Gnd/Pwr/Tx/

This generic model can be tailored using parameters
to represent a specific platform. The high level architec-
ture is designed in a model-based fashion using Scil-
ab/Xcos. MiL testing is to optimize and verify the con-
troller design for the autonomy feature. Xcos Re-
useable and Customizable Code Generator [16] per-
forms as a mean of generating code for the autonomous
landing model and to evaluate how good the generated
code functions are, a SiL simulation will be tested. For
HiL testing, Raspberry Pi 3 executes the code that au-
tomatically generated from code generator, A second
Raspberry Pi 3 is used as a realtime simulation comput-
er target that enables an UART communication between
the plant model and the controller. Finally, to verify the
autonomy feature, all of the hardwares stacks is assem-
bled on the drone and flight testing is conducted.

Figure 6 explains the modeling and simulation based
workflow applied:
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Figure 6. Demonstration workflow.
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2.2 Model in-the-loop testing

In order to verify the autonomous landing controller, a
MiL simulation (Figure 7) is conducted.
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Figure 7. MiL simulation.

We prepared eight scenarios to test that in different
situations this system will be working. Figure 8 shows
the results for one of the scenarios.
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Figure 8. MiL simulation result.

The system can land for all the eight scenarios that
means the designed autonomous landing controller is
working properly.

2.3 Software in-the-loop testing

After MiL testing, the next step for evaluation is to
generate source code out of autonomous landing con-
troller model. As mentioned before, we use Xcos Re-
useable and Customizable Code Generator for generat-
ing Scilab scripts. The auto generated code is then rein-
troduced in MiL schema. The same eight scenarios are
executed and the results are compared with the MiL
results.

2.4 Hardware in-the-loop testing

The HiL testing is essential a further step in testing the
autonomous landing feature.

UART

Ras channel Raspbery Pi 3
e Computer
Autoland GOS simulation :
Scilab function in Scilab/Xcos Test execution

Figure 9. HiL simulation process.

Figure 9 depicts the test setup. The middle Raspberry Pi
3 runs the GQS simulates the drone with controller
while the target Raspberry Pi 3 on the left side will
execute the Auto Land Scilab function for further verifi-
cation. It is quite convenient for two Raspberry Pis to
establish UART communication by GPIO using RX and
TX pins. To achieve UART between Pi and Xcos mod-
el, a ATOM toolbox named serial Xcos IO module [18]
is used. This module provides a Xcos block to interface
real hardware platform for a Xcos simulation via serial
ports. It can also be applied into HiL simulation. Origi-
nally, the block supports Arduino and provides the bidi-
rectional way to receive C structure input signal from an
embedded system and then send back a C structure
output signal to the embedded system. On the other
hand, to execute autonomous landing Scilab function in
Raspberry Pi, a python module called Scilab2Py [19], a
mean to seamlessly call Scilab functions and scripts
from Python is applied. The result for HiL simulation
for the same eight scenarios matched with the MiL
results.
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Figure 10. Target execution logic.
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2.5 Flight testing

Figure 10 describes the execution logic of auto generat-
ed Scilab script on the target platform for achieving the
autonomous landing.

Raspberry Pi is listening to the flight mode from FC,
once the flight mode changes to experiment mode, Pi
will take control of the drone and receive the required
system states which are sent to Scilab function for com-
puting the movement of autonomous landing. When
landed, RC will take back the control of FC.

Once the code is running on the testbed platform the
drone is ready to fly (Figure 11).

F=r—7

Figure 11. Flight testing.

3 Conclusion

Since the usage of drones is sharply growing while the
modeling and simulation based development gets popu-
lar in many fields as well, it is quite meaningful to in-
vestigate a methodology to combine those two.

In this paper, we utilize the free open source soft-
ware stacks including Scilab/Xcos which serves as a
model design and simulation environment and LibrePi-
lot. We also use open source hardware stacks like Rasp-
berry Pi, HC-SR04 sensor and CC3D. They are sold
with low price tags in the market and easy to acquire.
The result shows that the pipeline is able to be used for
simple autonomy feature design. However, since of all
the resources are open source and low-end, the whole
system does not perform perfectly. For example, the
sensor can be easily broken so that the sensed data is not
correct. For the future work, we will be using more
reliable products with this pipeline to expect better
performance.

After building the pipeline for the Simulation and
Model-based development of autonomy features for
drones using only open source software and hardware,
more students who have interests in aerospace domain
can take this pipeline as an guidance for developing
their own autonomy features.
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Abstract. Presented is a model-driven development
method for avionics systems comprising of a domain-
specific model, mathematical optimization, and an at-
tached network simulation. For Integrated Modular Avi-
onics (IMA) the degree of freedom in choosing the sys-
tem architecture is so high that determining the opti-
mum by hand is hardly possible for large aircraft. A do-
main-specific model was created with the Eclipse Model-
ing Framework (EMF) holding system requirements and
architecture variants, such that it can automatically be
validated and evaluated. Moreover, combinatorial opti-
mization is used to determine optimal architectures by
algorithm for single and multiple objectives. Optimiza-
tion on civil aircraft and a space launcher revealed im-
provements of up to 30% in single design objectives.
Moreover, the architecture model can automatically be
converted in configuration stubs and an AFDX network
simulation.

Introduction

Integrated Modular Avionics (IMA) are state-of-the-art
for large civil and military aircraft. The concept of IMA
is that computing, memory, and IO resources are shared
between several safety-critical and non-critical system
functions. System functions are, for instance, cabin
pressure control and landing gear retraction. Those are
loaded as segregated software partitions. The major
portion of the avionics system’s hardware is standard-
ized. Computing and 10 modules are configured in
software to fulfil their purpose in multiple system func-
tions.

IMA reduced the hardware, cost, weight, and
space[1,2]. Two challenges arising are first design free-
dom and second the massive number of configuration
parameters. Considering design, questions like, what is
the lightest architecture, how many modules do I need,
or what is the optimal 10 distribution per module, can
no more be answered optimally by hand. Considering
configuration, current IMA systems require so many
parameters that the process became inefficient and er-
ror-prone [3, 4, 5].

To improve the situation, a domain-specific model
was developed for computer-aided design of avionics
architectures. It holds the complete architectures, but in
addition the system requirements, like functions, re-
source needs, and safety constraints. Architectures shall
be automatically validated, evaluated and compared. It
is generic in terms that no precise avionics technology
or function architectures are predefined.

Requiring only a minimum mandatory information
makes it applicable to the design phase. Nevertheless, it
can be automatically converted to mathematical optimi-
zation problems. For instance, function assignment,
routing, and module sizing. Moreover, the model is used
to derive configuration stubs or simulations automatical-
ly. All is implemented in a seamless model-driven IMA
design method depicted in Figure 1.

The remainder of this article is organized as follows.
Section 1 introduces the domain-specific avionic archi-
tecture model. Section 2 explains a multi-objective
optimization approach and Section 3 shows an example
of an AFDX simulation derived from the model. The
article ends with a conclusion and outlook.

1 Avionics Modeling

A standardized avionics system is a distributed compu-
ting platform, which provides computing resources and
I/Os to aircraft system functions running as software.
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1. Domain-specific avionics architecture model

2. Mathematical problem

Functions Hardware
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Minimize
B
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3. Multi-objective optimization

4. Improved architectures

Figure 1. Workflow of the model-driven IMA architecture design method.

Since the number of different module types is kept
as small as possible in order to reduce development
costs, there is usually a large number of equal hardware
modules, which could technically host the same func-
tions. Whether a certain module should host a function
or not, often depends on the position, the distance to
required sensors and actuators, and safety consideration.
Overall, there is a high degree of freedom, e.g., the
dimension of modules, the installation locations, the
assignment of functions, the network topology, and the
routing of signals.

A domain-specific model was developed especially
for the purpose of avionics system design. Therefore, it
generically captures the capabilities and resources of
hardware, without requiring a certain module type or
technology. Moreover, it generically covers the software
as atomic building blocks, so called tasks, signals, and
their resource requirements. In addition, segregation,
symmetry, location, and power constraints can be at-
tached to single tasks or task groups.

The first instance of an avionics architecture model
[6] was used in several air and space research programs.
At the end of 2017, a second generation of the domain-

specific model has been finalized [7], which is more,
considering bus systems and hardware. It has been made
available as Open Source as the Open Avionics Archi-
tecture Model (OAAM) [8].

OAAM is designed in nine almost independent lay-
ers. This matches the concurrent development process
of IMA systems, which is distributed over multiple
parties. The nine layers are Library, Scenarios, Systems,
Functions, Hardware, Anatomy, Capabilities, Re-
strictions, Mapping.

The four main layers are Function, Hardware, Anat-
omy, and Mapping.

The Functions layer holds all tasks to be assigned
to the avionics system and the signals that must be rout-
ed. In addition, it includes timing and safety constraints.

The Hardware layer allows modelling device in-
stances and interconnection topologies without physical
dimensions.

Within the Anatomy layer, the installation locations
and cable routes of the aircraft including the length and
positions are modelled. It is a graph-like representation
of a simplified 3-dimensional construction plan.
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In the Mappings layer assignment objects can be
created, which assign task to devices, devices to instal-
lation locations, as well as signals and cables. The basic
constraint determining if an assignment is valid or not,
is a linear resource provisioning and resource con-
sumption model. Each task or device K; requires a set

. .. . K;
of certain resources rXi in a certain amount U 'eR,,

ie.

rki = (rlKi,...,rf") €))

A resource is an abstract unit of what has to be provided
to the task or device and is consumable, e.g. computa-
tional power, memory or space in installation location.
Devices and locations provide resources. An assignment
to D; is valid as long as the available resources rPi are

Z T'Ki < T'Dj. (2)

K;CK

not exceeded, i.e.

This must hold for all assignments of the architecture. In
addition, constraints on devise, locations, power
sources, areas, symmetries, and co-locationing control
what are valid mappings. Multiple mapping variants of
the same elements can be created to represent different
architecture variants. For each variant the validity and
design objectives are individually be calculated.

Technically OAAM is realized with the ECORE
metamodeling language of the Eclipse Modelling
Framework (EMF) [9], which allows to define formal
UMLlIlike meta-models and automatically derive the
implementation, persistence layer, and edit tools. More-
over, extensions exist for the verification and evaluation
of EMF derived domain-specific models. OAAM mod-
els are edited, validated, and evaluated within a special-
ized Eclipse instance. In addition, an interface to
MATLAB was developed.

2 Avionics Architecture
Optimization

The IMA systems of current aircraft have more than
4000 tasks and peripheral as well as more than 50 de-
vices and thousands of possible installation locations
and cable routings. The pure number of elements pre-
vents that the design engineer is able to derive the opti-
mal dimensioning, installation, and software assignment
by hand. Even if he would do, he would not be able to
prove it. Moreover, the optimality of an avionics system

is not a unique property.

There are multiple design objectives desired in the
design process. Simple examples are cost and mass,
which shall both be minimal. Objectives that are more
complex are installation cost or maintenance effort.
There is usually not a single architecture optimizing all
objectives, but objectives are partially contradictional,
such that the best tradeoff is desired.

In order to automate and prove the optimality of re-
curring design tasks, a link between the architecture
model and combinatorial optimization was developed.
Overall, eight generic optimization routines for avion-
ics architecture were developed as depicted in Figure 2.
Optimization routines are classified in 1-level , 2-level,
and 3-level assignments depending on how many differ-
ent element types are assigned in parallel.

The most basic optimization routine is function as-
signment, which assigns a set of functions to a given set
of devices. The optimization objectives are, for instance,
the device weight (i.e. use a few devices as possible) or
the wire weight (i.e. put tasks as close as possible to the
related sensors and actuators). In addition, all defined
constraints for the tasks must hold.

A more complex routine is device type optimiza-
tion, which starts from an empty topology and selects
the optimal number, installation, and dimensioning of
devices, while assigning tasks.

3-level assignment is the highest level of automa-
tion. It derives devices and network, as well as task
assignment and signal routing in a single step. It has the
highest degree of freedom and it was shown in [10] that
in general this leads to the highest optimization poten-
tial. However, also the complexity of the optimization
problem rises, such that this is only feasible to calculate
single systems with no more than 50 tasks. 1-level and
2-level assignments are feasible for scenarios with 4000
and more tasks. Calculation times are between several
hours and four weeks.

1-level assignment 2-level assignment 3-level assignment

l Device assignment l .

R Device type optimization

1
L}
I
L}
l_
[ Task assignment J—: =
i
L}
1

P

Topology optimization

L]

: f Peripheral wire asslgnrnﬂ :
! e --.l -
[l T
:I Link assignment } ! | Network optimization ]
[ A=

[ —=
'[ Signal assignment ] i
L} L}

Level of automatior

Figure 2. Eight generic optimization routines for avionics
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architecture optimization.

Technically, all optimization routines are imple-
mented as multi-objective binary programs (BP). A
multi-objective BP searches for a binary solution vector
x such that

filx f2x, . filx 3)
are minimized subject to

Ax <b
A1 = pel 4
x € {0,1}™

x encodes - depending on the optimization
tine - either task assignments, signal routes, or hardware
topologies. The cost vectors fi, ..., f, allow for linear
objectives. With the addition of auxiliary variables, also
non-linearities can be included. Linear inequalities A
and equalities A°? constrain the resource consumption,
enforce segregation, and ensure a unique mapping of
every object. For more information on the optimization
problem formulations please refer to [11, 12, 13, 14,
15].

Information from the domain-specific model are au-
tomatically converted to the mathematical optimization
problems. The conversion and the invocation of combi-
natorial optimization are implemented in MATLAB.
Commercial-of-the-shelf solvers [16] for Mixed Integer
Linear Programming (MILP) are integrated to efficient-
ly solve BPs. The solution is converted back in mean-
ingful model information. In case of multiple-
contradicting objectives, a custom iterative multi-
objective solver calculates the so-called Pareto optimum
[17], i.e. the set of best possible trade-off solutions. See
an example of a Pareto optimum in Figure 1 on the
lower right.

Several of the optimization routines were used to de-
rive an optimal avionics system for the ARIANE 5
space launcher [18, 19] and for deriving some general
scaling laws for avionics architecture design [20]. In all
application, up to 30% improvements in single objec-
tives between the manually derived architectures and
the optimized architectures were found.

3 AFDX Simulation

The avionics architecture model presented above is
static. For design, validation, and evaluation static prop-
erties and capacities are assumed that have sufficient
safety margins such that the architecture should also be
valid during operation. For instance, during architecture
design the CPU is modelled as a static resource, i.e. the
percentage of CPU load consumed by each task vs.
100% available CPU. For sure, however, within the real
system, most tasks are periodic and must be scheduled
and the schedule must be valid in terms of the individual
deadlines. This can be considered by assuming, for
instance, a maximum load of 70% during design. Never-
theless, real schedules have to be determined and their
correctness has to be proven.

Another example is the network. During design and
optimization, bandwidth is assumed as a single consum-
able resource. Each signal has a bandwidth portion it
consumes. However, in the real systems, network mes-
sages have to be scheduled and maximum transfer de-
lays have to be proven. Typically, this happens with
network calcus or network simulations.

A common network for IMA systems is Avionics
Full Duplex Switched Ethernet (AFDX). AFDX is an
asynchronous switched network based on Ethernet.
AFDX messages address virtual links (VL) instead of
target devices.

VLs are preconfigured and static communication
routes in the network. Each VL is assigned a maximum
bandwidth (Bandwidth Allocation Gap - BAG). If too
large or too many messages are sent, those are dropped
by the switches. An AFDX network and the correspond-
ing message routing is assumed to be valid if for each
VL a valid BAG can be found and if under worst case
conditions the maximum delay and jitter requirements
for each signal are met. It is common to validate this in
simulations.

Worst case conditions, delay, and jitter measure-
ments cannot be made in the OAAM model. However, a
simulation framework for AFDX was developed within
MATLAB/SIMULINK. The simulation framework
provides basic components for switches, as well as the
AFDX send and receive interfaces of avionics devices.
In addition, it is able to run on a rapid prototyping sys-
tem, which is able to output the virtual communication
on a real AFDX interface.
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All components of the simulation framework can be
used to create virtual AFDX networks by hand and
validating the timing of all messages up to an accuracy
of 1 ms. More common is, however, to derive the
AFDX simulation model automatically from the OAAM
static architecture, which — if a mapping was calculated
— includes all necessary information. Figure 3 shows an
example of an Airbus A380-like AFDX network com-
pletely derived from an architecture model. It was pos-
sible to run the simulation in realtime on a rapid proto-
typing system.

ol = SR YRRy
- . |._4 . ‘_1 .
L
e
R
* End-System I J Switch

Figure 3. An A380-like AFDX system simulated in
MATLAB/SIMULINK.

The detailed description of the AFDX simulation
and the results can be found in [21].

4 Conclusion

Current avionics systems are generic resource-sharing
distributed computing systems. The most common rep-
resentatives are Integrated Modular Avionics (IMA). A
domain-specific model for avionics architectures and
system function requirements enables computer-aided
design of avionics systems including automated valida-
tion, evaluation, and optimization. Eclipse EMF and
MILP solvers are used as technologies. Optimization of
real aircraft and the ARIANE 5 space launcher revealed
improvements of up to 30% in single objectives as
weight, compared to the manual design. The applicabil-
ity of the model during system development is extended
by the possibility to derive dynamic simulations, which
was shown for a MATLAB/SIMULINK AFDX simula-
tion.

In future works, it is intended to extend the capabili-
ties of the model-driven avionics architecture tool chain
by additional optimization routines. Moreover, it is
worked on a self-configuring avionics system, which
utilizes OAAM as its online knowledge base.

References

[1] Ramsey JW. “Integrated modular avionics: Less is more
- approaches to IMA will save weight, improve reliabil-
ity of A380 and B787 avionics,” Avionics magazine,
2007. [Online]. Available: http://www.aviation
today.com/av/categories/commercial/8420.html

—
[\
[l

Wilkinson C. “IMA aircraft improvements,” Aerospace
and Electronic Systems Magazine, IEEE, vol. 20, no. 9,
pp. 11-17, September 2005.

[3] Butz H. “Open integrated modular avionic (IMA): State
of the art and future development road map at airbus
deutschland,” in Proceedings of the 1st International
Workshop on Aircraft System Technologies, March
2007, pp. 211-222.

Watkins C, Walter R. “Transitioning from federated avi-
onics architectures to integrated modular avionics,” in
Digital Avionics Systems Conference, 2007. DASC *07.
IEEE/ATAA 26th, oct. 2007, pp. 2.A.1-1 -2.A.1-10.

[5] Wilson A, Preyssler T. “Incremental certification and in-
tegrated modular avionics,” in 27th Digital Avionics
Systems Conference, 2008.

Annighéofer B , Kleemann E, Thielecke F. “Model-based
development of integrated modular avionics architec-
tures on aircraft-level,” in Deutscher Luft- und
Raumfahrtkongress, Bremen 27. - 29. Sept. 2011, no.
1395. Bremen: Deutsche Gesellschaft fiir Luft- und
Raumfahrt, September 2011.

Annighofer B, Riedlinger M, Marquardt O. “How to tell
configuration-free integrated modular avionics what to
do?!” in 36th Digital Avionics System Conference, Saint
Petersburg, FL , USA, September 2017.

[8] www.oaam.de

—
~
flnar

—
[*)}
[t}

—
~
—

[9] www.eclipse.org/modeling/emf/

[10] Annighofer B, Thielecke F. “A systems architecting
framework for optimal distributed integrated modular
avionics architectures,” CEAS Aeronautical Journal, pp.
1-12,2015.

[11] Annighofer B. “Model-based architecting and optimiza-

tion of distributed integrated modular avionics,” Disser-

tation, Hamburg University of Technology, March 2015.

ISBN: 978-3-8440-3420-2

Annighéfer B, Kleemann E, Thielecke F. “Automated

selection, sizing, and mapping of integrated modular

avionics modules,” in 32st Digital Avionics System Con-

ference, Syracuse, NY, USA, October 2013.

[12

—_—



Bjorn Annighdfer

Development and Simulation of Integrated Modular Avionics Architecture

[13] Annighdfer B, Thielecke F. “Supporting the design of
distributed integrated modular avionics systems with bi-
nary programming,” in Deutscher Luft- und
Raumfahrtkongress, Berlin 10. - 12. Sept. 2012. Berlin:
Deutsche Gesellschaft fiir Luft- und Raumfahrt, Septem-
ber 2012.

Annighoefer B, Thielecke F. “Multi-objective mapping
optimization for distributed modular integrated avion-
ics”, in 31* Digital Avionics System Conference, Wil-
liamsburg, VA, USA, October 2012.

[15] IBM CPLEX or GUROBI

[16] Annighoefer B, Reif C, Thielecke F. “Network topology
optimization for distributed integrated modular avion-
ics”, in 33rd Digital Avionics System Conference, Colo-
rado Springs, CO, USA, October 2014.

[17] Ehrgott M. Multicritia Optimization, 2, Ed. Springer
Berlin Heidelberg, 2005.

[18] Annighoefer B, Nil C, Sebald J, Thielecke F. “Structured

[21

—_

and symmetric ima architecture optimization: Use case
Ariane launcher,” in 34th DASC, 2015.

Annighéfer B, Celen Nil, Sebald J, Thielecke F. “Ari-
ane-5-based studies on optimal integrated modular avi-
onics architectures for future launchers,” in 6th EU-
CASS, 2015.

Annighofer B, Posternak V, Thielecke F. “Empirical in-
vestigations on avionics scaling laws,” in 35th Digital
Avionics System Conference, Sacramento,CA , USA,
September 2016.

Annighéfer B, Thle H, Thielecke F. “An easy-to-use real-
time AFDX simulation framework,” in 35th Digital Avi-
onics System Conference, Sacramento,CA , USA, Sep-
tember 2016.



SNE TECHNICAL NOTE

Performance Modelling of a Computer
Integrated Manufacturing and
Management System

Jozef B. Lewoc!”, Antoni Izworski?, Slawomir Skowronski?

'Design, Research and Translation Agency Leader (Leading Designer)
53-138 Wroclaw, ul. Powst. SI. 193/28, Poland; *leader@provider.pl

“Wroclaw University of Technology, 50-370 Wroclaw, Wybrzeze Wyspianskiego 27, Poland

SNE 28(2), 2018, 67 - 74, DOI: 10.11128/sne.28.tn.10416
Received: December 2012 (Draft); Revised 2014 (Corrected);
Accepted: October 20, 2017

SNE - Simulation Notes Europe, ARGESIM Publisher Vienna, ISSN
Print 2305-9974, Online 2306-0271, www.sne-journal.org

Abstract. This paper presents a predicted target archi-
tecture of an integrated manufacturing and manage-
ment system, based on a metropolitan-type infranet and
an industrial process control and monitoring network.
Such systems are severely required by prospective users,
especially large-scale manufacturing enterprises. Never-
theless, neither big manufacturers of computer integrat-
ed manufacturing systems nor big manufacturers of
computer integrated systems are apt to develop com-
bined computer integrated manufacturing and man-
agement systems. Considering that, a team of volunteer
design and research workers initiated some work orient-
ed toward facilitating future development of such com-
bined systems. Since the combined systems will be novel
ones, prior results of research work conducted for the
manufacturing systems or the management systems
separately will not be valid, since the actual require-
ments will have to cover the needs of both manufactur-
ing and managerial applications. This refers to, among
other things, to performance evaluation. To evaluate
performance, a method developed for packet switching
networks with end-to-end acknowledgement was ap-
plied. The network is modelled as a set of closed routes
consisting of a user and a series of service stations
(communication links, switches, host processes). The
paper describes the investigations carried out for the
case study. Some consideration is given to the perfor-
mance evaluation accuracy, basing on the validation
work results obtained from analytical work, simulation
and measurements on the Polish pilot wide area network.

Introduction

The Computer-Integrated Manufacturing and Manage-
ment (CIMM) systems are severely needed by prospec-
tive users, especially big and medium manufacturing
enterprises. In spite of that, big manufacturers and ven-
dors of Integrated Management (IM) systems, having at
their disposal financial resources sufficient to develop
and implement at least pilot CIMM systems, are no apt
to enter the manufacturing domain [1,2]. The basic
reason for that seems to be the fact that the big IM sys-
tem manufacturers and vendors do not possess at their
disposal the designers and implementers educated and
experienced enough to cope with both manufacturing
and management issues. Such persons are available,
paradoxically many of them are available in poorly
developed countries where the designers must have
possess a wide scope of experience in order that they are
successful [3], but they are dispersed in various indus-
trial and/or research organisations and they do not have
at their disposal the financial resources needed to devel-
op novel IT systems of the CIMM type.

In such circumstances, a reasonable duty of research
and development workers seems to be to carry out the
initial work on the prospective project of CIMM sys-
tems, even if no financing is available for such work.
This work may be considered as a volunteer work or a
work for the society that have financed their earlier
research and development work.

A team of IT experts and process technologists was
established and worked out an approach to development
of CIMM systems that seems to be feasible, rather fast
and economic [4,5,6,7]. The next step that can and
should be made by the research and development work-
ers even before the CIMM project is established is that
of performance evaluation of probable hardware struc-
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tures.

The task of performance evaluation is important in
the case of CIMM since the project concerns a novel IT
system for which nobody possesses the sense of perfor-
mance and no rules of thumb concerning performance
could have been developed earlier. The performance
evaluation issues connected with development of CIMM
systems is the subject matter of the present paper.

The authors believe that a specific in-depth example
is more educational than a general study, in particular in
the context described above, and, therefore, the form of
a case study has been adopted for the present paper.

The following section presents the architecture of
the CIMM system under investigation.

1 Exemplary CIMM Architecture

The pilot Polish CIMM system has been designed sev-
eral years ago for the biggest then Polish manufacturer
of household appliances, Polar, Wroclaw (the Enter-
prise), employing several thousand people. The CIMM
issues were analysed for the Enterprise already in the
early nineties, but the project was abandoned because of
the severe down economy period in Poland in the nine-
ties. In conformity with the early design work, it was
assumed that the target organisational structure of the
Enterprise would be that depicted in Figure 1.
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Key: PR - President
PD - Procurement Director

RM — Run Maintenance Dept.
WM — Working Media Engineer
QC — Quality Control & Assurance
MS — Marketing & Service

ST - Staff Dept.

QC — Quality Control

RD - Run Director

CD - Culture Director
DE - Design Dept.

TE — Technology Dept.
PR — Procurement Dept.

Figure 1. General organisational diagram of the
enterprise.

For the general Enterprise organisation presented in
Figure 1, the hardware architecture of the CIMM sys-

tem, depicted in Figure 2, has been proposed.

The architecture is based on the infranet metropoli-
tan network operating under the TCP/IP protocol suite
[8] and on the process control and monitoring network
of the LonWorks type [9].

Key:

SXY- Server of the unit XY
O - Router, RXY

/\ - Controller

Figure 2. Hardware architecture of the CIMM system

2 The Network under
Investigation

It is assumed that the time needed for transfer of data
via any switch (server, gateway, node or router) is in-
significant in comparison with the time needed to trans-
fer the data via a co-operating data link. This is in con-
formity with the specifications of actual hardware pro-
posed for the CIMM system since data is transferred via
network switches as 8-bit byte blocks transferred via
fast direct memory access (DMA) channels and internal
processing of the data is usually connected only with the
message headers.

However, the method proposed enables to consider
the delays in network switches though the calculations
may be somewhat more complicated.

With the assumption that the delays in transmission
links are insignificant, the hardware structure of the
CIMM system may be presented as in Figure 2. The
network depicted in Figure 2 is composed of 30 switch-
es (15 routers and 15 servers). Let the individual
switches and data links be numbered as shown in Fig-
ure 3 (server Nos: 1- 15, router Nos: 16-30, link pairs
(for both transmission directions): (1,2) — (85,86).
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Note

Link number, i =2k, k=1,2,..,43 is, in fact, a pair of numbers, 2k
and 2k-1; the first is the number of the link directed from the
node of the lower number to that of the higher one and the other
in the opposite direction.

Figure 3. Numbering of links and nodes.

Upon the network of Figure 3, there is stretched a set of
closed routes. Exemplary closed routes in the CIMM
network are the connections between a Marketing &
Service Department worker and the general enterprise
database (the President’s database) (closed route No. s =
166; ref. Figure 4a) and between a technologist and the
system Media database (closed route No. s = 279;
ref. Figure 4b).

Yis1e6  Etse6 Yrrae6  Er7,166 Yes166  Ee3 166 Y1166 En,166

a) Exemplary closed route of a Marketing & Service
employee using general enterprise database

Y2s,270 E2s279 Yo7,270 Ee7.279 Y34,279 Eaaor0 Y74,270 Eva27e Yes270 Eszore Yo279 Eo270

b) Exemplary closed route of a technologist using the
System Media

Key:
se§=1,..,299; iel =1,...,86
Rs = round route (trip) delay for s-th closed
route
T, = s-th closed route cycle time
D¢ = s-th closed route throughput
Y; s = waiting time of s-th closed route to i-th link
E; ¢ = service time of s-th closed route to i-th link
M; = s-th closed route thinking time
Ss = s-th closed loop ultimate service time

Note: Upper case letters denote random variables while
lower case letters — relevant mean values

Figure 4. Exemplary closed routes.

Note: it is assumed that any p-th server, p €1,...,15
(ref. Figure 3) is able to support 20 closed routes of
numberss = (p—1) 20,..,(p — 1) 20 + 19.

Note also that the network described here as a set of
closed routes may be considered as a case of the Kelly
networks [5] where the entity (packet) sojourn time in
any switch is a function of the number of packets in all
routes in the network. However, the classic queuing theo-
ry does not provide solutions for the Kelly networks [10].

In theory, the problem may be solved by the stochas-
tic queuing system methods. Unfortunately, the stochas-
tic queuing system methods are not suitable for actual
network designers and, even more, closed networks
always produce severe problems [11].

Another class of performance evaluation methods
are Petri nets, either deterministic or stochastic [12].
However, Petri nets are only formalisms and do not
provide anything of merits, not covered by the basic
classic or stochastic performance evaluation methods.

Therefore, it was decided to adapt the approximate
performance evaluation method [13], developed and
validated earlier for computer and communication net-
works with end-to-end acknowledgement, to the cases
of the CIMM system and to apply the method for per-
formance evaluation for the case study under discussion.

3 The Approximations

The reference [13] is hardly available now. Therefore,
some basic assumptions and results will be repeated in
the present paper.

In addition to the denotations defined in Figure 3,
the following will be used in the present paper:
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A; is the set of closed routes beginning at the i-th
link, such that the s(i)-th user is connected directly to
the i-th link:

A =1S,.8,:S4}

B; is the set of closed routes passing via the i-th link
but not beginning at that link:

Bi={z,.2,. Zin ;

The link preceding the i-th link in the s-th closed
route is denoted by h = hs(i), provided that s € B;.

The set of closed routes parallel to the s-th closed
route in the i-th link is defined by (3).

C=Bn(AUB,)

)

2

3)

The power of C; is given by (4).
— 4
c-c 4)

The mean cycle time of closed routes encountered
by the s-th route at the i-th link is approximated by (5).

t.=2tL 0, ®)
, T
lea B, /s b

The mean waiting time of the closed routes encoun-
tered by the s-th route at the i-th link is given by (6).

- tis Yii .. (6)

yi,s - ( )5

@ +b 1) enGEne

The mean service time for the closed routes encoun-
tered by the s-th route at the i-th link is given by (7).

— fi,s Q,I (7)
gs=——""—"- ),
(& +hb -1 le{AuZa:}\m t,

The mean thinking time for the closed routes en-
countered by the s-th route at the i-th link is given by

(3).

Mis=— s S, ®)
(@ +b =1 caGas b
The definitions of the mean values defined above for

the set of closed routes that are not parallel to the s-th
route are as follows:

f,oath-c,
s — l (9)
letAoB NG i
y _f'is Yir, 10
P oath -caSEe b ’ (o
é' _ fi,s e'>| . 11
s —— L
g, +b| -G le{AUB }\C, tI (h
_ ti
Mis = - &; (12)

3 +b —CicaCac b

For all closed routes, the balance equations (13)
have been defined. The basic reasons for the balance
equations are as follows.

The first set of equations in (13) is obvious: the cy-
cle time, ts, for any closed loop is a sum of the thinking
time, M, all waiting times, Yis, and all transmission
times, 6, for the closed loop involved (ref. the exam-
ples in Figure 4).

For the two other equation sets in (13), the unknown
mean values are approximated by the mean values of
uniformly distributed variables and the probabilities that
any entity (packet) is in any specific state (thinking,
waiting for transmission, transmission) is approximated
by the mean duration for that state divided by the mean
cycle time for the variable under consideration. Another
assumption is that there may exist one and only one
entity (packet) in any closed loop of the network.

The second equation set in (13) refers to the case of
an entity (packet) of the s-th closed route beginning at
the i-th link. This entity may find there an entity of any
closed route passing via the i-link with the probability

€is

(a+bi-1)—————— (the latter dividend describes
tis(1——2)
tS
the condition that the entity (packet) under considera-
tion is not in the state of transmission).

The expression in the parenthesis in the second
equation set of (13) is a sum of three terms, denoted
here by e;;(A+ B + (). After multiplying, the first
term is the mean value of the time from the instant that
the entity of the s-th closed loop finds the entity in
transfer till the instant that the latter transmission is
€is

completed, i.e. in accordance with the assumptions

accepted.

7,
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The second term approximates the queue that may
have been gathered during the time interval that the
entity (packet) found in transfer via the i-th link (there
are (a; + b; — 2) eligible candidates), provided that the
possible candidate is not in the thinking state (the quo-

m.
tient (1- %) ).

1, — CI,s
The third term approximates the queue that may
have gathered during the time interval from the instant
that the entity encountered in the i-th link has been in
transfer till the instant that the entity of the sth closed
loop appears at the i-th link (there are ((a + by) — 1)
eligible candidates to be multiplied by the mean proba-

i,s

bility the candidate is in the waiting state (%)
ti,s - ei,s
provided that it is not in the state of thinking
(L
ti,s — € .S

The third equation set in (13) describes the routes
passing via the i-th link but not beginning there. It is
approximated that any loop parallel to the s-th one is of
no impact on the waiting time spent by any entity of the
s-th closed loop at the i-th link (the complete share of
the parallel loops in the waiting time of the loop under
consideration is included at the beginning link). There-
fore, the averaging in this equation set is done only for
the closed loops that are non-parallel to the one under
consideration (formulae (9)-(12)). Except of that, this
set of equations is analogous to the second one (note
that in this case, the minimum value of ¢; equals to 1
(formulae (3), (4)).

The set of equations (5) — (13) enables to compute
iteratively the basic unknown mean values of the net-
work performance, i.e. the closed route cycle time, tg,

1

the mean throughput in the sth closed route, dS = r ,
S

and the round-trip delay, re =t;—m.

ts: is+e|s;
SIES( g;(y, $) 13

where Sis the set of all closed loops, S=v.

_(a+b-De’s 1
I (yi,s_ qﬁ (2+

=A fs(l— %)
r(a b -2y My Yis
ti,s—ei,s ts_ei,s
B 6.
(@ +h—D(1- ") 2,
ti,s—ei,s ti,s—ei,s
b-c)es 1
e
=B ti,s(l—i’s
tS
(@ +h—c —N1-— ey Yis

tis—€s tis—6s

ei,s

+(a +h-c)1- ) 2
ti,s—ei,s ti,s—ei,s

.
mi,s
-

4 Validation of Approximations

Validation with accurate results for cyclic
queuing systems

The problem of performance evaluation of homogene-
ous star-topology networks is the same as that investi-
gated for cyclic queuing networks. The accurate solu-
tions in the form of limit probabilities of the entity
(packet, request) numbers have been known since early
seventies. These results, for exponential thinking time,
were employed to validate the approximations presented
above.

Several hundred comparisons were done for the
number of the customers (closed routes), v, changing
between 2 and several dozen. The relative error of the
mean cycle time, tg, calculated for the set of comparison
reached its maximum less than 0.03 at v ~#14 and de-
creased for v tending to zero or to infinity.
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Validation with simulation

In order that the approximations may be validated, a fast
WAN simulator was developed on the basis of earlier
simulation studies for real-time computer control sys-
tems. This simulator was used, primarily, for the Polish
pilot wide area network MSK. However, both actual and
planned network configurations (including those to
operate at much higher transmission rates) were inves-
tigated. In addition, available foreign simulation results
for local and wide area networks were also used for
validation.

The number of validation experiments was higher
that 500, with the number of closed loops and links
equal up to 500 and 100, respectively. The maximum
relative error found was lower than 0.08. However, in
the case of results obtained for MSK, where the fair
conditions of comparison could be ensured (this, obvi-
ously, was not true for foreign simulation investigation),
the maximum relative error of the cycle time (and
throughput) was lower than 3.5.

Validation with measurements

To investigate MSK and the approximations presented
above, an internal communication network measuring
tool Sitwa was developed and implemented.

It was used, primarily, to validate the simulation re-
sults on the existing possible configurations of MSK.
The investigations showed that the simplifying assump-
tions in simulation (e.g. omission of the flow control
packets and/or frames) did not result in significant simu-
lation errors. The maximum relative error of the approx-
imations under discussion did not exceed 0.05.

5 Exemplary Results

The set of equations (5) + (13) was solved iteratively.
The basic user characteristics, 7; and dg, for the exem-
plary closed routes, s = 166 and s = 279, are pre-
sented in Figure 5 + 8.

The closed route, s = 166, passes via the most se-
verely loaded links, i = 1 and i = 2. This results in
that ;¢ reaches more than 4 s at m; values close to 0
(ref. Figure 5). If it is assumed that an annoying value
(i.e. the value that can not be accepted by the Enterprise
employees) of rs is that higher than 2 s, then the mg
values below some 0.5 s should be avoided.

7,

s I s I
1+18 {0} 160 16,79,35,76,83,11.12,86,75,36,80,15
19 2,62,74,83,9,10,84,73,61,1 161+178 |18,77,63,1,2,64,78,17
20 2,62,76,85,11,12,86,75,61,1 179 18,77,35,74,83,9,10,84,73,36,78,17
21+38 4,31,1,2,32,3 180 18,77,35,76,85,11,12,86,75,36,78,17
39 4,34,74,83,9,10,84,73,33,3 181+198 |20,75,71,2,1,62,76,19
40 4,34,76,85,11,12,86,75,33,3 199 20,75,74,83,9,10,84,73,76,19
41-58 6,61,1,2,62,5 200 20,85,11,12,86,19
59 6,74,83,9,10,84,73,5 201-218 |22,73,61,2,1,62,72,21
60 6,76,85,11,12,86,75,5 219 22,83,9,10,84,21
61+78 8,63,1,2,64,7 220 22,73,75,85,11,12,86,75,72,21
79 8,35,73,83,9,10,84,74,36,7 221-238 |24,71,61,2,1,62,72,23
80 {0} 239 24,71,74,83,9,10,84,73,72,23
8198 {0} 240 24,71,76,85,11,12,86,75,72,23
100 {0} 241+258 |28,69,31,1,2,32,70,25
101+118 | {O} 259 26,69,34,74,83,9,10,84,73,33,70,25
119 {0} 260 26,69,34,76,85,11,12,86,75,33,70,25
120 {0} 261+278 |28,67,31,1,2,32,68,27
121+138 | 14,81,63,1,2,64,82,13 279 28,67,34,74,83,9,10,84,73,33,68,27
139 14,81,35,74,83,9,10,84,73,36,82,13 280 28,67,34,76,85,11,12,86,75,33,68,27
140 14,81,35,76,85,11,12,86,75,36,82,13 281+298 |30,65,31,1,2,32,66,29
141+158 | 16,79,63,1,2,64,80,15 299 30,65,34,74,83,9,10,84,73,33,66,29
159 16,79,35,74,83,9,10,84,73,36,80,15 300 30,65,34,76,85,11,12,86,75,33,66,89

Table 1. I; versus s
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The d4¢ values (the mean throughput values depicted
in Figure 6) show a definite saturation (congestion) at
mg values below ca. 0.5 s. If the mean offered load for
the 166-th closed route is defined by (14).

A Gise[10%ss]

30 —a
y
20 +-
10
0 1 | | I Mies[s]
=+ttt
0 10 20 30
Figure 6. d,¢¢ versus myq.
off __ 14
t166 - Z(els +ms) (14)

i€166

Then the increased offered load results in the decreased
mean throughput, d,¢6, for the given scenario and for

m; < 0.5

s, s =1,..,300.

The closed route, s = 279 (Figure 7), shows only
the acceptable 7; values (below 1 s while the values not
greater than 2 s are acceptable as not annoying ones)
and the ds value is decreasing monotonically with the
offered load increasing (mgy 2 0,s = 1,...,300) (Fig-
ure 8). The reason is that the 279-th closed route does
not pass via any link under heavy traffic. Therefore,
even when the mean thinking time is decreased towards
zero, no saturation (congestion) occurs in the links
passed by the 279-th closed route.

A r279[S]

|
I
0 10 20 30

Figure 7. 1y, VErsus my,q
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Figure 8. d,;, Versus m,,q
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6 Final Remarks

The authors do not claim that the method devised and
verified some dozen years ago needs no further work.
On the contrary, they do realise that the method validat-
ed primarily on the pilot Polish Interuniversity Comput-
er Network MSK, operating at rather low transmission
rates and in a limited configuration, needs further vali-
dation and possible tuning. In addition, the method may
and should be upgraded: thanks to the rapid growth of
the computing power that has happened during the last
decade, more accurate approximations may be done for
the balance equations (e.g., the simplifying assumption
that an entity (packets) may find only one entity of one
closed loop in the queue to some link) may be discard-
ed. Then the balance equations become more complicat-
ed but may be still solved by the iterative method. And
the networks with sliding windows or credit-based flow
control may be modelled directly, instead of modelling
several loops for credits bigger than 1, as it has been
done earlier.

However, the authors believe that the method may
and should be published in its original form now. Any
protest against it, raised by the queuing theory experts
pointing at some possible formal deficiencies of the
method, would sound rather false: in a general case, the
classic queuing theory methods have failed and have not
produced any useful tools for performance evaluation of
actual computer and communication networks, severely
needed by network designers, developers and operators.
The authors are designers and/or consultants for actual
computer systems and networks. To do their jobs in a
proper way, they had to get involved in some research
work in the domain of performance evaluation. Any
further work is, however, within the duty range of the
queuing theory people.
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Abstract. The MATLAB/Simulink add-ons for C and C++
code generation, MATLAB Coder, Simulink Coder and
Embedded Coder, are a widely used and well established
technologies for rapid prototyping, model based design,
real-time simulation and similar technologies. Math-
works provides the prerequisites for code generation for
many Simulink blocks and MATLAB functions. Missing is
the direct support of peripheral functions like digital and
analog input/outputs, communication functionalities and
other microcontroller features when the goal is to exe-
cute a Simulink model within a small embedded system.
To extend the above coders to support these functions,
several add-on toolboxes exists, delivered by Mathworks
itself or by third-party suppliers. In the following, the
programming of microcontrollers is shortly introduced
and their resource utilization is compared, starting with
assembler up to code generation by a Mathworks coder
products. After introducing and comparing different
Cortex-M coder toolboxes, the MbedTarget toolbox as an
open source alternative is presented. With examples and
code snippets, the principle of the code generation pro-
cess, the work flow of MbedTarget together with the
principle to define a Simulink block is shown.

Introduction

MATLAB/Simulink is widely used in the engineering
education, among others in control theories. Other top-
ics of the student education are microcontroller (MCU)
programming and the integration of these into physical
processes. Main tools for implementing the algorithms
are C and C++ compiler.

The interaction with physical systems makes
knowledge about control theory often necessary. But the
media break between Simulink at one side and C and
C++ programming at the other side can make this com-
plicated.

With MATLAB, Simulink and Embedded Coder,
toolboxes to create C and C++ code out of Simulink
models or MATLAB programs are provided.

To combine both topics, the direct support of pe-
ripheral functions like digital and analog input/outputs
and other MCU features to interact with a physical sys-
tem within a Simulink model is necessary. For this,
additional packages to extend the coder toolboxes exist,
as MATLAB or third-party Add-Ons.

After a short introduction of MCU programming
variants in Chapter 1 and their resource comparison, the
next chapter describes a few coder toolboxes. In chap-
ter 3, the new MbedTarget is introduced as an alterna-
tive coder toolbox.

1 Cortex Microcontroller

Cortex MCUs are 32- and 64bit microprocessors, divid-
ed into three subfamilies Cortex-M, -R and -A. They are
licensed by ARM Holding. The licensees are producing
MCUs with the Cortex microprocessor core but compa-
ny specific peripheral components.

1.1 Cortex-M family overview

Members of the Cortex-M family are 32bit MCUs with
a broad range of processing power, memory sizes, pe-
ripheral components, etc. Since the introduction of the
first variant, the Cortex-M3 core was released in 2005
and first silicon products were sold in 2006 [1], other
variants with more or less powerful cores, e.g. Cortex-
M7 and -MO, were introduced. The Cortex-M MCUs
have been become a widely used technology, a huge
amount of manufacturers are delivering variants. The
distributor mouser [2] has ca. 6800 variants of Cortex-
M MCUs in its catalog. At all, it lists ca. 40000 MCUs.
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1.2 Programming

The following subchapters are shortly introducing and
comparing typical embedded programming principles.

Assembler

Since the invention of microprocessors, assembly lan-
guage has been used [3]. To have the full control over
them and their periphery, it is still common to use as-
sembly language. The importance of it decreased over
the time in comparison to other languages, but it is still
under the 10 most used [4].

C/C++ with HAL library

Many MCU producing companies not only provide the
silicon chip but also deliver software libraries. Experi-
ences show that unlike with previous 8 and 16bit pro-
cessors, the programming of current 32bit MCUs with-
out these libraries considerably increases the overhead.
As an example, STM32Cube by STMicroelectronics
(STM) [5] is introduced. The software consists of two
parts:

e STM32CubeMX A tool for C code generation for
initialization of hardware functions, adding and con-
figuring of middleware libraries like TCP/IP stack,
RTOS, USB, file systems etc. and finally the genera-
tion of project files for several integrated develop-
ment environments (IDEs).

e STM32 MCU packages These packages implement a
hardware abstraction layer (HAL) to provide stand-
ardized API calls for all STM MCU families. An ad-
ditional part of the packages are middleware libraries
like TCP/IP stack, RTOS, USB, file systems and
graphical libraries.

Mbed library

The Mbed project was started in 2005 by two ARM

employers, Simon Ford and Chris Styles, who are help-

ing out in undergraduate and after-school projects. Both

were not satisfied with the current situation and devel-

oped the idea to ease the MCU development [6]. Among

others, main ideas of this are [7]:

e open source MCU debugging and programming

e hardware

« online toolchain object oriented HAL with adaption
layer to different company specific HAL libraries

The object oriented HAL is a C/C++ MCU software

platform containing object oriented peripheral and li-

brary APIs, C adaption layers and startup code for 232

MCUs [7].

Additionally, several Python tools are part of Mbed,
providing functions for compiling, testing library man-
agement, exporting project files to several IDEs etc.

Mbed significantly reduces the effort of getting
started with ARM based MCUs. A drawback is the
amount of additional software layers which leads to an
increase of binary sizes. The possibility to compile the
same code for different MCUs is advantage and a dis-
advantage at the same time.

Data flow oriented programming

This programming paradigm, i.e. visual programming,

has some advantages in comparison to the above men-

tioned imperative, text based languages [8, 9]:

o the depiction of a real world object succeeds particu-
larly well

e challenging concepts of imperative languages like
variables and dynamic data structures are not rele-
vant

e it provides parallel execution without the need of
explicit instruction

o the clarity eases prototypical implementation

Conclusion

As a comparison of the different programming princi-
ples, the hello world of MCU programming, a LED
blinking application, is compared in its resource usage
(sizes of read-only and read/write memory) [10]. The
effort to program the application, can only be qualita-
tively estimated. The effort decreases from the usage of
assembler language, over a general C and HAL pro-
gramming and Mbed. The data flow oriented program-
ming will produce the lowest cost in terms of time to
create the application. But it also has the highest re-
source utilization as can be seen in Table 1.

2 MATLAB/Simulink Targets for
Cortex-M Controller

Simulink is a widely used data flow oriented develop-
ment tool. To program MCUs with it, beside the
MbedTarget, introduced in this paper, several other
targets exist. They are provided by the Add-Ons manag-
er of MATLAB, or are available as third-party tools.
Three of these: Embedded Coder Support Package for
STMicroelectronics Discovery Boards [11], Simulink
Coder Support Package for STMicroelectronics Nucleo
Boards [12] and STM32-MAT/TARGET [13] are intro-
duced in the following.
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Programming RAM size
principle Flash size (byte) (byte)
assembler 88 0
C without library 716 1632
MCU specific HAL ~ 1392" 1032*
2852° 1032°
Mbed HAL 22576° 1432°
37716 484"
Data flow oriented® 58932 8060

" low layer library used [5]
? high layer library used [5]
? without RTOS
* with RTOS (default config.)
* MbedTarget v1
Table 1. Resource comparison of programming
principles using the blinking example [10].

2.1 Embedded Coder Support Package for
STMicroelectronics Discovery Boards

STM32 Discovery kits are low cost solutions for the
evaluation of STM32 Cortex-M MCUs by STM. Beside
the MCU and the necessary infrastructure to use it, the
kits contains additional peripheral items like displays
and sensors. Mouser [2] lists 20 kits in its catalog, the
support package can handle three of them:
STM32F746G-DISCO,  STM32F7691-DISCO  and
STM32F4-Discovery.

For the STM32F4-Discovery the old, no longer sup-
ported standard peripheral library is used, the other two
boards are using the Mbed library.

The only supported compiler is GNU GCC.

For the STM32F4-Discovery board, Simulink blocks
for analog in, digital in/out, audio in/out and Interrupt
handling are available. All MCU pins are usable.

For the other boards, blocks for analog in, digital
in/out, serial communication, timer, TCP, UDP and
audio in/out are available. The MCU pin usage is re-
stricted to 22 pins.

The supported MCU hardware functionality for all
three variants is very basic, the pin usage is partly re-
stricted.

To generate, compile and link the C Code of a Sim-
ulink model a single step — Deploy to Hardware — is
necessary.

The package requires the Embedded Coder toolbox.

Figure 1 shows an example, an alternating digital
pin.

STM32F4

H I?I —»  convert —» Pin 12 I l I I
(ANE

Convert to logical GPIOD

LED4 (Green)
(GPIOD, Pin 12, Pull-up, 50MHz)
Figure 1. Example with Embedded Coder Support
Package for STM Discovery Boards.

2.2 Simulink Coder Support Package for
STMicroelectronics Nucleo Boards

STM32 Nucleo kits are the lowest cost solutions for the
evaluation of STM32 Cortex-M MCUs by STM. Beside
the MCU and the necessary infrastructure to use it, the
kits does not contain additional peripheral items except
a few kits with Ethernet connectivity.

Mouser [2] lists 38 kits in its catalog, the support
package supports 9 of them: Nucleo-F401RE, Nucleo-
F103RB, Nucleo-F302R8, Nucleo-F031K6, Nucleo-
L476RG, Nucleo-L053RS8, Nucleo-F746ZG, Nucleo-
F411RE and Nucleo-F767ZI.

For all boards the Mbed library is used.

The only supported compiler is GNU GCC.

For all boards, Simulink blocks for analog in, digital
in/out, serial communication and timer are available.
The MCU pin usage is restricted to 22 pins. The sup-
ported MCU hardware functionality is very basic.

To generate, compile and link the C Code of a Sim-
ulink model a single step — Deploy to Hardware — is
necessary.

The package requires the Simulink Coder toolbox.
Figure 2 shows an example, an alternating digital pin.

MBED

UL

Pin: 13

Figure 2. Example with Simulink Coder Support
Package for STM Nucleo Boards.

2.3 STM32-MAT/TARGET

This packages is provided by STM. It is based on-
STM32Cube. The Simulink package supports allSTM32
MCUs.

All compiler supported by STM32CubeMX can
beused: EWARM, Keil MDK V4 and V5, TrueSTU-
DIO,SW4STM32 and GNU GCC.
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Blocks for analog in/out, digital in/out, serial com-
munication, timers, watchdogs are provided. The block
set uses the code generation utility STM32CubeMX.
Because of this, the supported MCU hardware function-
ality is considerably large.

To generate, compile and link the C Code of a Sim-
ulink model, two steps are necessary: executing the
Simulink function: Deploy to Hardware and project
building in the chosen IDE.

The package requires the Embedded Coder toolbox.
Figure 3 shows an example, an alternating digital pin.

STM32Fxx m‘ STM3z ‘,’
: D1
STM32F407VGTx M B Pin1a  GPIOD
ST GPIO_Write

Figure 3. Example with STM32-MAT/TARGET.

2.4 Conclusion

Whereas the provided functionality of the support pack-
ages introduced in Chapter 2.1 and Chapter 2.2 is very
basic, the other package offers nearly as much functions
as the MCU hardware provides.

All packages are free of charge. But the main disad-
vantage of all is: they are closed source. Own extensions
are difficult to realize or even not possible. The support-
ed MCU depends on the manufacturer, mainly STM32
products are supported. Mathworks and third parties
offers some more targets supporting e.g. NXP KL25Z
and Ko64F, Infineon XMC, Nordic Semiconductor
NRF51 and BBC micro:bit. Although the number of
Cortex-M MCUs is huge, the selection of Simulink
targets and supported MCUs is restricted.

3 MbedTarget

MbedTarget is completely open from both sides: all
code and configuration files i.e. MATLAB code, tem-
plates, configurations etc. as well as all MCU libraries
are available free of charge and as source codes. It is
based on MbedOS 5, therefore all MbedOS 5 compati-
ble microcontrollers can be used to run Simulink mod-
els. MbedTarget uses internally GNU GCC to compile
the generated source code. Additionally, project files for
all Mbed supported IDEs can be generated. With these
project files, the generated code can be manually com-
piled and/or debugged when the Simulink model does
not run or own blocks are developed.

The Simulink block library contains two groups of
blocks:
o for Mbed functionality
o for sensors, actors, .. based on additional libraries

The first group contains blocks for analog in/out,
digital in/out, user LEDs, user buttons, serial communi-
cation, timers, Ethernet, RTOS etc.

The second group contains blocks for external ana-
log to digital converter, digital to analog converter,
external digital in/out chips, several sensors and actors
like temperature, pressure, motion, magnetometer,
range, motor control, display, etc. Additionally, MCU
specific blocks for encoder, input capture, random num-
ber generator and counter are provided.

MbedTarget supports both available coder toolboxes
with Simulink model code generation capabilities, Sim-
ulink Coder and Embedded Coder.

To generate, compile, link and flash the C Code of a
Simulink model a single step — Deploy to Hardware — is
necessary.

Figure 4 shows an example, a blinking LED.

‘ —>|| convert J—b{ LED1

Figure 4. Example with MbedTarget.

3.1 Principle of MbedTarget code generation

The principle workflow when processing a Simulink
model to an executable binary is shown in Figure 5.

Simulink/Embedded
Coder

libraries

output: model.rtw

output: model.cpp + Makefile ¥

Matlab Run-time interface
support ¢fcpp/h files

Figure 5. Principle of the MbedTarget code generation.

Simulink or Embedded Coder are generating an rtw file
from the model. That is a specific textual representation
of the model. Together with tlc files (target language
compiler files) which are part of MATLAB and of the
specific Simulink target, the target language compiler
(TLC) generates several c/cpp/h files and a Makefile
meanwhile the process can be influenced by hook calls.
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MbedTarget uses the code generation principle
based on tlc files: mbed.tlc for the Embedded Coder or
mbed_grt.tlc for Simulink Coder as the starting points.

The TLC offers several hooks to customize the code
generation process i.e. the transformation process from
rtw to c/cpp files. Mainly two hooks are used by
MbedTarget: before calling_make for code handling
processes and after_calling_make for the compiling and
flashing process.

The whole procedure can be summarized by the fol-
lowing steps:

1. The TLC uses the current MATLAB working path to
store all generated files in a folder with a name con-
structed using the Simulink model name and ‘slprj’,
e.g. blinky_slprj. During this process Simulink tlc
files where used for each standard Simulink block,
for each non-Simulink block another tlc file is
provided by MbedTarget. Beside the c/cpp/h files
generated out of tlc files, also a makefile is created
based on template makefiles mbed.tmf or
mbed_grt.tmf. This makefile needs an additional
make include file, generated within the hook func-
tion, described in step 2.

2. After step 1, during the hook call before calling_
make, a target specific folder is created. Into this
folder, all generated files are copied and a Mbed spe-
cific make include file is generated. This include file
is very similar to a standard gcc makefile used by
Mbed.

3. After executing the hook before_calling_make make
is called and a bin file is created.

4. During the hook call after_calling_make, the bin file
is flashed to the target MCU.

3.2 MbedTarget Simulink block usage

This chapter describes shortly the components of an
MbedTarget Simulink block. The Digital Output block
is chosen because it is one of the simplest blocks. It has
only a single input port to write a digital value to MCU
pin and is depicted in Figure 6.

I

Digital Output

JPinAD

Figure 6. MbedTarget Digital Output block.

With a double click onto the block, a configuration
dialog opens as shown in Figure 7. The block has 4
parameters which has to be configured in the dialog:

(*&l Block Parameters: Digital Output
mbed Digital Output
Sends the digital value to the specified port.pin.

The pin behaviour (pullup, pulldown, opendrain, ...) can be
configured.

An input of 1 sets the pin high and 0 sets the pin low.

Parameters

Port Name: A * Pin Number: 0
Output Mode PullDefault
Sample time (-1 for inherited):

-1

II Cancel Help Appl

Figure 7. Parameter dialog box.

e Port Name and Pin Number to choose a digital port,
e.g. PAO

¢ Output Mode for pull up, pull down, open drain, ... -
options are corresponding to Mbed options of the
DigitallnOut C++ class for digital in/out pins.

e Sample time defines the time period, how often the
digital value is written to the MCU pin. The value
has to be a multiple of the global step size.

3.3 MbedTarget Simulink block creation

To implement custom Simulink blocks, the following

elements are necessary:

¢ a block mask

¢ a S-function

¢ a tlc file consisting of a mixture of target language
and C/C++ code

The block mask defines the outlook of the block as
shown in the Simulink model editor, defines the input
items available in the block mask dialog. It also defines
block title, block help text and the help menu entry.

The block parameters connect the block with a S
function, i.e. a binary mexw64 file implemented in C,
and a tlc file witch has the identical name. In MbedTar-
get, the S-function mainly describes the behavior of the
block: number and type of input and output ports,
checks parameters and prepares the transfer of these to
the TLC.

A tlc file is a mixture of tlc code, a script like lan-
guage, and C/C++ code in a form of snippets. The script
code controls the usage of the C/C++ snippets and how
and where they are put into a generated C/C++ file. The
tlc file contains mainly three functions: Setup, Start and
Output.
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Setup controls the inclusion of additional headers
and source files, where Start is executed once to gener-
ate initialization code and Output is called once in every
simulation loop. Even if the name is output, the function
has to handle also input values, send by Simulink to
input ports.

In the following, snippets of the Start function are
described in detail as an example:

1. %assign nPort-
Name=LibBlockParameterValue (PortName, 0)

2. %assign nPin-
Num=LibBlockParameterValue (PinNumber, 0)

3. %assign
pname="P"+FEVAL ("char", nPortName+64)

4. %assign
pname=pname+" "+FEVAL ("int2str",nPinNum-1)
Lines 1 and 2 fetches the variables entered in the block
mask dialog. Lines 3 and 4 creates from these a pin

name, e.g. PA 0 as used for STM32 MCUs.
5. %assign name = FEVAL("strrep",
LibGetFormattedBlockPath (block),"/"," ")
6. %$assign name = FEVAL("strrep",name," ;, ")
7. %assign name = FEVAL("strrep",name,"-",6" ")
Lines 5 to 8 create a unique name based on the com-
plete block name, e.g. blinky Digital Output for a
block Digital Output in a model blinky. The Simulink
path contains characters, e.g. /°, spaces and ‘-’, which
are replaced by ©_’ to create a valid C identifier.
8. %openfile declbuf
9. DigitalInOut $%<name> (%<pname>) ;
10. %closefile declbuf
11. %assign srcFile = LibGetModelDotCFile ()
12. %<LibSetSourceFileSection(srcFile, "Decla-
rations", declbuf) >
Finally, lines 8 to 12 create a single line in the dec-
laration section of the generated source file, shown in
line 13:
13. DigitalOut blinky Digital Output (PA 0);
The line 13 is the necessary Mbed code to create a
digital output.
A few more lines in the tlc file, using the same prin-
ciple, are creating the remaining, necessary C code.

3.4 MbedTarget main function

The MbedTarget supports the single task model of Sim-
ulink. To create the main function, the target contains
template file: mbed srmain.tlc and mbed grt main.cpp.
The creation of multithreaded application by Simulink
is not yet supported, but can be done manually with
MbedTarget RTOS blocks.

4 Conclusion

MbedTarget was developed to improve and ease the
MCU usage in several modules like robotics, sensor/
actor systems and embedded control systems of student
education. A common characteristic of all these mod-
ules is the intensive usage of MATLAB/Simulink in the
theoretical part. The practical implementation of the
theoretical knowledge is time consuming and errorprone
when using typical programming languages like C/C++.
By using MbedTarget, the media break between Sim-
ulink and C programming could be removed. The dis-
advantage of an increased resource usage does not play
a role in the prototypical implementations in this appli-
cation field, enough MCU resources are available with-
out problems.

MbedTarget is published at GitHub [14] and will be
continuously developed there.
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workshops and conferences, disseminating information
about modelling and simulation activitiesin Europe. Since
1992, CSSSis full member of EUROSIM.

— www.fit.vutbr.cz/CSSS
#=7 snorek@fel.cvut.cz

B< CSSS/ Miroslav Snorek, CTU Prague
FEE, Dept. Computer Science and Engineering,
Karlovo nam. 13, 121 35 Praha 2, Czech Republic

CSSS Officers
President
Vice president

Miroslav Snorek, snorek@fel.cvut.cz
Mikulas Alexik, alexik@frtk.fri.utc.sk
Scientific Secr.  A. Kavi¢ka, Antonin.Kavicka@upce.cz
Repr. ELROSIM  Miroslav Snorek, snorek@fel.cvut.cz
Edit. Board SNE Mikulas Alexik, alexik@frtk.fri.utc.sk
Web EuroSIM  Petr Peringer, peringer@fit.vutbr.cz

Last data update December 2012

DBSS — Dutch Benelux Simulation Society

The Dutch Benelux Simulation Society (DBSS) was
founded in July 1986 in order to create an organisation of
simulation professionals within the Dutch language area.
DBSS has actively promoted creation of similar organi-
sationsin other language areas. DBSSisamember of EU-
ROSIM and worksin close cooperation with its members
and with affiliated societies.

— www.DutchBSS.org
#=7 a.w.heemink@its.tudelft.nl

P< DBSS/A. W. Heemink
Delft University of Technology, ITS - twi,
Mekelweg 4, 2628 CD Delft, The Netherlands

DBSS Officers

President M. Mujica Mota, m.mujica.mota@hva.nl
Vice president  A. Heemink, a.w.heemink@its.tudelft.nl

Treasurer A. Heemink, a.w.heemink@its.tudelft.nl

Secretary P. M. Scala, p.m.scala@hva.nl

Repr. ELROSIM M. Mujica Mota, m.mujica.mota@hva.nl
Edit. SNE/Web M. Mujica Mota, m.mujica.mota@hva.nl
Last data update February 2018

FRANCOSIM - Société Francophone de Simulation

FRANCOSIM was founded in 1991 and aimsto the promo-
tion of simulation and research, in industry and academic
fields.
#=7 djouani @u-pec.fr
< FRANCOSIM /Y skandar Hamam

Groupe ESIEE, Cité Descartes,

BP 99, 2 Bd. Blaise Pascal,

93162 Noisy le Grand CEDEX, France

FRANCOSIM Officers
President Karim Djouani, djouani@u-pec.fr
Treasurer Francois Rocaries, f.rocaries@esiee.fr
Repr. EUROSIM Karim Djouani, djouani@u-pec.fr
Edit. Board SNE  Karim Djouani, djouani@u-pec.fr

Last data update December 2012
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HSS — Hungarian Simulation Society

The Hungarian Member Society of EUROSIM was estab-
lished in 1981 as an association promoting the exchange
of information within the community of people involved
in research, development, application and education of
simulation in Hungary and also contributing to the en-
hancement of exchanging information between the Hun-
garian simulation community and the simulation commu-
nities abroad. HSS deals with the organization of lec-
tures, exhibitions, demonstrations, and conferences.

— www.eurosim.info

#=7 javor@eik.bme.hu

P4 HSS/ Andrés Javor,

Budapest Univ. of Technology and Economics,
Sztoczek u. 4, 1111 Budapest, Hungary

HSS Officers
President
Vice president

Andras Javor, javor@eik.bme.hu
Gabor Szics, szucs@itm.bme.hu

Secretary Agnes Vigh, vigh@itm.bme.hu
Repr. EUROSIM  Andrés Javor, javor@eik.bme.hu
Deputy Gabor Szdcs, szucs@itm.bme.hu

Edit. Board SNE Andras Javor, javor@eik.bme.hu
Web EurROSIM  Gabor Sziics, szucs@itm.bme.hu
Last data update March 2008

ISCS — Italian Society for Computer
Simulation

The Italian Society for Computer Simulation (ISCS) isa
scientific non-profit association of members from indus-
try, university, education and several public and research
institutions with common interest in al fields of com-
puter simulation.
— Www.eurosim.info
#7 Mario.savastano@uniina.it
< ISCS/ Mario Savastano,

c/o CNR - IRSIP,

ViaClaudio 21, 80125 Napoli, Italy

ISCS Officers
President
Vice president
Repr. EUROSIM
Secretary

M. Savastano, mario.savastano@unina.it
F. Maceri, Franco.Maceri@uniroma2.it

F. Maceri, Franco.Maceri@uniroma2.it
Paola Provenzano,
paola.provenzano@uniromaz2.it

Edit. Board SNE M. Savastano, mario.savastano@unina.it
Last data update December 2010

LIOPHANT Simulation

Liophant Simulation is a non-profit association born in
order to be a trait-d'union among simulation devel opers
and users; Liophant is devoted to promote and diffuse the
simulation techniques and methodologies; the Associa-
tion promotes exchange of students, sabbatical years, or-
ganization of International Conferences, courses and in-
ternships focused on M& S applications.

— www.liophant.org

#=7 info@liophant.org

< LIOPHANT Simulation, c/o Agostino G. Bruzzone,

DIME, University of Genoa, Savona Campus
viaMoalinero 1, 17100 Savona (SV), Italy

LIOPHANT Officers
President A.G. Bruzzone, agostino@itim.unige.it

Director E. Bocca, enrico.bocca@liophant.org
Secretary A. Devoti, devoti.a@iveco.com
Treasurer Marina Massei, massei@itim.unige.it
Repr. ELROSIM  A.G. Bruzzone, agostino@itim.unige.it
Deputy F. Longo, f.longo@unical.it

Edit. Board SNE F. Longo, f.longo@unical.it
Web EuroSIM F. Longo, f.longo@unical.it
Last data update June 2016

LSS — Latvian Simulation Society

The Latvian Simulation Society (LSS) has been founded
in 1990 as the first professional simulation organisation
in the field of Modelling and simulation in the post-So-
viet area. Its members represent the main simulation cen-
tres in Latvia, including both academic and industrial
sectors.

— briedis.itl.rtu.lv/imb/
#=7 merkur @itl.rtu.lv
< LSS/ Yuri Merkuryev, Dept. of Modelling

and Simulation Riga Technical University
Kalku street 1, Riga, LV-1658, LATVIA

LSS Officers

President Yuri Merkuryev, merkur@itl.rtu.lv
Secretary Artis Teilans, Artis. Teilans@exigenservices.com
Repr. EUROSIM  Yuri Merkuryev, merkur@itl.rtu.lv
Deputy Artis Teilans, Artis. Teilans@exigenservices.com

Edit. Board SNE Yuri Merkuryev, merkur@itl.rtu.lv
Web EuroSIM  Vitaly Bolshakov, vitalijs.bolsakovs@rtu.lv
Last data update June 2016
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KA-SIM Kosovo Simulation Society

Kosova Association for Modeling and Simulation (KA-
SIM, founded in 2009), is part of Kosova Association of
Control, Automation and Systems Engineering (KA-
CASE). KA-CASE was registered in 2006 as non Profit
Organization and since 2009 is National Member of IFAC
—International Federation of Automatic Control. KA-SIM
joined EUROSIM as Observer Member in 2011. In 2016,
KA-SIM became full member.

KA-SIM has about 50 members, and is organizing the in-
ternational conference series International Conference in
Business, Technology and Innovation, in November, in
Durrhes, Albania, and IFAC Simulation Workshops in
Pristina.

— www.ubt-uni.net/ka-case

#=7 ehajrizi@ubt-uni.net

< MOD&SIM KA-CASE;  Att. Dr. Edmond Hajrizi

Univ. for Business and Technology (UBT)
LagjjaKalabriap.n., 10000 Prishtina, Kosovo

KA-SIM Officers

President Edmond Hajrizi, ehajrizi@ubt-uni.net
Vice president  Muzafer Shala, info@ka-sim.com
Secretary Lulzim Beqiri, info@ka-sim.com
Treasurer Selman Berisha, info@ka-sim.com
Repr. EuROSIM  Edmond Hajrizi, ehajrizi@ubt-uni.net
Deputy Muzafer Shala, info@ka-sim.com

Edit. Board SNE Edmond Hajrizi, ehajrizi@ubt-uni.net
Web Eur0OSIM Betim Gashi, info@ka-sim.com
Last data update December 2016

PSCS - Polish Society for Computer
Simulation

PSCS was founded in 1993 in Warsaw. PSCSis a scien-
tific, non-profit association of members from universi-
ties, research institutes and industry in Poland with com-
mon interests in variety of methods of computer simula-
tions and its applications. At present PSCS counts 257
members.
— www.eurosim.info, www.ptsk.pl/
#=7 leon@ibib.waw.pl
< PSCS/ Leon Bobrowski, c/o IBIB PAN,

ul. Trojdena 4 (p.416), 02-109 Warszawa, Poland

PSCS Officers
President
Vice president

Leon Bobrowski, leon@ibib.waw.pl

Tadeusz Nowicki,
Tadeusz.Nowicki@wat.edu.pl

Z. Sosnowski, zenon@ii.pb.bialystok.pl
Zdzislaw Galkowski,
Zdzislaw.Galkowski@simr.pw.edu.pl
Repr. EUROSIM  Leon Bobrowski, leon@ibib.waw.pl
Deputy Tadeusz Nowicki, tadeusz.nowicki@wat.edu.pl
Edit. Board SNE Zenon Sosnowski, z.sosnowski@pb.ed.pl

Web EuroSIM  Magdalena Topczewska
m.topczewska@pb.edu.pl
Last data update December2013

Treasurer
Secretary

SIMS - Scandinavian Simulation Society

SIMSisthe Scandinavian Smulation Society with mem-
bers from the five Nordic countries Denmark, Finland,
Iceland, Norway and Sweden. The SIMS history goes
back to 1959. SIMS practical matters are taken care of by
the SIMS board consisting of two representatives from
each Nordic country (Iceland one board member).

SIMS Structure. SIMS is organised as federation of re-
gional societies. There are FinSim (Finnish Simulation
Forum), M oSis (Society for Modelling and Simulation in
Sweden), DKSIM (Dansk Simuleringsforening) and
NFA (Norsk Forening for Automatisering).

— WWW.scansims.org

#=7 erik.dahlquiss@mdh.se

< SIMS/ Erik Dahlquist, School of Business, Society and
Engineering, Department of Energy, Building and Envi-
ronment, Ma ardalen University, P.O.Box 883, 72123
V sterds, Sweden

SIMS Officers

President Erik Dahlquist, erik.dahlquist@mdh.se
Vice president  Bernt Lie, Bernt.Lie@usn.no
Treasurer Vadim Engelson,

vadim.engelson@mathcore.com
Repr. EUROSIM  Erik Dahlquist, erik.dahlquist@mdh.se
Edit. Board SNE Esko Juuso, esko.juuso@oulu.fi

Web EuroSIM  Vadim Engelson,
vadim.engelson@mathcore.com
Last data update February 2018

o



. s

Information EUROSIM and EUROSIM Societies

((‘—\
SILOSIM

SLOSIM - Slovenian Society for Simulation and Model-
ling was established in 1994 and became the full member
of EUROSIM in 1996. Currently it has 90 members from
both Slovenian universities, ingtitutes, and industry. It
promotes modelling and simulation approaches to prob-
lem solving in industrial as well asin academic environ-
ments by establishing communication and cooperation
among corresponding teams.

SLOSIM - Slovenian
Society for Simulation
and Modelling

— www.slosim.si

#=7 dosim@fe.uni-lj.si

< SLOSIM / Vito Logar, Faculty of Electrical
Engineering, University of Ljubljana,
Trzaska 25, 1000 L jubljana, Slovenia

SLOSIM Officers

President Vito Logar, vito.logar@fe.uni-lj.si

Vice president  BoZidar Sarler, bozidar.sarler@ung.si
Secretary Ales Beli¢, ales.belic@sandoz.com
Treasurer Milan Sim¢i¢, milan.simcic@fe.uni-Ij.si
Repr. EUROSIM  B. Zupandi¢, borut.zupancic@fe.uni-lj.si
Deputy Vito Logar, vito.logar@fe.uni-lj.si

Edit. Board SNE R. Karba, rihard.karba@fe.uni-lj.si

Web EuroSIM  Vito Logar, vito.logar@fe.uni-lj.si
Last data update February 2018

UKSIM - United Kingdom Simulation Society

The UK Simulation Society is very active in organizing
conferences, meetings and workshops. UKSim holds its
annual conference in the March-April period. In recent
years the conference has always been held at Emmanuel
College, Cambridge. The AsiaModelling and Simulation
Section (AMSS) of UKSim holds 4-5 conferences per
year including the EMS (European Modelling Sympo-
sium), an event mainly aimed at young researchers, orga-
nized each year by UKSim in different European cities.

Membership of the UK Simulation Society isfreeto par-
ticipants of any of our conferences and their co-authors.

—uksim.info
#=7 david.al-dabass@ntu.ac.uk

< UKSIM / Prof. David Al-Dabass
Computing & Informatics,
Nottingham Trent University
Clifton lane, Nottingham, NG11 8NS
United Kingdom

UKSIM Officers

President David Al-Dabass,
david.al-dabass@ntu.ac.uk

Secretary A. Orsoni, A.Orsoni@kingston.ac.uk

Treasurer A. Orsoni, A.Orsoni@kingston.ac.uk

Membership G. Jenkins, glenn.l.jenkins@smu.ac.uk

chair

Local/Venue Richard Cant, richard.cant@ntu.ac.uk

chair

Repr. EUROSIM A. Orsoni, A.Orsoni@kingston.ac.uk

Deputy G. Jenkins, glenn.l.jenkins@smu.ac.uk

Edit. Board SNE  A. Orsoni, A.Orsoni@kingston.ac.uk

Last data update March 2016

RNSS — Russian Simulation Society

NSS - The Russian National Simulation Society
(Hammonansaoe OGmectBo MMuranmonnoro Mojenu-
posanust — HOUM) was officialy registered in Russian
Federation on February 11, 2011. In February 2012 NSS
has been accepted as an observer member of EUROSIM,
and in 2015 RNSS has become full member.

— www.simulation.su

£=7 yusupov@iias.sph.su

< RNSS/R. M. Y usupov,

St. Petersburg Institute of Informatics and Automation
RAS, 199178, St. Petersburg, 14th lin. V.0, 39

RNSS Officers

President R. M. Yusupov, yusupov@iias.spb.su
Chair Man. Board  A. Plotnikov, plotnikov@sstc.spb.ru
Secretary M. Dolmatov, dolmatov@simulation.su

Repr. EUROSIM R.M. Yusupov, yusupov@iias.spb.su
Y. Senichenkov,

senyb@dcn.icc.spbstu.ru
B. Sokolov, sokol@iias.spb.su
Y. Senichenkov,
senyb@dcn.icc.spbstu.ru,
senyb@mail.ru
Last data update February 2018

Deputy
Edit. Board SNE
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EUROSIM OBSERVER MEMBERS

ROMSIM - Romanian Modelling and
Simulation Society

ROMSIM has been founded in 1990 as a non-profit soci-
ety, devoted to theoretical and applied aspects of model-
ling and simulation of systems. ROMSIM currently has
about 100 members from Romania and Moldavia.
— Www.eurosim.info (www.ici.ro/romsim)
#7 sflorin@ici.ro
< ROMSIM / Florin Hartescu,
National Institute for Research in Informatics, Averescu
Av. 8 — 10, 71316 Bucharest, Romania

ROMSIM Officers
President
Vice president

Florin Hartescu, flory@ici.ro
Marius Radulescu,
mradulescu.csmro@yahoo.com

Marius Radulescu,
mradulescu.csmro@yahoo.com

Deputy Florin Hartescu, flory@ici.ro
Edit. Board SNE Constanta Zoe Radulescu, zoe@ici.ro
Web EuroSIM Florin Hartescu, flory@ici.ro

Last data update June 2017

Repr. EUROSIM

MIMOS - Italian Modelling and
Simulation Association

MIMOS (Movimento Italiano Modellazione e Simula-
zione — Italian Modelling and Simulation Association) is
the Italian association grouping companies, profession-
als, universities, and research institutions working in the
field of modelling, simulation, virtual reality and 3D,
with the aim of enhancing the culture of ‘virtuality’ in It-
aly, in every application area.

MIMOS became EUROSIM Observer Member in 2016 and
is preparing application for full membership.

— WWW.Mmimos.it

#7 roma@mimos.it —info@mimos.it

< MIMOS — Movimento Italiano Modellazione e Simula-
zione; viaUgo Foscolo 4, 10126 Torino — via Laurentina
760, 00143 Roma

MIMOS Officers

President Paolo Proietti, roma@mimos.it
Secretary Davide Borra, segreteria@mimos.it
Treasurer Davide Borra, segreteria@mimos.it

Repr. EUROSIM Paolo Proietti, roma@mimos.it

Deputy Agostino Bruzzone, ago-
stino@itim.unige.it

Paolo Proietti, roma@mimos.it

Edit. Board SNE

Last data update December 2016

CANDIDATES

Albanian Simulation Society

At the Department of Statistics and Applied Informatics,
Faculty of Economy, University of Tirana, Prof. Dr. Ko-
zeta Sevrani at present is setting up an Albanian Simula-
tion Society. Kozeta Sevrani, professor of Computer Sci-
ence and Management Information Systems, and head of
the Department of Mathematics, Statistics and Applied
Informatic, has attended a EUROSIM board meeting in
Viennaand has presented simulation activitiesin Albania
and the new simulation society.

The society — constitution and bylaws are being worked
out —will be involved in different international and local
simulation projects, and will be engaged in the organisa-
tion of the conference series | STI — Information Systems
and Technology. The society intends to become a EU-
ROSIM Observer Member.

#=7 kozeta.sevrani @unitir.edu.al

< Albanian Simulation Goup, attn. Kozeta Sevrani
University of Tirana, Faculty of Economy
rr. Elbasanit, Tirana355 Albania

Albanian Simulation Society- Officers (Planned)

President Kozeta Sevrani,

kozeta.sevrani @unitir.edu.al
Secretary
Treasurer
Repr. EUROSIM Kozeta Sevrani,

kozeta.sevrani @unitir.edu.al
Edit. Board SNE Albana Gorishti,

albana.gorishti @unitir.edu.al
Majlinda Godolja,
majlinda.godolja@fshn.edu.al
Last data update December 2016
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EUROSIM 2019

10" EUROSIM Congresson Modelling and Simulation

La Rioja, Logrofo, Spain, July 1 -5, 2019

UNIVERSIDAD
DE LA RIOJA

EUROSIM Congresses are the most important modelling and simulation events in Europe.

For EUROSIM 2019, we are soliciting original submissions describing novel research and
developments in the following (and related) areas of interest. Continuous, discrete (event) and
hybrid modelling, simulation, identification and optimization approaches. Two basic contribution
motivations are expected: M&S Methods and Technologies and M&S Applications.
Contributions from both technical and non-technical areas are welcome.

Congress Topics The EUROSIM 2019 Congress will include invited talks, parallel, special and
poster sessions, exhibition and versatile technical and social tours. The Congress topics of interest

include, but are not limited to:

Intelligent Systems and Applications

Hybrid and Soft Computing

Data & Semantic Mining

Neural Networks, Fuzzy Systems &
Evolutionary Computation

Image, Speech & Signal Processing

Systems Intelligence and
Intelligence Systems

Autonomous Systems

Energy and Power Systems

Mining and Metal Industry

Forest Industry

Buildings and Construction

Communication Systems

Circuits, Sensors and Devices

Security Modelling and Simulation

Bioinformatics, Medicine, Pharmacy
and Bioengineering

Water and Wastewater Treatment,
Sludge Management and Biogas
Production

Condition monitoring, Mechatronics
and maintenance

Automotive applications

e-Science and e-Systems

Industry, Business, Management,
Human Factors and Social Issues

Virtual Reality, Visualization,
Computer Art and Games

Internet Modelling, Semantic Web
and Ontologies

Computational Finance & Economics

Simulation Methodologies and Tools
Parallel and Distributed
Architectures and Systems
Operations Research
Discrete Event Systems
Manufacturing and Workflows
Adaptive Dynamic Programming
and Reinforcement Learning
Mobile/Ad hoc wireless
networks, mobicast, sensor
placement, target tracking
Control of Intelligent Systems
Robotics, Cybernetics, Control
Engineering, & Manufacturing
Transport, Logistics, Harbour, Shipping
and Marine Simulation

Congress Venue / Social Events The Congress will be held in the City of Logrofio, Capital of La
Rioja, Northern Spain. The main venue and the exhibition site is the University of La Rioja (UR),
located on a modern campus in Logrofio, capital of La Rioja, where 7500 students are registered.
The UR is the only University in this small, quiet region in Northern Spain. La Rioja is where the
Monasteries of San Millan de la Cogolla, cradle of the first words written in the Spanish language,
are situated, sites included in UNESCO’s World Heritage List in 1996. Of course, social events will
reflect this heritage — and the famous wines in la Rioja.

Congress Team: The Congress is organised by CAE CAE-SMSG, the Spanish simulation society,
and Universidad de la Rioja.
Info: Emilio Jiménez, EUROSIM President, emilio.jimenez@unirioja.es

Juan Ignacio Latorre, juanignacio.latorre@unavarra.es www.eurosim.info
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