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9" EUROSIM Congresson Modelling and Simulation
. La Rioja, Logrofio, Spain, July 2019
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EUROSIM Congresses are the most important modelling and simulation events in Europe. For
EUROSIM 2019, we are soliciting original submissions describing novel research and
developments in the following (and related) areas of interest: Continuous, discrete (event) and
hybrid modelling, simulation, identification and optimization approaches. Two basic contribution
motivations are expected: M&S Methods and Technologies and M&S Applications. Contributions

from both technical and non-technical areas are welcome.

Congress Topics The EUROSIM 2019 Congress will include invited talks, parallel, special and
poster sessions, exhibition and versatile technical and social tours. The Congress topics of interest

include, but are not limited to:

Intelligent Systems and Applications

Hybrid and Soft Computing

Data & Semantic Mining

Neural Networks, Fuzzy Systems &
Evolutionary Computation

Image, Speech & Signal Processing

Systems Intelligence and
Intelligence Systems

Autonomous Systems

Energy and Power Systems

Mining and Metal Industry

Forest Industry

Buildings and Construction

Communication Systems

Circuits, Sensors and Devices

Security Modelling and Simulation

Bioinformatics, Medicine, Pharmacy
and Bioengineering

Water and Wastewater Treatment,
Sludge Management and Biogas
Production

Condition monitoring, Mechatronics
and maintenance

Automotive applications

e-Science and e-Systems

Industry, Business, Management,
Human Factors and Social Issues

Virtual Reality, Visualization,
Computer Art and Games

Internet Modelling, Semantic Web
and Ontologies

Computational Finance & Economics

Simulation Methodologies and Tools
Parallel and Distributed
Architectures and Systems
Operations Research
Discrete Event Systems
Manufacturing and Workflows
Adaptive Dynamic Programming
and Reinforcement Learning
Mobile/Ad hoc wireless
networks, mobicast, sensor
placement, target tracking
Control of Intelligent Systems
Robotics, Cybernetics, Control
Engineering, & Manufacturing
Transport, Logistics, Harbour, Shipping
and Marine Simulation

Congress Venue / Social Events The Congress will be held in the City of Logrofio, Capital of La
Rioja, Northern Spain. The main venue and the exhibition site is the University of La Rioja (UR),
located on a modern campus in Logrofio, capital of La Rioja, where 7500 students are registered.
The UR is the only University in this small, quiet region in Northern Spain. La Rioja is where the
Monasteries of San Millan de la Cogolla, cradle of the first words written in the Spanish language,
are situated, sites included in UNESCO’s World Heritage List in 1996. Of course, social events will
reflect this heritage — and the famous wines in la Rioja.

Congress Team: The Congress is organised by CAE CAE-SMSG, the Spanish simulation society,

and Universidad de la Rioja.

Info: Emilio Jiménez, EUROSIM President, emilio.jimenez@unirioja.es

Juan Ignacio Latorre, juanignacio.latorre@unavarra.es

www.eurosim.info
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Dear Readers — SNE Volume 27 (2017) provides noveltiesin content and organisation. SNE has updated and sharpened aims and
scope —discussed in the editorial of the last two issues. This issue SNE 27(3), underlines SNE'’s publication strategy for EUROSIM
societies: SNE is open for post-conference publication of contributions from EUROS M conferences — as with this issue.

SNE is the official membership journal of EUROS M, the
Federation of European simulation societies and simula-
tion groups. Members of EUROSIM societies, asAS M
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(the German simulation society), or CEA-SMSG, the
Spanish IFAC-based simulation society, and seventeen
other societies) have privileged access to online SNE con-
tributions: society login and society password allow
download of colour high-resolution publications of scien-
tific contributions, indicated in the picture at right with
file name appendix ‘ RA'. The snapshot at right refersto
the new SNE website www.sne-jour nal .org, which togeth-
er with the new EUROSIM website www.eurosim.info of-
fers benefits for EUROSIM members.
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Abstract. The working process of construction and
conveying machines is characterized by the interaction
with granular and bulk materials. In order to allow pro-
spective analysis of machine behaviour under real oper-
ating conditions, coupled simulations are increasingly
used. While modelling the equipment happens within the
scope of component-oriented system modelling, repro-
ducing particle-mechanical behaviour is done with dis-
crete element method. The work presented here intro-
duces a new integrated approach which allows a closed
modelling and simulation of system models and discrete
element method. The creation and calculation of coupled
simulations is thus facilitated by a multiple.

Introduction

In recent years the usage and importance of simulations
has significantly increased in the field of construction
and conveying machines. Both sectors have in common
that some kind of machine is handling with some kind
of granular material (e.g. sand, gravel, pellets). Typical
processes are the digging of a hole with an excavator or
the transport of material with a conveyor belt. Knowing
the forces arising from these processes is very im-
portant. On the one side they cause strains on single
parts, on the other side the can affect the entire machine
behaviour. Let’s consider a excavator for example. The
forces coming from the digging process are acting on
the bucket and causing stress and wear, but they will
also lead to an increasing hydraulic pressure in the cyl-
inders.

This in turn will affect the pump and engine activity.
In order to make prospective statements about machine
behaviour under real operating conditions it’s necessary
to simulate the machine as well as the process in com-
mon.

For simulating the equipments behaviour, compo-
nent-oriented system models are often used. These kind
of models are describing the machine as a network of
components and subsystems which can be part of differ-
ent domains like hydraulics, electrical or control engi-
neering. One option for simulating bulk materials is
using the discrete element method (DEM). With help of
this method it’s possible to reproduce the motion of
granular materials as well as the strains they cause on
mechanical parts.

Bringing both simulation techniques together isn’t as
easy as it seems. In addition to various methods of cal-
culation, the modelling paradigms are also completely
different. Arranging coupled simulations is for that very
difficult and time consuming. This paper presents a new
integrative approach for closed modelling and simula-
tion control.

1 Basics

1.1 Discrete element method

The discrete element method (DEM) was presented first
in 1973 by Cundall and Strack [1]. It’s a numerical
method for simulating the behaviour and motion of
large numbers of discrete, interacting objects. In most
cases, as done here, these objects are referred as parti-
cles. Basis of the method is the calculation of forces
acting between the particles or between a particle and an
adjacent surface. The basic calculation cycle should be
explained briefly below.
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After insertion every particle has an initial position
and velocity. The simulation loop starts with collision
detection. In this phase all particle-particle and particle-
wall contacts are determined. After that the forces and
torques acting on every particle must be calculated.
These forces result on the one hand from field forces
like gravity and on the other hand from the particle
deformation as a consequence of collision. For that
different force-deformation laws are used. By summing
up all single forces and torques, the translational and
angular acceleration of each particle can be obtained.
The last step is solving the equations of motion. For that
the new positions and velocities are resolved by inte-
grating translational and angular acceleration two times
(Equations 1 and 2). Figure 1 shows this loop. It is re-
peated until a predetermined number of iterations is
reached.

Fk’:mk-ﬁg—»ﬁ=ffﬁdt k=12..,N (1)

My = Ji 'ﬂ*&EIJE’dt k=12..,N (2

Collision Detection
between all particles .

new positions and w. ap“ s parﬁc!s-gamcle

and velocities and particle-wall

contacts

Solving the equations
of motion -
contact forces

Application of the
force-deformation law
for every contact

for every particle

Figure 1: DEM Calculation Loop.

Most software for modelling and simulating discrete
element models works command-oriented. The user
tells the software what to do by typing single instruc-
tions into a command line tool or by loading an input
script. Graphical user interfaces are very rare. After
typing the commands they are processed sequentially.
Typical representatives are open source solutions like
LIGGGHTS" and Yade® or commercial tools like
PFC3D"™. This kind of modelling and user-software-
interaction has historical reasons and is not very user
friendly. The biggest problem is that the user has to
have good knowledge about the commands and syntax.
Furthermore its very complicated to adapt existing
models onto new problems. Figure 2 shows an excerpt
of a typical input script for LIGGGHTS".

Most of these applications doesn’t have any inte-
grated post-processing tool. This is a disadvantage be-
cause visualization of results and particle data is very
important. For that it’s not seldom that users have to use
third-party applications like ParaView".

-2.200 2.200 -0.100 4.070 units box

Figure 2: Input Script for LIGGGHTS®.

1.2 Network-based system simulations

Simulating complex machines - as already mentioned -
is often done by using equation-based component-
oriented system models. For the description of such
models Modelica [2] has established as a kind of stand-
ard language in many areas. Meanwhile, there is a plu-
rality of applications using and supporting Modelica out
there (e.g. SimulationX® or Dymola®). Modelica allows
the model description on several levels. One of the most
common types of building up simulation models is the
network-based or component-oriented modelling tech-
nique. Therefore configurable components and subsys-
tems (network elements), which have clearly defined
interfaces, are connected together in a network struc-
ture.

Apart from classic advantages of object-oriented ap-
proaches, such as encapsulation and re-usability through
modularity and inheritance, this method also has other
benefits. One is that building up and modifying models
can be done very easily and rapidly. A further is the high
degree of clarity, as the real and virtual structure often
correspond with one another. Exemplary the top-level
structure of an engine model is shown in Figure 3.

ih—— o
LB |
#

Figure 3: Network model of an engine with 6 cylinders.
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1.3 Coupled simulations

As coupled simulation generally the calculation of cou-
pled systems is meant. Coupled-systems consisting of
two or more models from different domains, which have
to exchange information with each other at simulation
runtime. Furthermore the number of integrators and/or
modelling tools must be greater than one. According to
[3] there are different kinds of coupled simulations with
different names as shown in Figure 4.

Number of

Modeling- ‘ Closed Distributed
Tools Simulation Simulation
Merging systems
>1| ofequations of Co-Simulation | Distributed
separately modeled Modeling
subsystems
=1 "Classic" Modelseparation Closed
Simulation for Simulation Modeling
-
=1 =1
Number of
Integrators

2 Integrating DEM into
Component-oriented System
Models

2.1 Component library

For transforming the command-oriented modelling
paradigm of classic DEM-tools into a componentorient-
ed modelling technique several things have to be done.
First of all, all relevant modelling functions must be
identified. After this new abstracted components and
parameters must be designed representing and imple-
menting these functions. This components have to be
very self-explaining and easy to understand for the user.
Table 1 shows a selection of components and their cor-
responding function.

Component

Functions

SimulationBox

get total count and mass of all
particles

ParticleSource

generate particles

ParticleSink

remove particles

ParticleFlowSensor

measure the number and mass of

Figure 4: Classification of coupled simulations.

Assuming to this most recent approaches of coupling
system simulations with discrete element method must
be classified as co-simulation. One example for this is
the approach presented in [4]. This approach starts with
building up a machine model and exporting it as a func-
tional mock-up unit (FMU). Afterwards a discrete ele-
ment model is build up and connected to the FMU. The
calculation is performed by two integrators with infor-
mation exchange between both models at discrete time
events. Building up and connecting the models causes a
lot of work. This amount of work can be reduced by
implementing a new functionality which allows closed
modelling.

Generally, there are two possibilities for implement-
ing such a functionality. Either it’s attempted to inte-
grate the DEM into component-oriented systems model-
ling or the other way around. From the points and facts
mentioned above the first variant seems to be the better
way for getting a high degree of usability.

particles passing a surface

measure the number and and mass
of particles in a volumetric region

ParticleRegionSensor

ParticleSet

RigidBody

loading existing data

interaction of a rigid body with the
particles

Table 1: Components and corresponding functions.

As last step a translator must be implemented, which is
capable to translate these components into commando
sequences.

2.2 System structure

A component library as described before can be used in
any Modelica-Tool. It allows the closed modelling of
machine and process models. In order to perform a
distributed simulation, models have to be subsequently
separated. For a better understanding how this is done
Figure 5 shows the basic structure of all simulation
components. This structure is divided into two main
areas - a front-end and a back-end.
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Figure 5: System structure.

The front-end consists essentially of the component
library. Each of the components forms a client, which is
capable to connect and communicate via TCP/IP to a
server. Due to the fact that the presented solution was
developed as part of a research project, the component
library has some SimulationX"-specific features. One of
them is the material selection via a database interface.

The server the components can connect to forms the
root node of the back-end-structure. It receives the mes-
sages from the components and forwards them to a
specific compiler. It’s possible that components belong-
ing to different simulation models can connect to the
server. For that reason the server can handle more than
one compiler at the same time. The compiler uses the
information coming from the server to build up a copy
of the current component structure. With help of this
model commando-sequences are generated which can
be executed by a specific DEM-tool. The software used
here was LIGGGHTS®™ compiled as a shared library to
make information exchange easier. Holding back the
whole component structure at the back-end is necessary
for the translation process because some commands can
only be created with information coming from two ore
more components.

The division into front-end and back-end communi-
cating via TCP with each other seems at first sight a
little bit complicated but brings some advantages. One
of them is the fact that distributed computations are
made possible. That means solving the system model
can be done on a normal computer while discrete ele-
ment simulation runs on a workstation or computer
cluster. Especially for time consuming and expensive
DEM simulations that’s a plus.

2.3 Communication

At this point, communication between front-end and
back-end is briefly explained. At the beginning of every
simulation - that means during initialization phase of the
system model - all components respectively clients
connect to the server. Required connection settings,
such as server address and port, are coming from the so
called SimulationBox-component. The following code
snippet shows this.

[am

outer SimulationBox simbox “simBox”;

Boolean isConnected(start=false);

ExternalObject client=TcpClient();

equation

when initial() then
isConnected=connectToServer (

client,
simbox.address,
simbox.port) ;

W 0 J O Ul B W N

10 end when;

The SimulationBox is a kind of superordinate parent or
world object. Besides basic simulation settings it con-
tains information about the spatial domain for DEM and
gravity forces acting on all particles. All other compo-
nents can access this information.

After a successful connection, the communication
between front-end and back-end starts. It’s divided into
three phases:

1. During initial phase all front-end components send
their parametric information to the server. These are,
for example, initial positions and orientation, geo-
metrical data or material values. All this information
are collected at the back-end and used to generate ex-
ecutable commando sequences.

2. At simulation runtime information are exchanged in
regular intervals. Here mainly new calculated posi-
tions of rigid bodies are transmitted from front- to
back-end and forces as well as torques are returned.

3. At the end of simulation an information is sent to the
server, which tells this that calculation is over. This
will reset the back-end simulation.

Simplified code, containing the complete communica-
tion algorithm, is shown below.
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1 parameter Real tc=0.0001;

2 Boolean commTrigger=sample (0, tc);
3 algorithm

4 if isConnected then

5 when initial() then

6 ...send initial data...

7 elsewhen commTrigger then

8 ...send and receive data...
9 elsewhen terminal() then

10 ...send final data...

11 end when;

12 end if;

3 Bucket Elevator

3.1 Analytical considerations

For functional testing and evaluating the new solution a
bucket elevator was modelled and simulated. A bucket
elevator is a mechanism for hauling flow able bulk
materials (e.g. grain or sand) vertically. For that it is
often used in hoppers.

Of decisive importance in analysing and construct-
ing bucket elevators is material deflation. Basically
there are two ways of emptying the bucket at the upper
turning point. Either the material is thrown out by cen-
trifugal forces or the material falls out in reaction to
gravity forces. The second variant should be avoided
because there’s a high risk that particles fall back into
the elevator housing.

To figure out which kind of material deflation is dom-
inating point P is constructed like shown in Figure 6.

.
w--r-dm A

Figure 6: Construction of point P and distance a.

Thus particles are thrown out over edge A there must be
a < r [5]. For achieving this the minimal rotational
velocity can be calculated like in Equation 3.

i=a;a<r—>w>\/g 2)
) r

2

What is completely ignored in this calculation is the
internal friction of the material and the friction between
material and bucket wall. So there’s no possibility to get
reliable prospective statements if the bucket is emptied
the right way. Furthermore it’s very difficult to investi-
gate the bucket filling process or dynamic forces acting
on the drive chain. That’s where the discrete element
method can help.

3.2 Modelling

First step to simulate the bucket elevator was to create a
simple machine model, including buckets, housing and
a simplified drive train. After this was done it was ex-
tended by adding DEM specific components. For con-
tinuous filling a particle source was inserted at the lower
housing aperture. This particle source has an output rate
of 35000 particles every second. At the upper outlet a
particle sensor was added for measuring the mass and
particle flow leaving the bucket elevator. Additionally
another particle sensor was added for measuring the
number of particles falling back into the housing. The
complete model is shown in Figure 7.
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Figure 7: Structure view of the bucket elevator model in
Simulation X®.

3.3 Results

For evaluation the bucket elevator was simulated for 4.0
seconds. After about 3.0 seconds, a steady state is
achieved, at which the number of particles inserted is
approximately equal to the number of particles leaving
the bucket elevator. At this point of time there are about
65000 particles in the system. Figure 8 shows the 3d-
simulation-view at this point of time.
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Figure 8: 3d-simulation-view of steady state.

It has been found that at a peripheral speed of 4 m/s
nearly no particles fall back into the housing. Further-
more the forces acting on all buckets can be measured
and used for optimizing the bucket design and drive
chain. The temporal course of forces acting on a single
bucket is exemplary shown in Figure 9.
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Figure 9: Forces on single bucket.

4 Conclusion

In this work, a new concept was presented allowing the
closed modelling of machine models and discrete ele-
ment systems in one simulation tool. For that the com-
mand-oriented modelling technique many DEM-
applications work with was transferred into an object-
oriented approach. Especially for new users which are
not familiar with discrete element method but also for
old experienced users creating models and coupled
simulations is getting very easy.
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Abstract. Due to the fluctuated availability of solar en-
ergy, the solar thermal energy systems are designed by
simulation as to have a system which will satisfy the
loads as expected. The thermal storage tanks are exist-
ing since a long time but however there is still research
going on and new novel tanks are introduced. One such
tank is the Hybrid Quattro thermal storage tank from
Sailer GmbH. This storage tank have new patented lanc-
es, which helps in stratification of the tank and thus
higher efficiency of the energy storage without mixing of
the layers in the tank. For designing of an energy system
with this storage tank, a simulation model of this tank is
required. Thus a test of this storage tank is done and the
parameters were identified which later was used to build
up a component model for storage in TRNSYS software
using the type 340 storage tank model. This paper ex-
plains the process of identifying parameters from a real
storage tank to a simulation model which can be used
further for simulating a storage tank which would also
make possible for the storage tank to be optimized for a
development in the efficiency for the system perfor-
mance.

Introduction

Currently Hochschule Ulm along with Sailer GmbH and
other partners is working in the project Intelligent Home
Energy Management (iHEM) funded by BMWi. The
main objective of this project is to integrate thermal and
electrical components with more energy sources at high
efficient operation in a household for high self utiliza-
tion.

For an intelligent control of such a system, the load
and production energy are forecasted and an optimum
predictive operation strategy is found out so that the
system is not only efficiently optimized and self utiliza-
tion prioritized with maximum possible renewable ener-
gy ratio but also economically and strategically viable.
The subjective goal of the project is to have an integrat-
ed home energy system communicating with all the
components through a superior management compo-
nent.

Hochschule Ulm is involved in simulating different
buildings with TRNSYS and finding out the design and
sizing of different thermal and electrical systems like
fuel cell CHP, gas boiler, solar thermal collectors, PV,
thermal storage tank, battery such that the demand of
the buildings are met. Also one final step of the project
is to build a demonstrator with all these system compo-
nents and present the intelligent control and integrated
working of these. Also Hochschule Ulm is involved in
design and monitoring of the demonstrator. More in-
formation about the project can be found at [1].

In project iHEM (Intelligent Home Energy Man-
agement), for system design the novel solar thermal
storage tank from Sailer GmbH needs to be sized.

ntelligent Ay

N Wl

m,EE

Figure 1. Overview of iHEM. [1]
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The storage tanks include patented lances which are
efficient enough to form layers in the tank such that the
temperature gradients inside the tank are maintained and
hence avoiding mixing which results in efficient storage
of heat. The first sub-motive of the project is to size the
storage tank for design of the entire energy system.

Due to the fact that this is a complicated system,
simulation of the system is required for designing the
size of each component. For such simulations with high
dynamic possibilities is the software TRNSYS (Transi-
ent System Simulation Tool) [2] famous. For the degree
of freedom and its module plug and play concept, they
are so flexible and customly designable. Each of the
component in the system is a separate block in which
the parameters can be defined. Also each of the output
and input of the components can be interconnected so
that they can communicate with each other. In TRNSYS
there are lots of pre-developed models available which
can be connected together and integrated as a system,
just like in Matlab/Simulink. Furthermore, new compo-
nent models can be coded and created. To design the
system, the simulations have to be carried out with a
storage tank model which would be able to simulate the
Hybrid Quattro storage tank. Type 340 component
model, pre-developed complicated tank component
would be used here to model the tank. Below in section
1.1 and 1.2 the unique storage tank and the TRNSYS
Type 340 model features are explained.

1.1 Hybrid Quattro storage tank

Usually a hot water storage tank is charged and dis-
charged using fixed direct ports. So regardless of the
temperature of the hot water produced by solar thermal
collectors or the temperature in the layer where the port
is, the hot water is injected in this layer and this in re-
turn mixes the tank layers and the temperature gradient
inbetween the top and bottom is less. This causes the
temperature of the discharge low. One more aspect is
that the discharge return temperature depends on the
application it is being used for and if return temperature
is hotter and still useful this is also wasted by mixing
the layers. For example when a solar collector produces
70°C hot water which is being fed into the top of the
tank and after some time when the sun radiations are
reduced the temperature reduces to say 50°C then this
also is fed into the same layer in tank which mixes the
layer and reduces the efficiency. For this the heat ex-
changers were built inside the tank.

The same applies for the discharging, when warm
water is being used for space heating in buildings, the
return temperature really depends on the demand of heat
enery in buildings and the flow rate of the radiators.
Also one more factor is that the discharging outlet tem-
perature also depends on the temperature taken out from
the tank for discharge to deliver energy.

Even though heat exchangers were better than direct
charging and discharging, they were still not perfect and
energy efficient as the heat exchangers cover only some
layers and in these layers there may be a temperature
gradient which might be destroyed. Thus came into
existence, the stratification lances. These lances are
mere plastic pipes which have openings at several layers
inside the tank. The first kind of lances was developed
by Solvis GmbH. These lances are normal pipes which
have openings at perpendicular angles in a right angle
direction. The Solvis lances are shown in Figure 2 to the
left. Also in the same figure you can see the Sailer lanc-
es in the right.

Figure 2. Stratification lances from Solvis GmbH (on the
left) [3], and Sailer GmbH (on the right, where
the middle lance is used for solar energy i.e.
natural convection input). [4]

Definitely Solvis lances were a breakthrough but since it
was right angled and directed to one point in a cylindri-
cal layer, they did have some mixing. Hence were the
newly developed Sailer lances, these had a 360 degree
fool proof lances which had to take a convection fool
proof design which made them even efficient. In a
whole system point of view these tanks improve the
efficient use of the energy system and higher useful
energy ratio (useful energy/energy input).
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This combistore is claimed to be 60% more efficient
than direct charging/discharging combistores by Sailer
GmbH [5]. A comparison of the two stratification lances
were made by Andersen et al. through CFD simulations,
forced flow and the thermosyphon flow tests [6].

More efficient than the normal solar energy heat ex-
changers are the heat exchangers with stratification
lances concept used here by the hybrid quattro tank.
Since the heat exchangers if installed alone, the stratifi-
cation is disturbed and when only lances are used glycol
solution cannot be used in the tank.
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Figure 3. Sectional view of the Hybrid Quattro tank with
the stratification lances. [5]

Until now tanks used an external heat exchanger which
transfers heat from glycol loop to the water loop and the
hot water is fed into the tank with lances. But here they
use the natural convection of the water and the density
in the heat exchange-lance combo. The heat exchanger
inside the tank brings heat and transfers it to the nearby
water and due the fact that this water in the enclosure is
high of density it moves via the lance to the respective
layer and the cold water flows in the enclosure of the
heat exchanger from the bottom to absorb the heat from
the glycol-water solution from the solar collectors.

1.2 TRNSYS Type 340

The TRNSYS Type 340 is a storage model for a multi-
port tank component. This was developed by ITW, Uni-
Stuttgart and is a non standard model available for pur-
chase and can be easily integrated into the TRNSYS
Library. The storage tank has a provision for up to 10

lances and 4 heat exchangers with up to 200 nodes

(same temperature layers) and an electrical auxiliary
heater. In Figure 4, it can be seen that the model is very
flexible and is mathematically coded.

The number of nodes can be input and they are
equally divided from the input height and volume. The
tank heat loss can be either given as a value same in all
directions or can be varied between different parts of the
store. The heat exchanger and the lances can be com-
bined to have a heat exchanger which will send the hot
fluid via lances to the stratified layer. Also all the
lance’s input height, output height, flow direction and
also if it there is a lance (stratified or direct ports) can be

given. Also the heat transfer capacity rate has to be put
in. There is also the facility to have one internal electri-
cal auxiliary heater.

There are also some limitations to the model. It can-
not have a lance with only one inlet/outlet port. It is
assumed in the model that the mass flow in one lance,
i.e. in the outlet and inlet is meant to be a constant value.
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So always the lances should be connected to a closed
loop in which the mass flow of the inlet and outlet of the
lances should be same. Each of the heat exchangers is
substituted for a lance and if one uses the maximum
available 4 heat exchangers then there are only 6 lances
available for the connection. This is because whenever a
heat exchanger is connected, there arises sometimes a
need to have a lance connected to this heat exchanger.
Thus mathematically either of the heat exchanger or the
connected lance could only be used.

2 Methodology

As there are different types of hot water storage tanks
and there are diferrences in how they perform a com-
mon test method in which parameters can be identified
in order to compare them is required. Also for simula-
tion of these tanks and designing a whole energy system
these parameters are required. As a development of IEA
Task 16, a European Standard EN 12977-4 was formed
for performance test analysis of solar combistores.

According to EN 12977-4, as specified in [8], there
are different types of solar thermal storage tanks and
briefly combistores can be classified into 5 types with
direct/indirect charge and discharge modes. In this case
for Hybrid Quattro tank, the charge ports are both direct
and indirect while the discharge ports are only direct
discharge. There are fresh water station heat exchangers
externally which also have to be taken into account. De-
pending on the type of the combistore a different test
methodology is specified and the tests are done in two
types-entire store and a certain volume (auxiliary part) to
determine heat loss capacity rate and thermal stratification
loss (effective vertical thermal conductivity) respectively.
Other than this the whole procedure gives many additional
useful parameters like effective volume, heat transfer ca-
pacity rate, stratified charging capacity, etc. And the end of
post processing of the test results with parameter fitting,
the parameters for the respective tank are identified. The
other physical parameters like inlet and outlet port heights,
lances length, tank volume, height and sensors, heat ex-
changer and lances performances etc. can be obtained from
the manufacturer. This standard testing can be done in any
authorized test center that has this combistore test bed.

For this case, a 2 m’ Hybrid Quattro Sailer GmbH’s
Combistore Tank was tested by ITW, Uni-Stuttgart and
the performance parameters were identified. The chal-
lenge then is to design a model to simulate such a com-
plex storage tank.

Not only in this project is it looked to simulate the
storage tank but also to find optimal tank parameters for
different energy systems and buildings. The optimiza-
tion of tank includes varying the height of the inlet and
outlet ports, volume of the tank, electrical heater place-
ment, electrical heater power, insulation, etc. Hence also
the store size has to be varied and hence the parameters
such as heat loss rate would vary and influence the
simulation results. As known, the heat loss rate varies
with respect to the insulation thickness, insulation mate-
rial and surface area of the storage tank.

Therefore basically the insulation can assumed to be
varied in such a way that the surface area alone varies
the heat loss rate, so that the magnification of the com-
bistore for simulations is viable. The effective vertical
thermal conductivity increases as the tank size decreases
but as they are small in context they are neglected.
Overall when there is a need to increase the size of the
combistore, the height and the volume is modified with
the heat loss modified and all the other paramters are
withheld the same.

3 Simulation Realization

Now with the test results done and the parameters iden-
tified, the task following is to bring in these to the simu-
lation model. As already explained TRNSY'S software is
used and type 340, a multiport storage model is used.
Even though this is one of the best component model for
storage tanks, it has some limitations. In Figure 3, it can
be seen that there are two ports in the middle of the tank
which is connected to the stratification lances. The main
idea of these lances are that these two lances can be
used in for two different operations together as shown in
Figure 5.
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Figure 5. Schematic of the Sailer hybrid quattro tank as
itis functioning in the real system. [9]
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In most of combistores there is an auxiliary boiler
and it is also connected to radiators for space heating.
The principle of the radiators operation is that it takes
out warm water from the middle of the tank i.e. from the
top of a lance and returns back to the bottom of the
same lance which inserts the water in the relevant tem-
perature. Vice versa, for the auxiliary boiler, in this
project a gas boiler, the warm water is taken from the
middle of the tank i.e. from the bottom of another lance
and is heated. The hot water from the gas boiler is fed
back to the tank via the top of the same lance so that the
hot water reaches the layer with relevant temperature.

One more advantage of this configuration is that
during the winter days, without using the tank for buff-
er, the gas boiler can directly power the space heating
radiators. One necessary equipment for this setup is a
two way pump which is missing in TRNSYS library.
Most importantly, type 340 is modelled or coded in such
a way that always the input and output of each lance is
two different ports and only with the direction of the
lance, the component model defines if it is charging in
energy or taking out. Also it is designed that the mass
flow in between these input and output port is constant
and hence if one of the port is not connected, it gives an
error. Therefore it is practically possible to use a strati-
fication lance with just one port but mathematically, not
just in TRNSYSS for type 340 but also in any other plat-
form, this is not viable. Therefore this configuration
setup has to be varied in simulation which differs from
reality but the principle of the lances is still feasible.
The difference in the simulation model to reality can be
seen in Figure 6. One more similar change is that the
lances are connecting the fresh water station.

> A=

Fuel Call
e

»

Hr—— .
- Fresh
1 = \Water
| o5 5 ]' Station
Wi [eD ,

Solar
Collector

Figure 6. Overview of the simulation setup for
the tank model.

The real operation is that the fresh water station
takes hot water from the top of the tank via a direct port
and exchanges the heat to the fresh cold water and the
return warm water is fed to the lances which in turn
delivers to the respective layer in the tank. Instead of
this setup in the tank the inlet and outlet to the fresh
water station is connected to the single lance.

4 Results and Conclusion

The primary aim of the paper is to build a component
model for the Hybrid Quattro Storage Tank from Sailer
GmbH. The process for building a simulation model for
a storage tank is presented in this paper. Since the stor-
age tank is a novel tank with the stratification lances,
the parameter identification and simulation turns out to
be challenging. With certain conceptual changes be-
tween the real system and the simulation model, the
simulation model is executed.

The advantage of the simulation model is that the
size of the tank can be varied and can be looked into for
various cases. The simulation model also is helpful to
vary the port inlet and outlet heights according to the
system so that the total system efficiency is high. In a
following task as part of the iHEM project, the devel-
oped simulation model is used to build an energy sys-
tem model consisting of solar thermal collectors, gas
boiler, fuel cell CHP, building heat load and domestic
hot water load. Also PV, battery and inverter are mod-
elled so that the electrical auxiliary heater in the hot
water storage tank is supplied with the excess electrical
energy.

Finally the motive of the project is to compare the
different buildings in Germany and the strategy for such
a home energy system and the sizing. For example, for a
sun house standard, the solar fraction needs to be mini-
mum 50% while for a KfW55 house the primary energy
used in the house should be less than 55 kWh/m?. Thus
the collector area, PV size, storage size, etc. are differ-
ent for different buildings and the approach for each
building types’s system optimization is different. Not
only that but also the tank also needs to be optimized for
each of the building type according to their energy re-
quirements and system size.
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The fact that Sailer GmbH has the option to build
custom-made different tanks according to the require-
ments of each customer is an advantage. So the end
result might be to find a tank design and a sizing factor
for each of the building types. Also there is a real run-
ning system of all these components, and their man-
agement strategies and control would be realized in a
demonstrator system at the end of the project.
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Abstract. Transaction-based modeling is a widely used
graphical method for modeling discrete event systems, a
recent implementation being SimEvents from Math-
works. Though it is applicable to a wide range of prob-
lems, it has its specific drawbacks. Some of them are
connected to the basic abstractions of the method, oth-
ers are related to the specific program used. By imple-
menting a few different standard examples, we will show
some of these shortcomings together with possible
workarounds. This should be pointed out, when teaching
this method to new users, but additionally has to be
taken into account, when building a new transaction-
based library or corresponding blockset.

Introduction

The modeling of discrete systems is a broad and diffi-
cult subject that has created a wealth of very different
paradigms. Concentrating on graphical methods only,
widely used techniques range from highly abstract ones
such as Petri nets [1] and state graphs [2] to concrete
material flow applications, e. g. PlantSimulation [3].

At a medium level of abstraction one finds process-
based and transaction-based modeling [4], which both
describe entities that are handled by fixed components.
A widely used implementation of the former method is
Arena [5], of the latter SimEvents [6]. The basic differ-
ence between them is the way how entities are trans-
ported: In process-based methods the components are
the active parts and ‘seize’ the entities, in transaction-
based systems the entities play an active role and move
automatically, until they are blocked.

These two methods are used in many industrial ap-
plications, since they are sufficiently abstract to be uni-
versally applicable, but at the same time concrete
enough to be comprehensible by users from very differ-
ent disciplines.

But until now there is no well-established set of
basic features and components for both methods. As a
consequence users have to stick to a given simulation
environment or even to a fixed version, if they don’t
want to reimplement and partially redesign their models.
As the huge conceptional changes between the latest
releases of SimEvents indicate [7], especially the defini-
tion of the transaction-based modeling approach pres-
ently seems to be unclear. Therefore one should recon-
sider the basic design of the method and try to answer
questions such as the following: What are the shortcom-
ings of current implementations? Which concepts or
components are missing? How could a reasonable set of
components be defined?

The aim of this paper is to provide first steps to an-
swer these questions. To this end it examines a few
standard example problems and their implementations
in SimEvents 4.4. It shows the conceptual problems that
have been encountered during the implementation and
provides possible workarounds. It concludes with some
proposals related to applying and teaching the transac-
tion-based approach to modeling.

1 Example Models

To study the range of applicability of the transaction-
based approach, one can draw on a huge stock of practi-
cal examples. For the purpose of finding the weaknesses
of the method, four models will be presented in the
following, that clearly indicate the points that are of
interest here. The first three come from Law’s textbook
[8], the last one from the ARGESIM benchmark C14 [9]:
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o timeshared: Model of a time-shared computer,
where several terminals send jobs of varying compu-
ting time demands, which are processed in time slices
using a round-robin scheduler.

o multiteller: Model of a multiteller bank with several
queues and jockeying, i.e. customers are allowed to
change to a shorter queue.

e jobshop: Model of a factory with five workstations,
where variable kinds of jobs are processed, which re-
quire different paths through the stations.

¢ supplychain: Model of a supply chain consisting of
wholesalers, who order different products from dis-
tributors, which in turn order from several fac-tories.
The distributors use special strategies to comply with
the demand.

The models are described in full detail in their refer-
ences. The following section will concentrate on those
parts of the implementations that are relevant for the
discussion.

2 Problems Implementing the
Examples

In the following some of the conceptual problems that
have been encountered during implementation of the
examples will be presented in detail. In addition it will
be shown how to cope with them, mainly by introducing
components that help to implement new abstractions.

2.1 Handling of concurrent events

The central element of many discrete event systems is a
global event queue that contains all events in the proper
order. But in a transaction-based model the events are
defined locally by the individual blocks, so that the
proper order of events that originate from different
blocks at the same time instant is not always well-
defined.

An example is shown in Figure 1: A generator com-
ponent creates entities with increasing ids, which will be
routed afterwards to one of two outputs depending on
whether the id is even or odd. For this purpose the Get
Attribute block extracts the id of an entity, the Com-
pute Port component uses this value to compute the
corresponding output port number and the SetAttrib-
ute block sets the port number as an attribute of the
entity.
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Figure 1: Example with concurrent events.

Simulating the model leads to an error message stating
that a race condition has been detected; it is not defined
which of the two inputs of SetAttribute arrives first:
the new entity or the new attribute value. If one ignores
this message by changing it into a warning, the entities
leave the Output Switch at the wrong port. But if one
follows the recommendation given in the error message
and inserts a null server, i.e. a Server component with
service time tg = 0, after the entity output of Get At-
tribute, the model works as planned.
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Figure 2: CPU component of the ‘timeshared’ example.

This problem is inevitable when working with local
components and is of course well known for a long
time: already the textual modeling language GPSS had a
BUFFER command that reorders concurrent events [10].

The insertion of a null server to delay entities seems
to be a simple solution, but it has a serious drawback: If
its output is blocked, the server stores one entity. This
has to be taken into account properly and complicates
model design, as can be seen in the implementation of
the CPU in the ‘timeshared’ example (Figure 2).

When jobs leave the queue to enter the server block
that represents the CPU proper, their service time has to
be fetched from an attribute, which makes the in sertion
of a null server necessary. If one is interested in statisti-
cal data about the length of the queue, one has to add
the additional job that may be stored in the null server.
Therefore the average queue length that the queue com-
ponent provides, is of no use, it has to be computed
‘manually’ instead.
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The workaround of using a null server to implement
an ‘infinitesimal’ delay is conceptually wrong, because
the implicit storage that it adds, is not related to the
problem it solves. This can even lead to more serious
problems as will be seen in Section 2.4.

2.2 Separation of entities from a queue

The ‘multiteller’ example allows for the well known
phenomenon of jockeying in a queue, i.e. customers at
the end of a queue can switch to another shorter one.
Modeling this behaviour with SimEvents turned out to
be much more difficult than expected. The reason is that
although an entity can leave a queue, when its waiting
time exceeds a threshold (a behaviour known as reneg-
ing), there is no way to detach the last entity of a FIFO
queue on arrival of an input signal (e. g. when another
queue has become shorter).

To model such a jockey queue two very different
schemes have been devised: In the shuffle queue (Fig-
ure 3) the signal opens up a path from the exit to the
beginning of the queue. All entities walk around the
circle and get back into their old position, except for the
last one, which leaves the block through the extra jock-
eying output. From here it is routed to the shorter queue.
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Figure 3: Shuffle queue component of the
‘multiteller’ example.

The clone queue (Figure 4) creates duplicates of all
incoming entities and routes them into a FIFO and a
LIFO queue. When the queue exit is opened, an entity is
taken from the FIFO queue, but when the jockey signal
arrives, the LIFO queue is used. A bookkeeping device
destroys clones, whose partner has already left the
queue, when they appear at the end.

Both schemes are quite complicated and lead to a lot
of additional events. Though they worked at last, their
implementations had to cope with a lot of difficult tim-
ing problems and appear to be cumbersome and error
prone. What one needs instead, is a simple mechanism
to remove a given entity from a queue, maybe similar to
the concept of user chains in GPSS [10].
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Figure 4: Clone queue component of the

‘multiteller’ example.

2.3 Storing entities

A basic ingredient of the ‘supplychain’ example is a
storage component that stores incoming entities denot-
ing products of several types. On arrival of an order it
emits the corresponding products at its output port.
Scanning through the SimEvents library to find blocks
that can store elements, one comes up with the queue,
the server and the resource blocks, but none of them
seems appropriate for the task at hand: a server is not
well suited to deliver a certain type of product on de-
mand, the resource pool provides a fixed amount of
resources. And the queue block doesn’t scale well with
the number of different product types, since one needs
one queue per type to emit a product entity of given
type on request.

Instead of trying to use some of these blocks togeth-
er with complicated gates and logic to coerce them into
a non-fitting scheme, one can use a simple 1/z block
from Simulink’s basic discrete library. It contains the
inventory (Figure 5), which is just a vector with the
amounts of the different product types in the stock.

The Storage component (Fig. 6) registers incoming
products in the inventory and destroys the correspond-
ing entities. When an order arrives the inventory is
reduced and the proper entities are recreated at the out-
put port.

Of course this is only a trick, because the entities
themselves are not stored at all. It worked for the exam-
ple program, since the structure of the product entities is
simple and always the same. What one really needs, is a
more general component that actually stores the incom-
ing entities and can release them on demand. The actual
design of such a block is open to discussion and could
be guided on example models and implementations in
other environments.
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A simple first idea would be to use a special queue,
where selected entities can move to the front of the line.
Again, the old idea of ‘user chains’ could come in
handy here.
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Figure 5: Change Stock component of the
‘'supply chain’ example.
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Figure 6: Storage component of the
‘'supply chain’ example.

2.4 Time measurements across several
blocks

In the ‘jobshop’ example entities use different paths
through workstations with associated queues. One is
interested in statistics for the total waiting time of the
entities over all those queues. To measure this value,
one needs timers that can be paused after a queue and
resumed before the next one to add up the single waiting
times of passing entities.

Unfortunately SimEvents only provides simple tim-
ers that measure between two fixed points. Therefore
one has to add up the waiting times of the individual
queues inside the entity using an attribute (Figure 7).
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Figure 7: Accumulation of times in a PauseCTimer
component.

Based on this idea one can easily build components
to start, pause, continue and read such accumulating
timers and test them in simple models (Figure 8).
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Figure 8: Simple test model for accumulating timers.

But the problem is, they don’t work if the accumulating
block PauseCTimer sits between a queue and a server —
which is exactly the most interesting configuration in
general and especially in the ‘jobshop’ example. The
reason is of course the null server block that is neces-
sary inside PauseCTimer: When the server is busy, the
first entity in the preceding queue moves into the null
server and waits there instead in the queue. The addi-
tional waiting time is not accounted for in the timer.
This is a serious problem: One could measure the time
that an entity stays in the null server, but to accumulate
it, one needs another null server!

As always there is a workaround: Accumulation be-
tween a server and an (unlimited) queue is no problem,
as the queue never blocks and the preceding null server
doesn’t store an entity. Therefore one can measure the
time ty,s between entering the queue and leaving the
server and the time tg inside the server and accumulate
the time ty = to4s — ts after the server. But this is
akward and only shows again that the basic design of a
null server is seriously flawed.

2.5 Statistical analysis

An important aspect of discrete simulation is the gather-
ing of statistical data, often in the form of a final report.
In the ‘jobshop’ example for instance, one is interested
in the queue delay, queue length and server utilisation
for the different workstations, as well as the total wait-
ing time per job and per jobtype.

In a transaction-based environment there is no in-
stance to collect such data but the blocks themselves.
SimEvents provides mean values, utilisations and simi-
lar data for individual components, but no additional
statistical tools.
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This is unfortunate, because due to the abundance of
null servers one often has to combine individual values
and can not use the statistical block data itself. The
actual length of a queue for example has to be enlarged
by the occasional inhabitant of a subsequent null server,
as well as the corresponding waiting time. To compute
mean values per entity or per time one has therefore to
build own blocks, which admittedly can be done easily
with standard Simulink methods.

Another challenge is the collection of statistics con-
nected to entities, not blocks, such as the accumulated
waiting times through several queues. The basic idea
here is to store data in the entities themselves and col-
lect them at the end. Figure 9 shows how mean or max-
imal values can be computed with the help of simple
1/z blocks that are hiding in the Adder and Max blocks.

Combining all these auxiliary blocks in a final statis-
tics subsystem not only helps to unclutter the model, but
brings together all statistical data. They now can easily
be pipelined into a Matlab script that creates a proper
report file, if such is desired.
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Figure 9: Component Ent ityMeanMax for
accumulating entity data.

3 Conclusions

The preceding analysis has unfold four different areas,
where transaction-based modeling and its implementa-
tion in SimEvents show conceptional difficulties:

e timing of concurrent events;
¢ implementation of alternative queueing policies;

e storing and retrieving of entities;

o gathering and processing of statistical data.

Of these the first one is by far the most serious, and
a generally working solution instead of the defective
null server workaround is not available in SimEvents.
This is especially annoying since already GPSS had a
better solution with its BUFFER command.

All other problems could be solved by introducing
appropriate subsystems using blocks available in Sim-
Events or the underlying Simulink. Adding such com-
ponents to a user library, one can simplify the modeling
of a wide range of applications. Though this may be
sufficient for the practitioner in the industry, it is a real
drawback of the transaction-based method: a corre-
sponding library should provide the basic abstractions
that are necessary to model all problems that the method
adresses.

Considering the queueing and storing problems the
GPSS construction of ‘user chains’ seems to be a prom-
ising idea: Instead of adding ever more specialized
components, it provides an underlying mechanism that
may be able to cope with some of the difficulties pre-
sented above. To gain further insight into possible solu-
tions, we propose to add a new benchmark to the AR-
GESIM suite [11] that requests the modeling of several
jockeying queues and the collection of statistical data
including the delay over several queues, similar to the
multiteller example. To complicate matters one could
ask for implementations with a large number of queues,
which would adress the problem of ‘vectorising’ com-
ponents.

Mathworks has realized that SimEvents 4.4 has still
basic problems and came up with a complete redesign
of its SimEvents library with version 5. A very interest-
ing feature is that the design is based on a unifying
theoretical description [7]. Unfortunately, Mathwork
has chosen a new design instead of relying on the
wellknown DEVS formalism [4]. Many basic aspects
have been changed with the new release, often by sub-
stituting graphical elements with Matlab code. As a
consequence there is no simple migration path from the
old to the new version. Whether this has lead to a satis-
factory implementation, needs further investigation.

In any case this only adds to the central point made
here: For the advancement of transaction-based model-
ing it is vital that it is based on a thorough theoretical
analysis to reveal the fundamental abstractions and
basic components that are necessary.
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The goal is to find stable designs, that don’t change
with every new tool or release, to get models that are
better understandable, because they don’t rely on tricky
workarounds, and to reach high quality solutions, since
they have a sound foundation. If we don’t care for the
basic concepts, we have to live with redesigning our
models and rewriting our lectures every other year.
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Abstract. Scilab/Xcos is a graphical modeling and simu-
lation environment for hybrid dynamic systems. It pro-
vides a graphical editor which allows representing mod-
els with block diagrams. While each block represents a
computational function, links specify the data and event
flow. However, as the number of the blocks and the links
increases, the Xcos schema can quickly become messy
and difficult to read. In this paper, we present an ap-
proach for automatically updating the layout of an Xcos
schema by manipulating the links and the split blocks, so
that the diagrams can be kept well-presented and read-
able. In this approach, we update the link styles with an
optimal route and then, rearrange the positions of
blocks. The proposed approach is exemplified with sam-
ple Xcos models. In addition to providing the automatic
layout capability to the Scilab/Xcos user, an application
programming interface is also specified for the Scil-
ab/Xcos developer who want to further enhance the
provided feature set.

Introduction

Scilab is a free and open source software about numeri-
cal computation for engineering and scientific applica-
tions [1]. Xcos is the graphical modeling environment
of Scilab for modeling and simulation of hybrid dynam-
ical systems [2].

When using Xcos to create models, we often create
blocks to implement computational functions and use
links to connect them for data and event flow. They are
all well-organized at the beginning as we start building
up the model.

However, as the model becomes more and more
complex, and the number of blocks increases, we re-
quire layout rearrangements more frequently; we start
moving the blocks or links every now and then. But
manual layouting is hard, labor intensive and error
prone. Such an effort usually ends up with a model in a
messed up layout, which makes the diagram ugly and
difficult for modification. Thus the readability and the
maintainability of the model is decreased. Figure 1 is an
example of a disordered Xcos diagram.

Figure 1: A Sample Xcos Model.

A constant manual work for relocating the blocks and
rearranging the links between blocks is required in order
to maintain the model readability. While block position-
ing is relatively straight forward and even may be more
efficient manually, the link rearrangements are hard and
cumbersome. This effort is about developing the capa-
bility for automatically improving the model layout by
manipulating the links and split blocks that connect the
links to each other, thereby keeping the model readable.
The Optimal Link Syle (OLS) that is introduced in the
Section 3 proposes an optimal route for a link which
could make the link clear in the diagram. In the Sec-
tion 4, the Split Block Automatic Position (SBAP) that
rearranges split blocks in better positions is presented.
Lastly in Section 5, the conclusion is presented and we
discuss future work for a better automatic Xcos layout-
ing.
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1 Related Work

1.1 Graph Theory

For finding the optimal link between two blocks, one
can apply a graph search based approach. The ap-
proaches from the graph theory to find the shortest route
with the minimum cost are already quite mature. The
Dijkstra’s algorithm is an algorithm for finding the
shortest paths between nodes in a graph, which was
conceived by computer scientist Edsger W. Dijkstra in
1956 and published three years later [3, 4]. The Bell-
man-Ford algorithm is an algorithm that computes
shortest paths from a single source vertex to all of the
other vertices in a weighted digraph [5]. The Floyd—
Warshall algorithm is an algorithm for finding shortest
paths in a weighted graph with positive or negative edge
weights (but with no negative cycles) [6, 7]. These theo-
ries are practical and useful for solving the shortest path
problem which could also be extended to solve the min-
imum-cost problem. However, in modeling graphical
model, there are always more than one alternative for
the connection which look good. And sometimes, some
links which look good and readable are not the shortest
ones.

As to the problem about the positions of split blocks,
we could use some basic graph drawing theories to re-
order blocks. For instance, pseudo hierarchical tree and
vertical or horizontal aligned layout would be helpful to
make diagrams easy to read and clear to maintain. But
for both cases, our approach to the problem was to de-
velop heuristics that capture user insight for readability.

1.2 Layouting in MATLAB/Simulink

Other graphical modeling environments such as MAT-
LAB/Simulink also provide capabilities for formatting
the layout of their own diagrams. Simulink is also a
graphical editor for Model-Based Design which pro-
vides customizable block libraries, and solvers for mod-
eling and simulating dynamic systems [8]. Compared to
the automatic layouting of other graphical modeling
environments, Simulink achieves quite an outstanding
work about this. It not only provides the beautiful lay-
out, but also could implement the dynamic features.
Simulink can automatically find the ‘optimal path’ so
that the new signal line is as short as possible, has min-
imal 90 degree turns, and does not overlap other blocks
and text.

Moreover, as you draw the signal line, Simulink lets
you know exactly what the path is going to look like
before you release the mouse button [9]. Additionally,
Simulink provides one-click to beautify the model dia-
grams and autoarrangement the blocks and lines when
building new functionalities [10].

1.3 Layouting in Scilab/Xcos

In fact, even in Scilab/Xcos, it is possible to improve the
general look of a diagram in using the blocks alignment
options and the links style [11]. Besides straight style
and the free style with control points, there are only
other 2 types of link styles provided for auto layout:
vertical and horizontal.

When the diagram becomes too complicate, the re-
sults are obviously unsatisfying. So, the effort presented
in this paper targets at rearranging the blocks by putting
the blocks in some new reasonable positions and to find
optimal routes for the connection. After this automated
process, the layout of a diagram should be enhanced and
beautified for readability and maintainability.

2 Technical Solution

2.1 Overview on Scilab/Xcos

Scilab/Xcos palette provides varieties of predefined
blocks such as signal processing, mathematical opera-
tions and discrete and continuous system blocks while it
is also possible to develop user-defined blocks. Despite
of different types of blocks, when it comes to represen-
tation, they all belong to BasicBlock. We can abstract an
Xcos diagram as shown in Figure 2.
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Part BasicLink Connectto the

Cr—.) Center Block.
y Basiclink

~=maguuee Basiclink

BasicBlock

BasicBlock  Command

(Clock) Port CommandControllink

Figure 2: Basic Structure of Xcos Diagram.
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Normally, every block from palette is a BasicBlock.
Every block owns its port(s) of input or output as its
children (BasicPort) which belongs to four types: Input-
Port (subclasses: ExplicitlnputPort or ImplicitInputPort)
or OutputPort (subclass: ExplicitOutputPort or Implic-
itOutputPort), ControlPort or CommandPort. Ports can
be connected with links (BasicLink). Explic-
itLink/ImplicitLink can be used to connect Input-Port
and OutPutPort, and CommandControlLink can only be
used to connect CommandPort and Control-Port. And
there are also other classes implementing other func-
tionality such as graph, palette and utilities.

All the Java codes of the Xcos program are in the
‘org.scilab.modules.xcos’ package. The structure is
shown in Figure 3.

-8 xcos
&8 actions
-8 block
#-f4 configuration
-8 graph
B8 o
-5 link
- modelica
- [H palette
&3 port
-3 preferences
H-f# utils
@-[J] ViewPortTab.java
@ [J] Xcos.java
[# LJ_I XcosTab.java

Figure 3: Structure of Xcos Java program.

Scilab/Xcos code base consists of various types of files,
such as C codes, Java codes, xml files for help docu-
ments, image resources and files for locales. The user
interface is generated by using Java. So, in order to
implement an automatic layouting for Xcos, we need to
conduct the implementation in Java.

2.2 JGraphX

JGraphX [12] is the underlying graphics framework of
Scilab/Xcos. Aligned with that, the implementation of
the technical solution encompasses utilization of
JGraphX for the development of autmatic layouting
features. JGraphX is a Java Swing diagramming (graph
visualization) library licensed under the BSD license.
The library is strong and easy to extend and inherit.

The documentation and Application Programming
Interface (API) is quite mature. JGraphX not only pro-
vides functionality for visualization and interaction with
node-edge graphs, but also includes functionality like
XML support which would help save the current layout
of the diagram avoiding that the layout needs to be
recalculated every time it is opened. Besides the fea-
tures about graph interaction and graph layouts which
are being used in Xcos, JGraphX provides an analysis
package which includes a range of analysis functions
which provided us with a number efficient building
blocks for the automatic layouting.

The core architecture of JGraphX includes the
JGraphX model, the transactional model and mxCell.
The JGraphX model (mxGraph) is the core model that
describes the structure of the graph. The class called
mxGraphModel is the underlying object that stores the
data structure of the graph [12]. The graph class Scil-
abGraph in Scilab extends mxGraph. The transactional
model is a transaction of models update which contains
a series of actions. Transaction starts with beginUpdate
and ends with endUpdate. With the help of transactional
model, a set of events for the compound changes could
be fired together after transaction. The mxCell is the cell
object for both vertices and edges [12]. The three key
attributes for an mxCell is its value, its style and its
geometry. The ScilabGraphUniqueObject extends
mxCell and it is also the ancestor of BasicBlock and
BasicLink.

We use the geometry to change the position of
blocks and use the style to change the routes of links in
Xcos. And we need to save all the states of Xcos dia-
gram including the positions of blocks and the styles of
links so that we do not need to re-calculate the layout
every time re-opening an Xcos file.

3 Optimal Link Style

Optimal Link Style (OLS) is to find a route with more
blank padding and with less turning and to use it as the
style of a link.

3.1 The Functional Flow
The design of the functional flow can be briefed as
below:

1. Change the style of the selected links one by one in a
loop in one transaction.
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2.Check whether the two points of the ports are
aligned and make sure that there are no blocks be-
tween them. If so, make the link with straight style,
e.g. connect them directly.

3. Otherwise, use two new points each of which is a
distance away from its corresponding port (if it was
SplitBlock, use its center directly instead of its port).

4. Then start with these two new points, try to find the
new route with one single turning point or 2 turning
points. Otherwise, get another new point away from
the starting point and use this to find a route with the
same method. This could be re-cursed in several
times.

5. Remove the unnecessary points and get the final op-
timal route for the link.

We modify the source files and create the classes listed
in Table 1 to implement the functionality:

Class Description

StyleOptimalAction Action events

XcosRoute Compute route

XcosRouteUtils Common utilities

Table 1: Classes Created.

3.2 The Methods

Here, we would like to introduce the methods and and
underlying mathematical model for OLS. The method
signatures are declared at the beginning of each section.
Thus, the reader is informed about the application pro-
gramming interface for that particular method.

Get the position of a cell
Method:
mxPoint getCenterPoint (mxICell cell,
XcosDiagram graph)
This method is used to get the position of a cell where a
link will connect to. There are three situations according
to this cell:
e Ifitis a Port and its parent is a SplitBlock, use the
center point of its parent.
e Ifitis a Port and its parent is not a
SplitBlock, use the state of this cell
(graph.getView() .getState(cell)) to get
port’s mxCellState to get the point.
e Ifit is a BasicBlock, use the center point according to
its geometry attribute.

Check if a pointis in a line segment
Method:

boolean pointInLineSegment (double x1, double
yl, double x2, double y2, double x3, double
v3)

This method is used to check P; in Segment (P,, P3)
which is shown in Figure 4.

Py(x. ya)

-
g

2’
| / Filxg )

Pi(x2.52)

Figure 4: Point in Line Segment.

If it is, then P,P, and P,P; must have the same direction
and P, is between P, and P;.
For the same direction:

LP,Py = £P,Py M

Yi—=Y2 V3= )2
X1 — X2 X3 — X

@)

1 = y2) (3 — x2) = (y3 — ¥2) (%1 — x2) (3)
For P between two points:

min(x,, x3) < x; < max(x,, x3) @)
min(y,, y3) < y; < max(y, y3) (5)

Check superimposition
Method:
boolean linesCoincide (double x1, double y1,
double x2, double y2, double x3, double y3,
double x4, double y4)
These two methods are used to check whether two lines
coincide or not. The second one is to check strict super-
imposition of two line segments. In the first one, the
lines would move parallel and then check all of them.
This could avoid that two line segments are be too
close.

Segment A (P, P,) and Segment B (P;, P,) will co-
incide in these situations:

e Segment A is inside Segment B, e.g. both P1, and P2
are in Segment B;

e Segment B is inside Segment A, e.g. both P3, and P4
are in Segment B;

e Segment A and Segment B are parallel and one of the
endpoints of one segment is in the other segment.
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If lines are parallel,

(1 = x2) (Y3 — ¥a) = (x3 — x4 ) (1 — ¥2) (6)

Check obstacles

Method:

boolean checkObstacle (double x1, double y1,
double x2, double y2, Object[] allCells)

This method is used to detect whether there are obsta-
cles between two points.

The definition of obstacles is: All top blocks and
links and all the ports of blocks. EXCEPT: itself (link),
its Source and Target (i.e. port) and SplitBlock.

If any of the below situations happens, it means that
there is an obstacle between two points:

e Ifitis a Link,
— Check lines superimposition.
— Check whether points are in the link.
o Ifit is a Block,
— Use mxRectangle.intersectLine to get an intersec-
tion if it exists according to its geometry.

Get orientation of ports

Method:
Orientation getPortRelativeOrientation
(BasicPort port, XcosDiagram graph) Orienta-
tion getNewOrien-tation(mxICell cell, double
cx, double cy, mxICell oth-erCell, double
ox, double oy, XcosDiagram graph)
These two methods are used to get the current orienta-
tion of a port according to its relative position to parent
block.

We also consider the ports of different blocks, be-
cause the ports of a SplitBlock are not visible or the
target point has no parent blocks.

o If its parent is a normal Block, calculate orientation
according to the relative position of the port to its
parent block as Figure 5 shows. For instance, the ori-
entation of the port will be EAST if this port in the
EAST zone of its parent block.

o If its parent is a SplitBlock, get the orientation of the
InputPort of the SplitBlock according to the relative
position of link’s source (it is the same mathematical
model in the first case); get the orientation of one
OutputPort of the SplitBlock according to the orien-
tation of the InputPort and the positions of both Out-
putPorts. For instance, when one of the OUT target is
on NORTHEAST to IN source, its orientation will be

NORTH if the other out target is on its right side and
the orientation of IN is not north; its orientation will
be EAST if the other out target is on its left side.

>3 NORTH.
* -
WEST ~» L ¥ =
— >
o M| EAST
==
OUTH

-
-

Figure 5: Orientation in Zones.

Get a point away from port

Method:

mxPoint getPointAwayPort (mxICell port, dou-
ble portX, double portY, Orientation orien,
Object[] allCells, XcosDiagram graph)

This method is used to get a new point away from a port
according to the orientation of this Port as Figure 6
shows. If there are obstacles between the Port and the
new point, reduce the distance and try another new
point. Then use the new Point as the start/end point to
compute the route.

BasicBlock O? l't <
A New Point

Figure 6: Get a New Point away from Port.

Choose an optimal line

Method:

double choosePoint (List<Double> list, double
pl, double p2)

This method is used to choose a better line (which is the
average number in the widest range in a certain density)
from the discrete numbers as Figure 7 shows. Consider
the points between pl and p2 as a priority as Figure 8
shows.

Figure 7: Choose an Optimal Line I.

pl
Q

@
p2

Figure 8: Choose an Optimal Line Il.
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3.3 Implementation in detail

Firstly, we get the position of the source and the target
cell. If two points are aligned (boolean isStrict-
lyAligned (double, double, double, double))
and there are no obstacles between them, then we con-
nect two points directly and we do not need to do the
steps further.

Then, we create a point away from the port accord-
ing to the orientation of each port. Using these two new
points as the new starting point and the ending point,
find a simple route with 2 turning points. If the source is
EAST/WEST orientation, we try the point(x2, y1) as the
turning point and check the obstacles among the new
source point, this point and the new target point. In this
case, the away point for the source is unnecessary. Oth-
erwise, we try point(x1l, y2) and check the obstacles
among the new source point, this point and the new
target point. In this case, the away point for the source is
necessary. The away point for the target is similar. This
is shown in Figure 9. If the source is SOUTH/NORTH
orientation, we try the point(x1, y2) and check the ob-
stacles among them. In this case, the away point for the
source is necessary. Try the point(x2, y1) and check the
obstacles among them. In this case, the away point for
the source is unnecessary. The away point for the target
is also similar. This is shown in Figure 10. If we could
get a route, we do not need to do the steps further.

Output

BasicBlock

&

Figure 9: Single Turning I.

Figure 10: Single Turning II.

At the third step, we check all the possible horizontal or
vertical connections of the points whose y or x is be-
tween the two points as Figure 11 shows (‘possible’
means no obstacles between points). In case that it is
full of obstacles between two blocks, we extend the
range of the detection.

If the orientation is horizontal, we check x firstly
(the left one in the figure). Otherwise, check y firstly
(the right one in the figure).

Finally, if there is no optimal solution in simple
mode which is introduced above, we get new away
points of the start point in 3 directions and use the new
points to find a simple route. Otherwise, we try to find a
complex route in a recursion.

x1 Xx1+d
x1-d B
x2-d x2 X2td >

Figure 11: Simple Routes.

3.4 A sample application

In this example case, Figure 12 is the original diagram
in a mess. Figure 13 is the diagram which we used OLS
to format the links.

It looks better than previous layout and the links
were clear for users to read. But it does not work well
when there are split blocks. So we need to do some
optimizations to make it more beautiful.

. (%) @
\ T
nmL i ‘- h L_ ¥ F &
B 1
Ty 1N _.-J -_ By E :-,
’:-oe-f-[ub__‘ | w tos b— rl:
"\ ™
r f ¥
g el N e
s =
- -

Figure 13: The Diagram after Using OLS.
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4 Split Block Auto Position

Solit Block Auto Position (SBAP) is to find a position
for split block where the links which connect to it look
clearer in the optimal routes.

4.1 The Functional Flow
The design of functional flow can be introduced as
below:

1. In the whole connection where the split block is, get
one of the normal blocks as the source and all other
blocks as the targets.

2. Compute their optimal routes separately.

3. Choose the conjunct point of the routes to be the
new position of every split block.

4. Update the orientations of ports in the split block
according to the routes.

5. After getting new position(s) and new orientations,
update the links.

We modified the source files and created the classes
listed in Table 2 to implement this functionality:

Class Description

AutoPositionSplitBlockAction Action events

BlockAutoPositonUTtils Calculate position

Table 2: Classes Created.

4.2 The methods

We will explain the methodology which is used for Split
Block Auto Position. In this section, the methods and
and underlying mathematical model for SBAP will be
presented. As it was for the OSL, the method signatures
are declared at the beginning of each subsection in order
to reveal the application programming interface for that
particular method.

Get the root split block
Method:
SplitBlock getRootSplitBlock (SplitBlock
splitblock)
This method is used to get the root split block when
there are multiple split blocks in the whole connection.

1. Check if the block which connects to the IN port of

this split block is a normal block.

2.If it is a normal block, this split block is the root split
block.

3.1f it is a split block, then check as step 1 again and
start this loop until find the normal block. Then the
split block is the root one.

Adjust routes

Method:

void adjustRoutes (List<List<mxPoints»
listRoutes, Object[] allObstacles,
List<mxICell> listPorts)

This method is used to adjust routes after getting the
optimal routes (using OLS). As shown in Figure 14,
some segments in two links might be parallel. We move
segments to make them superimposed if there are no
obstacles. Then there will be more superimpositions
between routes and the last conjunct point of routes will

be more meaningful.
Output
Port

Figure 14: Adjusting Routes.

Get the last conjunct point
Method:

mxPoint getSplitPoint (List<List<mxPoint»
listRoutes)

This method is used to get the last conjunct point of all
routes. After the routes are adjusted, there are different
last conjunct points between every 2 routes. We choose
the one which is in all routes.

Update orientation of port

Method:

void updatePortOrientation(SplitBlock split,
List<List<mxPoint» listRoutes, XcosDiagram
graph, BasicPort input)

Orientation getInputOrienttion (List<List
<mxPoint» list, mxPoint startPoint, mxPoint
splitPoint) Orientation getPortOrienta-
tion(List<mxPoint> list, mxPoint splitPoint)
These methods are used to get the orientation of ports in
a split block according to the relative routes and update
them. There are routes passing the split block. As shown
in Figure 15,
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1. For the IN port, from the split block point to the pre-
vious turning point is the orientation.

2. For the OUT port, there are 2 cases. If the split block
is in the turning point, then from the turning point to
next turning point is the orientation. Otherwise, from
the previous turning point to the next turning point is
the orientation.

IN

ourt
ouT

Figure 15: Get and Update Orientation.

4.3 Implementation in detail

When a link is split, there will be one split block gener-
ated. When the link is split several times, there will be
several split blocks. Then one split block must have one
IN port and two OUT ports.

1. Calculate the number of split blocks in this whole
part of linking.
2. If there is only one split block,

— Get the port which connects to the IN port of the
split block as a source. And get the ports which
connect to the two OUT ports of the split block as
targets.

— Find the optimal routes for the source to each tar-
get.

— Use the last conjunct point in both routes as the
new position of split block as shown in Figure 16

— Find the orientations for each ports in the split
block according to optimal routes.

3. If there are more than one split blocks,

— Get the root split block. Get the port which con-
nects to the IN port of this root split block as a
source.

— And get the ports of all basic blocks which con-
nect to all other children split block as targets.

— Find the optimal routes for the source to each tar-
get.

— Use the last conjunct point in different routes as
the new position of split blocks.

— Find the orientations for each ports in the split
blocks according to optimal routes.

4. After getting new position(s) and new orientations,
update the links.

Figure 16: New Position of SplitBlock.

4.4 A Sample Application

In the case study, Figure 1 is the original diagram. Fig-
ure 17 is the diagram which we use SBAP and OLS to
format.

Now, the layout is much better. The diagram is easy
to read and maintain.

Ny N

=

)
= S
= ®

Figure 17: New Position of SplitBlock.

ﬂ@)‘

5 Conclusion and Future Work

The paper presents Optimal Link Style and Split Block
Auto Position for automatic layouting Scilab/Xcos dia-
grams. Optimal Link Style focuses on the link styles
which format the link, while Split Block Auto Position
concentrates mainly on position changing of split
blocks. According to his needs, user can decide in mod-
eling time which one to apply.

Every project or every team has its own standards or
criteria about the format of the diagrams. It is not easy
to decide which layout is really perfect or fulfills the
needs of users. What we have tried to achieve was not
only providing an automatic layout, but also giving
some options for users to make their own decisions
about the final layout which they would like to main-
tain. On the other hand, user therefore needs to select
the blocks or the links which he wants to change and
click some buttons to make them in an optimal layout.
That means that our automatic layout is still static in-
stead of dynamic. And we could not get a preview of the
automatic layout while we are drawing our diagrams or
get a direct result about this automatic feature.
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Sometimes, users would like to draw a link with the
optimal route when creating the connection between
blocks. They would also like to format the layout of the
links after they move some blocks without clicking
some buttons.

Based on the previous paragraph, the future work in-
cludes improving the user experience. While the appli-
cation programming interface for the layouting methods
provides a baseline, it is necessary to experiment vari-
ous user interaction scenarios.
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Abstract. The analysis of 24 hour (24h) ambulatory
blood pressure monitoring (ABPM) profiles and their
variability has been of interest in literature for consider-
able time. The development of sophisticated algorithms,
which are integrated into mobile sphygmomanometers,
allows the performance of 24h ABPM including pulse
wave analysis (PWA). The recording involves the mea-
surement of standard ABPM parameters as well as the
estimation of central aortic pressures and other sys-
temic cardiovascular parameters at regular time inter-
vals throughout the day. The resulting time series often
show a diurnal profile. Therefore, the analysis of these
profiles and their variability is of interest. In this context,
the analysis of diurnal blood pressure (BP) profiles serves
as a model. The methods are adapted to be applicable
to the time series independent of the parameter. In this
article a selection of mathematical models and indices
to quantify this profile and the variability of the time se-
ries are presented. The considered fitting models are a
square wave fit, a fourier fit and a double logistic fit. The
modelling process as well as advantages and disadvan-
tages of each method are given. The results show that
the algorithms performing the fits are feasible for the 24h
profiles and provide several indices quantifying certain
characteristics of the profiles.

Introduction

Cardiovascular diseases are one of the leading causes
for morbidity and mortality [1]. It is therefore of cru-
cial importance to identify indicators for these diseases
at an early stage to find proper treatment and prevent
fatal outcome. There are many parameters describing
the health condition of the cardiovascular system, the

most popular being systolic and diastolic BP. However,
hypertension is only able to predict 40% of coronary
heart diseases [2]. Therefore, further indicators have
to be found. The availability of oscillometric brachial-
cuff based blood pressure monitors, which include algo-
rithms estimating central aortic pressures and other sys-
temic cardiovascular parameters, enables the recording
of ABPM and PWA parameters at regular time intervals
throughout the day. The Mobil-O-Graph (I.E.M., Stol-
berg, Germany) is an example for such a monitoring de-
vice, which includes validated algorithms providing the
PWA parameter values [3]. The resulting time series
often show a diurnal profile. Therefore, the analysis of
these profiles and their variability is of interest. In this
context, the analysis of diurnal BP profiles serves as a
model. These methods, which have been used in clin-
ical studies for 24h BP profiles for considerable time
[4, 5, 6], are adopted for other parameters of the PWA
in order to mathematically quantify the variability of a
time series regardless of the parameter. The aim of this
article is to describe the calculation details of three such
methods. All of them are curve fitting models which
aim to assess the diurnal profile of the parameter time
series. In general, this is achieved by an ansatz function
of a specific form, which is fitted to the data set by a
least squared error criterion. The advantages and dis-
advantages of each model are presented as well. The
provided variability and profile indices might help to
find further indicators for cardiovascular diseases.

1 Methods

This section deals with the motivation and calculation
details of three fitting models: the square wave fit, the
fourier fit and the double logistic fit.



Bauer etal.

Variability of Pulse Wave Analysis Parameters

Least squared error criterion. Letxj,...,x, and
t1,...,t, denote the measured values throughout the 24h
period and the corresponding time points, respectively.
In general, the purpose of the curve fitting method is to
determine the parameters Ay,...,A,, of an ansatz func-
tion X3, 3, :10,24) — R m < n, which takes cer-
tain different forms as the parameters are varied, such
that the residual sum of squares

(i =X, 2, (1) (1)

(ngE

1

reaches its minimum.

1.1 Square Wave Fit

Motivation. BP tends to vary around a higher level
during wakefulness than during night while being
asleep in healthy patients [5, 7, 8, 9]. The purpose of
the square wave model is to capture this characteristic
of the diurnal parameter profile. The period times of the
higher and lower plateau are determined by the model.

Calculation. The ansatz function for the square
wave model [4] is given by

SW (1) i {a, t€{titivt,- st 1 <k <n

(2)
b, tef{ty, ...t '\{ti,-- - tirk }s

where a and b are the mean values of the data points
{xi,xi+1 gooso ,xi+k} and of {xl, ves ,x,,}\{x,-, “es ,x,-+k},
respectively. The parameters i and k remain to be de-
termined by the least squared error criterion. For a data
set of n measurements there exist n- (n — 1) such square
waves. In order to obtain the best fit curve with respect
to the squared error, all possible square waves as well
as the data points themselves are normalized. The data
are transformed

XlynonsXn —> X1,...,Xn

with .
Xi— X

X = .
! cSD
The curve is transformed

SW(t) — SWy ()

with

a—SW
W ettt ), 1 <k <n
SWS[(t) = {b6%7 { iybi+1 3 l+k}7 <

ooy te{tl, .t \{ti,- - tirk }

and with . b
SW:—'H(Z* ):
2 . o 2 o . o 2
GSW—nil(k (a—SW)>+(n—k)- (b SW)).

For each of the standardized square waves the cross-
correlation coefficient is calculated as the average prod-
uct of corresponding values of the curve and the original
data, i.e.

1 & .
ccj = ; ZSVVS;j (l‘i) *Xi.
i=1

These n- (n— 1) values range from —1.0 to 1.0, where
a low value stands for a poor fit and 1.0 means that the
curve is a perfect fit. Therefore, the curve with the high-
est cross-correlation value is chosen to be the best fit
curve (Figure 2).

1.2 Fourier Fit - Truncated Fourier Analysis

Motivation. In this approach, a linear combina-
tion of cosine waves with different amplitudes and
acrophases but known periods are fitted to the data. The
motivation for this ansatz is Fouriers perception, that
,... any time series, regardless of its shape or regularity,
can be described by a series of sine and cosine waves
of various frequencies (Fourier 1822).’[10]

Calculation. The general ansatz in a fourier analysis
is given by a fourier series

F(t)=ao+ ) (ayx-cos(kt)+by-sin(kt))  (3)

s

k=1

The model curve which is desired to describe the 24h
data profile is given by [10, 11]

f(t) :=M+Ccos <2m+¢1>+...

24 @
+ Cr cos 27rkt+¢
k 24 k | s
where M is called the mesor and Ci,...,Cj; are

constants representing the amplitudes of the cosine
components. The acrophases (phase shifts, given in

Ty .
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rad) are indicated by ¢y,...,@. As a first observation
one sees that a finite number of ansatz functions instead
of the infinite series is used (,truncated’). Further, it is
sufficient to solely use cosine functions, since a sine
function can always be replaced by a cosine function
due to the relation sin(x) = cos(x — Z). Furthermore,
all constants Cy,...,Cy can be assumed to be greater
or equal to zero, since the sign of the cosine can be
changes by a phase shift: —cos(x) = cos(x — ). The
period of the i—th harmonic is equal to 21—.4 hours.

Using the addition theorem cos(A + B) =
cos(A) cos(B) —sin(A) sin(B) yields

f(t) =M+Ccos <2> )+

21t
-+ —Csin (;) sin(¢;) +

The substitutions

fori=1,...,k then lead to the linear regression model

ft) =M+a Xi(t) +b1Zi(1)+
b 4 5)
+aka(t) + biZy, (t)

The independent variables are here X; and Z;, i =
1,...,k. The variables M, a; and b;, i = 1,...,k have
to be determined employing a (weighted) least squared
error analysis. The (optional) weights are the lengths of
the intervals between two consecutive measurements.
The distance is seldom constant [12]. The values for a;,
b; und M have to be determined in a way, that the resid-
ual sum of squares is minimal. In the following, the
case is studied, where the sum of squared errors is ex-
tended by a weight w; for each data point x;. Therefore,

the following expression has to be minimized

RSS = Zw,, (#:))

n 2
:;wi( <M+Zaj t,)+bZ(t,)))).

If calculations should be done without any weighting,
all w; can be set to one in the whole scheme. The above
error estimate is minimal, if all the derivatives with re-
spect to each parameter are equal to zero. Consider
therefore

0

n k
WRSS:;ZW,-()C,- ( ; i(6)+bZ; (n)))) (—1).

Setting this expression equal to zero and making the
variables of interest, namely a;, b; and M, ,explicit’
leads to the first equation

n n k n k n
Zwix,- =M- ZW,‘-F Z Llj(ZWin(ti)) + Z bj(ZWiZj(fi)
i1 =1 =N =1 Nz

N——

The derivatives with respect to the a;,1 < s < k and
bs,1 < s < k yield to further 2k equations. The total
of 2k + 1 equations can be written as a linear equation
system in matrix form

S-T=b,
where S is the matrix

wi Wl'Xl W,‘Xz e W,'Xk Wl'Z1 fee Wl'Zk
wiXi  wiXP o owXoXi o owiXeXs wiZiXy o wiZeXa
wiXa wiXiXa  wiX? wiXpXo wiZiXo - wiZiXo
wiXpy wiXi Xy wiXoXp - wiXk2 wiZi X, o wiZy Xy
w,-Z] W,‘X] Z] Wl'XQZ| s Wl'XkZ| W,‘le tee W,‘Zkzl
Wl‘Zk Wl'Xl Zk W,‘Xsz s W,‘Xka Wl'Zl Zk s W,‘Zlg

and in front of each entry of the matrix stands a sum
Y |, and each X and each Z has #; as argument. Fur-
ther,

YL wix; M
YL wixi Xy () ajy

~1
Il

Z?:] wixi Xy (ti) and

Sy
Il

ay
Y wixiZy () by
Y wixiZi(t;) by
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This linear equation system can be written as
xT-w-x)I=(x" W),

where W = diag(wy,...,wy) is a diagonal matrix con-
taining the weights, ¥ = (x1,...,x,) is the vector con-
taining the given data and X is the matrix

1 X ([1) Xk(l‘l) Z (l‘]) Zk(tl)
v 1 X (tz) Xk(tg) Z (tz) Zk(tz)
i Xi étn) ' Xk('l‘n) Z1 (l‘n) Zk(.tn)

This representation is simpler to implement. The solu-
tion is now given by

I=xT-w-x)"'. (xT-w)z.

Finally, the desired parameters of the model curve are

calculated as
C;=\/a?+b?

—tan’]|Z—i\ bi>0Na; >0
—7r+tan*‘|§§j| bi >0Aa; <0
0= —7r—tan’1|Z—§| b,~<0/\a,-§0.
—2m+tan~! %] b <O0AG >0

1.3 Double Logistic Fit

Motivation. Previously mentioned curve fitting
methods partly work under at least one of two non le-
gitimate assumptions.

e The parameter profile is perfectly symmetric. The
assumption is that the decline of the parameter
shows exactly the same characteristics as its surge
(fourier fit, if only one harmonic is used and square
wave fit).

e The periods, in which the considered parame-
ter is higher respectively lower have the same
length (fourier fit, if only one harmonic is used).

Both assumptions do not reflect reality - at least not for
BP, for which the models were developed. The method
of the double logistic analysis does not include any of
these hypotheses. Head et al. developed this method for
heart rate and BP data of rats [13]. In [14] they applied
the method to heart data of humans.

Calculation. The model curve which is desired to
describe the 24h profile is given by [13, 14]

) b

yir)=h+ 1 4 eP3(Pa—t) T 14 ePs(Ps—t)’

(6)

where P; to Py have to be determined. Such curves
can be shaped as shown in Figure 1, depending on the
choice for P; to Ps . The curve is then fitted to the data
with a least squared error criterion.

20
V(r) = A e —————

_slope P,

¥

-
.Jr)lm' P

Figure 1: Example of a double logistic curve.

Implementation by Head et al. The model de-
scribed in [13, 14] proceeds more complex as the au-
thors add four terms to the model curve in equation 6 to
obtain a quasi periodic function. These additional terms
are related to the preceding and the following day. An-
other term P, - g is added as a compensation parameter.
The parameter ¢ is equal to —2, if the data begin with
the transition from high to low. Otherwise g is chosen
as 2. The actual fitting curve therefore takes the form

P P
+ 1+ ePs(Ps—t) + 1+ ePs(Ps—t)
P i)
+ 1+6P3(P4—t—24) + 1+eP5(P6_t_24) (7)
P P,
+ 1+ ePsBa—1124) + 1+ ePs(Ps—1+24)

+P-q.

y(1) =P

This double logistic ansatz function is then fitted by a
specially developed computer program written in Lab-
view. It makes use of the Marquardt algorithm, which
optimizes the parameters by the least squared error cri-
terion. This requires adequate start values for the vari-
ables P to Ps. By iteration the parameters are optimized
by minimizing the squared error. To obtain first ap-
proximations for these values, another fitting method,
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namely the Cosinor model (= fourier fit with one har-
monic), is used. For instance, a first approximation for
P, is taken as two times the amplitude of the cosinor fit.
Furthermore, for the parameters several constraints are
made. The limits for P; and P, are determined from the
square wave fit. Mean values and standard deviations of
the higher level period as well as of the lower level pe-
riod, according to the square wave, are calculated. De-
fine y,,qy as the mean of the higher level values plus two
times the according standard deviation and y,,;, as the
mean of the lower level values minus two times the ac-
cording standard deviation. The constraints for P; and
P> can then be chosen as

Ymin < P+ Py < Ymax
P, >0 8)
Ymin <P1+2P2 < Ymax-

Constraints for the curvature parameters were chosen in
a way that transition phases lasted for at least 30 min-
utes. Plateaus should be at least five hours long. Details
to the algorithm can be found in [13, 14].

Implementation in MATLAB  The approach to ob-
tain a double logistic curve fit presented in this section
is a simplified version of the one described above. It is
done by the use of two different MATLAB built-in func-
tions, namely nlinfit and lsgcurvefit, which
fit the function given in formula 6 to the data set by the
least squared error criterion. These two functions re-
quire start values for the parameters P; to Ps. They are
obtained from the cosinor fit. The slopes at the two in-
flection points and their according time points are the
initial values for P; to Ps. The level difference P> is
chosen as the difference between the high level and the
low level period as determined according to the cosinor
method. P, is approximated by the difference of the low
level mean and the approximation of P.

2 Results

Each of the described methods provides several indices
quantifying the data profile. They are described in this
section and exemplary plots of fitted curves are given.

2.1 Square Wave Fit

As can be seen in Figure 2, the square wave provides
several indices quantifying the characteristics of the di-

urnal profile of the data including the period durations
of the higher and the lower plateau as well as the tran-

sition time points and the level difference.
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Figure 2: Square wave fitted to a data set of 24h heart
frequency (Hf) data. The determined parameters
t; = typ aNd i1 = 140, indicate the time points of
the transition from the lower plateau to the higher
plateau and vice versa. Further, the mean values in
the periods PM,;,, and PM,,,, the period durations
T Dyigr, and TDy,,, as well as the level difference LD
are shown.

2.2 Fourier Fit

Basically the model provides two indices [12], which
are graphically shown in Figure 3. As can be seen, the
model predicts the occurrence of the maximum value
at about 4 p.m., which is very close to the actual maxi-
mum. The overall amplitude serves as a measure for the
range of the data.

2.3 Double Logistic Fit

The approach presented in the paragraph Implemen-
tation in MATLAB often yields favourable results for
both of the functions nlinfit and lsgcurvefit
as can be seen in Figure 4 at peripheral systolic BP as
well as Hf data. However, for some data sets the curve
is shaped unfamiliarly (Figure 8).

The indices obtained from the model are precisely the
parameters Py to Py of the ansatz function. The param-
eters Py to Pg represent the following qualities.

e P+ P,... baseline’, ,night - time - plateau’; This
value is approximately the mean of the data mea-
sured during the lower level period.
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Figure 3: Fourier fit for Hf data using three harmonics. The
parameters of the model are the overall acrophase
(AP), which is defined as the time point of the
maximal value of the model curve, and the
amplitude (AMP), which is defined as half the
extent of the range of the data.
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Figure 4: The double logistic functions take reasonable
forms for different data sets (Hf and pSBP). For the
data in the top right corner, n1infit and
1sgcurvefit provide different curves.
Nevertheless, both seem comprehensible.

e P, ... ,amplitude’; This represents the range of the
data, the difference between the lower level and the
higher level period, respectively.

e Accordingly, P is the lower level value minus the
difference of the two plateaus. Therefore, to ob-
tain the approximation of the mean value of the
high level period, one has to add the difference of
the plateaus P, to the lower level plateau P, + P>,
which equals Py +2P.

e P53 and Ps5 serve the modelling of the transitions
between the plateaus. They indicate the extent of
steepness of the change between the levels. While
P; is the slope from the higher to the lower plateau,
Ps gives the slope of the reverse transition.

e The values P, and Py are the time points at which
50% of the transition is reached. Therefore, they
are the middle time points within the transition pe-
riods.

Features of the MATLAB algorithm. One of the
observations when applying the algorithm described in
the section Implementation in MATLAB to different
data sets is, that the curve does rise to the higher level
but fails to fully return to the lower level plateau as can
be seen in Figure 5. To avoid this unfavourable effect,
two approaches can be made.

Hi (tspm)

PSP (mmkg)

(3 2h Tah
time of day

Figure 5: The plots show the unfavourable effect, that the
double logistic curve does not return to the lower
level plateau.

Since the start of the sleep time lies approximately
within the interval (22h,2h), (BP) values begin to fall
rather close to the end of the 24h monitoring period.
This might hinder the curve to perceive another low
level period. To obtain enough lower values, the data set
may be extended by a certain number of measurements
of the following day. In the absence of these measure-
ments, simply the first couple of hours of the same day
with the according measurements are added. Apply-
ing the implemented MATLAB function on the data set
with an extension of six hours to the same data sets as
in Figure 5 leads to the desired return to the lower level
plateau. This can be seen in Figure 6.

The second option is to shift the time point of the be-
ginning of the measurements such that transition peri-
ods are most likely not close to the beginning or the end
of the observation period.
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Figure 6: Double logistic curve fit with an extension of six
hours to the data set.

Applying the MATLAB algorithm again to the same
data sets as in Figure 5 and 6, respectively, with the start
time set to 4 p.m. yields to the double logistic curves
depicted in Figure 7. However, the shape of the curve
is rather sensitive to the starting time, since the fitted
functions in 6 and 7 show - at least for the data set on
the left - notably different characteristics.

pSEP (mmHag)
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Figure 7: Double logistic curve fit with a shift of the starting
time of the observations to 4 p.m.

3 Discussion

The advantages and disadvantages of each method are
discussed in this section.

3.1 Square Wave Fit

This method of capturing the profile of the dataset is
a refinement to the so called nocturnal BP fall [12].
There, the averaging of the data points in the alleged
higher and lower periods is done over defined day time
and night time periods which includes a subjective com-
ponent. The square wave is advanced in the sense of
correctness, since it is a method based on a mathemati-
cal model and the periods are implicitly determined [4].
In [15] it is further stated that the square wave approach

performs better in fitting BP data as well as the heart
rate changes than the Cosinor method.

Although the square wave captures several features
of the parameter profile, while the degrees of free-
dom are limited to the two time points, when the level
changes [4], one drawback of this approach is that the
ansatz assumes abrupt and symmetrical transition peri-
ods. This does not reflect the fact that these transitions
vary strongly from subject to subject - at least for BP
data - [15].

3.2 Fourier Fit

There is no distinct statement which number of harmon-
ics is the best choice. It is conjectured that various num-
bers of harmonics are possible ’best choices’, depend-
ing on the (temporal) distance between two measure-
ments [4]. Other authors hold that the model is better
the more harmonics are used [11]. However, their rec-
ommended number is four harmonics, since the method
performed best for different data sets and the influence
of added harmonics on the indices of the model were
negligible. As well as the square wave also the fourier
analysis can be used to segment the 24h interval in a
lower level and a higher level period. However, Idema
et al. [4] claim that the square wave method performs
better considering segmentation.

The Fourier method captures the complexity of the
signal better than the previously mentioned square wave
approach. However, the smoothing effect might lead to
an ’over-modelling’ of the measurements [15]. Another
advantage of this method is that it is applicable to non-
equidistant data sets. Additionally, this method does not
assume symmetrical period transitions or equal period
durations [11].

3.3 Double Logistic Fit

The method is said to improve the modelling of the
surge of (BP) data in the morning, which is known to
be a risk factor for stroke [13, 16]. The crucial inno-
vation of this method is the possibility to consider the
decline of the values and the rise separately [14]. Ad-
ditionally, the model refrains from symmetry assump-
tions on the data profile. However, despite the presented
favourable results, some further observations have to
be mentioned. The implementation of this method by
Head et al. [13, 14] is rather complex and the design of
the curve in general seems to be only applicable to data
sets with a specific shape. This can be seen in Figure 8.
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The data sets do not show a typical diurnal BP tenor,
which leads to a rather unfamiliar double logistic fit.
Head at al. include a lot of restrictions on the param-
eters of the model. This inclusion might improve the
simplified approach presented above. Another observa-
tion made when applying the MATLAB algorithms on
the data sets is, that the resulting curve is rather sensi-
tive to the initial values. The improvement of the cal-
culation of adequate initial values presents another field
of investigation to obtain a solid method.

As the two MATLAB function often provide differ-
ent results for the data sets, they require further analysis
to find distinct quality criteria for the decision in favour
of one of them.

o ) tn ar W T

Tan "
time of day tima of day

Figure 8: For some data sets the MATLAB algorithms yields
to unfamiliar double logistic curves.

4 Conclusion

The results show that the algorithms performing the fits
are feasible for the 24h profiles and provide several in-
dices quantifying certain characteristics of the profiles.
Although the double logistic model requires further re-
finement, the results are encouraging.
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Abstract. When analyzing data from functional mag-
netic resonance imaging, different mathematical models
are used. This article briefly describes the most impor-
tant ones - starting with the so-called balloon model de-
scribing the hemodynamic response during brain activ-
ity, the General Linear Model widely used for functional
localization of brain areas involved with certain stimuli,
and Dynamic Causal Modelling as a framework for inves-
tigating dynamic brain connectivity models.

Introduction

Functional magnetic resonance imaging (fMRI) is a
neuroimaging technique for investigating the inner
mechanisms of the human brain during neuronal activ-
ity. A sequence of 3D images is acquired concurrently
to stimuli to detect subtle changes in brain metabolism.
Applications range from brain mapping —i.e. functional
localization of brain regions associated with effects of
interest — via research on brain connectivity to multi-
modal integration with other imaging and stimulation
tools.

1 Balloon Model

The principle of fMRI is based on changes in cerebral
blood supply. Neuronal activity causes an increased
oxygen demand, therefore this demand must be met
with an increase in inflow of highly oxygenated blood,
overcompensating the energy demand.

Blood oxygenation increases, more specifically de-
oxygenated hemoglobin is reduced. Since deoxy-
genated hemoglobin (dHb) is more paramagnetic than
oxygenated hemoglobin (oHb), magnetic field varia-
tions around dHb show reduced MR signal amplitudes.
Thus, neuronal activity leads to a local decrease in dHb
— causing an increased MR signal [5], [8] with a certain
delay of several seconds.

This non-linear behaviour of the MR signal due to
changes in blood supply is called the Blood Oxygena-
tion Level Dependent (BOLD) effect. This is modelled
using the so-called Balloon Model, linking changes in
blood oxygenation caused by neuronal activity to the
stimulus-induced hemodynamic response.
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Figure 1: Hemodynamic response function (HRF)
corresponding to task blocks with duration of 20
seconds (above) or events (below). Data created
using the spM software package.

The Balloon Model can be described by the follow-
ing four differential equations, describing the signal s,
the inflow of blood f;,, blood volume v, and deoxyhe-
moglobin g. It is assumed that the flow inducing sig-
nal s and the change in regional cerebral blood flow fi,
are linked linearly,

fin=s. (1)



Geissberger etal.

Connectivity Models for Functional MRI

The flow inducing signal is generated by neuronal
response to the stimulus function u(z),

s=eu(t)—ks—y(fin—1), )

with the parameter € describing the efficacy of the stim-
ulus to signal increase, k and 7y being rate constants de-
scribing signal decay and autoregulatory feedback from
blood flow. The venous blood volume is the difference
between inflow fi, and outflow f,, within a certain
time interval (transit time) T,

‘}:fin_fout. (3)

T

The blood vessels show higher outflow rate when dis-
tended, modelled using a single stiffness parameter o
as

1
Sour =va.

This describes the dynamic flow-volume relationship

based on the so-called Windkessel model (see [6]). The

deoxyhemoglobin content ¢ is modelled as an effect of
blood flow and volume change,

ins 1
g = <inE(fp)—fout(V):]> ~, @

p T
E(flnap) = 1_(1_p)1/fm,

with E(fin,p) describing the oxygen extraction from
the inflowing arterial blood, and p being the constant
oxygen extraction fraction.

The six unknown biophysical parameters are thus:
the stimulus efficacy &, the rate constant for signal de-
cay kK, the rate constant for blood flow autoregulation 7,
the stiffness parameter ¢, the resting oxygen extraction
fraction p and the mean transit time 7. Commonly used
estimates for these parameters can be seen in [2].

Assuming these six parameters to be constant, this
allows to view the model described by these differential
equations as a single input single output model — the
input being the stimulus function u(r) and the output
being the measured BOLD signal x(¢). It can be written
as

x(1) = H (u(?)) (5)

with H being the hemodynamic response function
(HRF), translating the stimulus u(¢) into the measured
signal change x(t). In practice, the time courses of the
observed data and stimulus function are represented as

vectors, thus can be written as

x=H(u). (6)

2 General Linear Model (GLM)

The General Linear Model is one of the most versa-
tile models used in statistics. Many common statistical
approaches, such as analysis of variance (ANOVA), t-
tests, ordinary linear regression etc. are special cases of
this model [11].

For a series of measurements y and a matrix of ex-
planatory variables — the so-called design matrix, the
General Linear Model is described as

y=XB+e¢. )

Here, 3 describes the parameters for modelling the lin-
ear coherence between the influencing factors and the
output signal; € is the residual vector containing errors
or noise, which are assumed independent and identi-
cally distributed.

2.1 Embedding the Balloon Model in GLM

Since for fMRI data the signal is not measured directly
but rather through the hemodynamic response, this be-
haviour must be taken into account. The Balloon Model
is incorporated into the design matrix as follows:

X = H(U) ®)
y = XB+e. 9)

For simplicity and because hemodynamic parame-
ters can be assumed to be constant [2], the hemody-
namic response function is usually not mentioned ex-
plicitly. The transformation of the stimulus functions in
the design matrix is obtained by convoluting the stimu-
lus function with the HRF.

2.2 Application

In functional MRI data 3D images are taken at every
time point, resulting in a time course for each voxel.
The coefficients 3 are estimated minimizing the error
squares. This Least Squares estimation can be easily
performed using the so-called pseudoinverse of the de-
sign matrix:
~ (XY 1% T
B=X'X)"' X'y (10)

Ty .
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To test for significance of the estimated 3, the residual
term r needs to be examined. It is defined as the differ-
ence between the measured values and the estimation,

r=y-Xg. (11

The standard deviation & of the error term is estimated

as

T

r -r

6= (12)

v

where Vv is the number of degrees of freedom associated
with r. For independently distributed residuals in fMRI,
this would be the number of scans minus the number
of effects estimated (column rank of X). The standard
error e can be described as

F=c-6(X'X) el (13)

Now the t-score is obtained as

.y (14)
e

The General Linear Model is estimated separately
for each voxel, resulting in a 3D map of parameter esti-
mates and corresponding t-scores which can be used to
functionally localize brain activity associated with cer-
tain stimuli or tasks.

The described methods for functional neuroimaging
data are implemented in the SPM package for MATLAB,
which was developed by the Wellcome Trust Centre for
Neuroimaging at the University College London. The
software, as well as documentation and course files,
is freely available at http://www.fil.ion.ucl.
ac.uk/spm/software/.

2.3 Criticism

The GLM gives a robust and easy-to-use method for
fMRI analyses, as no prior knowledge of function or ac-
tivation maps are required to do a standard GLM anal-
ysis. However, it is limited to regarding just snapshots
of brain states, neglecting brain dynamics and interplay
of different cortical regions. Therefore, other methods
must be used for more complex questions concerning
interconnections and co-dependencies of brain regions.

3 Dynamic Causal Modelling
(DCM)

Dynamic Causal Modelling is a framework which can
be used for investigating hypotheses on effective brain
connectivity, modelling the network behaviour of cer-
tain well-defined brain regions. This is done using fol-
lowing differential equation,

1=F(z,u,0.) = (A+Y uB/)z+Cu, (15)
j

where z is the state vector describing the activity in
a number of neuronal populations, u is the (time-
dependent) input, the parameter 6, describes the (time-
independent) coupling parameters, consisting of fol-
lowing adjacency matrices.

Here A describes the static influence of activity in
each neuronal population on others independent of con-
ditions (task/input-independent effective connectivity),
B/ describes the condition-dependent intermodulations
for each condition j, and C describes the direct influ-
ence of the conditions on activity in each brain region.
The indices of the matrix entries specify the direction
of the modulations — the column index indicating the
source and the row index indicating the target of the
connection.

Thus, the modeller needs to decide which regions
of interest should be included in the model, as well as
which connections are hypothesized to be present or
not. The connection strength (i.e. the values of the en-
tries in the connectivity matrices) is subsequently esti-
mated from the data.

An example of such structural hypotheses in a DCM
with 3 neuronal populations is depicted in figure 2.
Here, the assumed static connectivity is shown in blue,
non-existing connections are indicated in red, influence
of the conditions are shown in green. This DCM is
translated into following A, B and C matrices:

ap arn 0 0 0 21
=||e21 @2 ajz|+w|0 0 O 2
0 asp  az3 0 0 0 3



Geissberger etal.

Connectivity Models for Functional MRI

Figure 2: Schematic image of DCM structural assumptions
with 3 neuronal populations.

3.1 Embedding the Balloon Model in DCM

As before, neuronal activity is not measured directly
but via the BOLD effect — thus the hemodynamic state
equations in section 1 need to be incorporated into the
model as well. This leads to following full model from
stimulus u(#) to measured signal y(¢):

stimulus functions
u(t)
{

neural state equation

dx d ;

i <A+j:Z:lujB’> x+Cu
b
hemodynamic state equations

s=x—Kks—y(f—1)
f=s
’L'v:fin—vé
E y
Tq:fin (f;;lap) —Vé

+
BOLD signal change equation

y:)L(V7Q)

4
v

The BOLD signal change is modelled as a function

of blood volume v and deoxyhemoglobin content g,
A(v,q) =Vo(ki(1—q)+ka(1—q/v)+ks(1—v)) (17)

taking into account the blood volume fraction V and
constants ki, k; and k3. These constants have been
estimated by Buxton et al. [1] for a field strength of
1.5 Tesla. The variables of interest lying within the
neural state equation, they can be estimated using a
model inversion framework.

3.2 Application

Current implementations of DCM [4] within the SPM
package use a Bayesian framework for model estima-
tion, iteratively updating the parameters based on prior
estimates to maximize the model evidence p(y|m),

pbim) = [ pOl6.mpp(6lmde  (18)
where y is the measured data and m is the model.

Maximizing the model evidence. As the model
evidence (likelihood) can not be evaluated analytically,
it needs to be approximated. Usually the maximization
task is performed based on the log-likelihood due to nu-
merical advantages when reaching very low values (for
p(ylm) < 1).

To reduce the risk of overfitting, state-of-the-art
methods for model evidence estimations, such as the
Bayesian Information Criterion (BIC) or the Akaike In-
formation Criterion (AIC), generally use an accuracy
and a complexity term to find the best balance between
model fit and complexity.

log p(y|m) = accuracy(m) — complexity(m). (19)
These criteria are defined as

—AIC =logp(y|6,m) —n (20)
—BIC = log p(y|6,m) — 5 log(N) 1)

where y stands for the data, m is the model with pa-
rameters 0, N is the number of data points and r is the
number of parameters. Here, the complexity term pe-
nalizes a high number of parameters, however not their
information content. Therefore, the so-called negative
free energy was introduced,

F = (logp(y[0,m)),—KL[q(6),p(6|m)]  (22)

Ty .
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where ¢ is the assumed conditional distribution, thus
the left term is the expected log-likelihood under this
posterior. KL denotes the Kullberg-Leibler divergence,
which takes into account not only the number of pa-
rameters, but also their co-dependencies and therefore
information gain,

KL[q(6),p

+ (o) — o)"

(0}m)] = 5 (log Cy|

Co' (Lo —Ho)).  (23)

—10g\Ce|y|

Here, Cy is the empirical prior covariance, Cy), is the
posterior covariance, [lg and [g)|, are the prior and pos-
terior expectation. The negative free energy is a lower
bound for the log-likelihood and can thus be used as
its approximation for parameter estimation and making
single subject and group inferences on model structure.

Note that these measures — AIC, BIC as well as neg-
ative free energy — are relative measures only. Thus,
they can be used to compare relative fit of different
models, however not for testing overall model quality
in the sense of hypothesis testing.

Parameter estimation. In the Dynamic
Causal Modelling framework, both biophysical
(6, = (e,x,7,a,p,T), see section 1) and connectivity
parameters (6, = (A,B,C)) need to be estimated. As
a non-linear optimization problem, current imple-
mentations of DCM use a Gauss-Newton algorithm
in an Expectation Maximization Scheme (see [4]) to
calculate the maximum a-posteriori (MAP) estimates.
Here, a fully Bayesian approach is used, based on the
conditional probability of the parameters given the
data, p(0y).

According to Bayes’ theorem, following proportion-
ality is given:

p(8]y) =< p(y|8)p(6) (24)

Under Gaussian assumptions for the posterior den-
sity p(0]y), its estimation is reduced to finding its first
two moments — the conditional mean 1), and covari-
ance Cy), of 6 [y. Analogously, the priors are estimated
in terms of their expectation 1g and Cg.

From equation (24) we receive

(i+1) (i+1)
(9 My ) Cop(8 — g, ")
(25)

p(By) o< exp

with
Copy=("'CMD)7", (26)
ngs " = g0, + Cop( JT ¢\ 27)

where
) el 8

Iterating equation (25) when no priors are given can
be seen as the Gauss-Newton method for parameter es-
timation (see [3] for further details).

Although we have so far assumed the error covari-
ance C, to be known, usually it is not, e.g. for temporal
correlations in fMRI. However, it can be estimated us-
ing some hyperparameters A;, so that

Ce=Y 1;Q; and (29)
j
aC,
Qj==—- (30)
7T 0A,

Q; represents a covariance basis set that embody vari-
ance components, which can model different variances
for different data blocks, or even temporal correlations
within blocks. To model the error covariance using this
basis set, we must now estimate its coefficients 7Lj.

The posterior mean 7)g), and covariance Cgq|, as well
as error covariance C, are now estimated iteratively in
an expectation maximization (EM) scheme, such that
the model evidence — i.e. the negative free energy F —
1s maximized. See [3] and [7] for more details.

Inference strategies. After specification and esti-
mation of a DCM, for each connectivity parameter in 6,
there exists an estimate of the mean and covariance, as
well as an estimate of the model evidence through the
negative free energy F.

On the parameter level, the significance of each con-
nection can be tested using one-sided t-tests on the
mean and covariance — analogously to section 2.2.

However, as the negative free energy is only a rela-
tive measure of model quality, we can not infer on the
model itself, but only compare different models (model
structures) on the same data, giving following options
for inferences on the model structure level:

e Select the model maximizing the model evidence
for each subject.
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e Average over models showing high posterior prob-
ability.

The first option is also referred to as Bayesian Model
Selection (BMS). As there are often several models
showing non-neglectable posterior probability, the sec-
ond option has become an often preferred choice — re-
ferred to as Bayesian Model Averaging (BMA) — per-
forming a weighted average over models within an
Occam’s window, i.e. showing a posterior probability
above a certain threshold, see [9] and [10].

3.3 Criticism

Compared to classic GLM approaches, DCM inherently
takes into account the dynamic nature of the brain by
implementing interconnections between brain regions.
However, the so-called “effective connectivity" investi-
gated in the DCM does not imply direct physical con-
nection of certain brain regions.

Also, while in the GLM analysis no prior assump-
tions have to be made on spatial extent and locations of
activation changes, DCM depends strongly on a-priori
hypotheses regarding neuronal populations and mecha-
nisms.

Exploratory, i.e. non-hypothesis-driven analysis,
could theoretically be conducted by setting each mea-
surement point, i.e. voxel time course, in relation to
each other and variating the existing connections re-
spectively. However, this is not only numerically im-
possible, but also the winning model might not be opti-
mal.

Within the current DCM framework it is only pos-
sible to estimate the most plausible parameters for pre-
defined modulatory connections, but it is not possible
to validate the prior assumptions (i.e. presumed con-
nections) per se, and thus the resulting model. Thus,
the DCM framework can only be regarded as a model
selection framework. Other, possibly invasive, methods
must be used for finding further evidence on the validity
of the models.
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founded in July 1986 in order to create an organisation
of simulation professionals within the Dutch language
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in research, development, application and education of
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ISCS — Italian Society for Computer
Simulation

The Italian Society for Computer Simulation (ISCS) isa
scientific non-profit association of members from indus-
try, university, education and several public and research
institutions with common interest in all fields of com-
puter simulation.
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LIOPHANT Simulation

Liophant Simulation is a non-profit association born in
order to be a trait-d'union among simulation developers
and users; Liophant is devoted to promote and diffuse
the simulation techniques and methodologies; the Asso-
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organization of International Conferences, courses and
internships focused on M& S applications.
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LSS — Latvian Simulation Society

The Latvian Simulation Society (LSS) has been founded
in 1990 as the first professional simulation organisation
in the field of Modelling and simulation in the post-
Soviet area. Its members represent the main simulation
centresin Latvia, including both academic and industri-
al sectors.

— briedis.itl.rtu.lviimb/

#=7 merkur @itl.rtu.lv

< LSS/ Yuri Merkuryev, Dept. of Modelling
and Simulation Riga Technical University
Kalku street 1, Riga, LV-1658, LATVIA

LSS Officers

President Yuri Merkuryev, merkur@itl.rtu.lv
Secretary Artis Teilans, Artis.Teilans@exigenservices.com
Repr. EUROSIM  Yuri Merkuryev, merkur@itl.rtu.lv
Deputy Artis Teilans, Artis.Teilans@exigenservices.com

Edit. Board SNE Yuri Merkuryev, merkur@itl.rtu.lv
Web EuroSIM  Vitaly Bolshakov, vitalijs.bolsakovs@rtu.lv
Last data update June 2016




Information EUROSIM and EUROSIM Societies

KA-SIM Kosovo Simulation Society

Kosova Association for Modeling and Simulation (KA-
SIM, founded in 2009), is part of Kosova Association of
Control, Automation and Systems Engineering (KA-
CASE). KA-CASE was registered in 2006 as non Profit
Organization and since 2009 is Nationa Member of
IFAC — International Federation of Automatic Control.
KA-SIM joined EUROSIM as Observer Member in
2011. In 2016, KA-SIM became full member.

KA-SIM has about 50 members, and is organizing the in-
ternational conference series International Conference in
Business, Technology and Innovation, in November, in
Durrhes, Albania, and IFAC Simulation Workshops in
Pristina.

— www.ubt-uni.net/ka-case

#=7 ehajriz @ubt-uni.net

< MOD&SIM KA-CASE;  Att. Dr. Edmond Hajrizi

Univ. for Business and Technology (UBT)
Lagjja Kalabria p.n., 10000 Prishtina, Kosovo

KA-SIM Officers

President Edmond Hajrizi, ehajrizi@ubt-uni.net
Vice president  Muzafer Shala, info@ka-sim.com
Secretary Lulzim Beqiri, info@ka-sim.com
Treasurer Selman Berisha, info@ka-sim.com
Repr. EUROSIM  Edmond Hajrizi, ehajrizi@ubt-uni.net
Deputy Muzafer Shala, info@ka-sim.com

Edit. Board SNE Edmond Hajrizi, ehajrizi@ubt-uni.net
Web EUROSIM Betim Gashi, info@ka-sim.com
Last data update December 2016

PSCS - Polish Society for Computer
Simulation

PSCS was founded in 1993 in Warsaw. PSCS is a scien-
tific, non-profit association of members from universi-
ties, research ingtitutes and industry in Poland with
common interests in variety of methods of computer
simulations and its applications. At present PSCS counts
257 members.
— www.eurosim.info (www.ptsk.man.bialystok.pl)
#=7 leon@ibib.waw.pl
P< PSCS/ Leon Bobrowski, c/o IBIB PAN,

ul. Trojdena 4 (p.416), 02-109 Warszawa, Poland

PSCS Officers
President
Vice president

Leon Bobrowski, leon@ibib.waw.pl

Tadeusz Nowicki,
Tadeusz.Nowicki@wat.edu.pl

Z. Sosnowski, zenon@ii.pb.bialystok.pl
Zdzislaw Galkowski,
Zdzislaw.Galkowski@simr.pw.edu.pl
Repr. EUROSIM  Leon Bobrowski, leon@ibib.waw.pl
Deputy Tadeusz Nowicki, tadeusz.nowicki@wat.edu.pl
Edit. Board SNE Zenon Sosnowski, z.sosnowski@pb.ed.pl

Web EuroSIM  Magdalena Topczewska
m.topczewska@pb.edu.pl
Last data update December2013

Treasurer
Secretary

SIMS - Scandinavian Simulation Society

SIMS is the Scandinavian Smulation Society with
members from the four Nordic countries Denmark, Fin-
land, Norway and Sweden. The SIMS history goes back
to 1959. SIMS practical matters are taken care of by the
SIMS board consisting of two representatives from each
Nordic country (Iceland one board member).

SIMS Structure. SIMS is organised as federation of re-
gional societies. There are FinSim (Finnish Simulation
Forum), DKSIM (Dansk Simuleringsforening) and NFA
(Norsk Forening for Automatisering).

— Www.scansims.org

#=7 esko.juuso@oul u.fi

P< SIMS/ Erik Dahlquist, School of Business, Society and
Engineering, Department of Energy, Building and Envi-
ronment, Md ardalen University, P.O.Box 883, 72123
V asterds, Sweden

SIMS Officers

President Erik Dahlquist, erik.dahlquist@mdh.se
Vice president  Bernd Lie, lie@hit.noe

Treasurer Vadim Engelson,

vadim.engelson@mathcore.com
Repr. EUROSIM  Erik Dahlquist, erik.dahlquist@mdh.se
Edit. Board SNE Esko Juuso, esko.juuso@oulu.fi

Web EuroSIM  Vadim Engelson,
vadim.engelson@mathcore.com
Last data update June 2016
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SLOSIM - Slovenian Society for Simulation and Mod-
elling was established in 1994 and became the full
member of EUROSIM in 1996. Currently it has 90 mem-
bers from both Slovenian universities, institutes, and in-
dustry. It promotes modelling and simulation approach-
esto problem solving in industrial as well asin academ-
ic environments by establishing communication and co-
operation among corresponding teams.

SLOSIM - Slovenian
Society for Simulation
and Modelling

— www.slosim.si

#=7 dosim@fe.uni-lj.si

< SLOSIM / Vito Logar, Faculty of Electrical
Engineering, University of Ljubljana,
Trzaska 25, 1000 Ljubljana, Slovenia

SLOSIM Officers

President Vito Logar, vito.logar@fe.uni-lj.si

Vice president  BoZidar Sarler, bozidar.sarler@ung.si
Secretary Ales Beli¢, ales.belic@sandoz.com
Treasurer Milan Sim¢i¢, milan.simcic@fe.uni-lj.si
Repr. EUROSIM  B. Zupandi¢, borut.zupancic@fe.uni-lj.si
Deputy Vito Logar, vito.logar@fe.uni-lj.si

Edit. Board SNE B. Zupanci¢, borut.zupancic@fe.uni-lj.s
Vito Logar, vito.logar @fe.uni-lj.s
Blaz Rodi¢, blaz.rodic@fis.unm.si
Vito Logar, vito.logar@fe.uni-lj.si
Last data update December 2016

Web EUurROSIM

UKSIM - United Kingdom Simulation Society

The UK Simulation Society is very active in organizing
conferences, meetings and workshops. UKSim holds its
annual conference in the March-April period. In recent
years the conference has always been held at Emmanuel
College, Cambridge. The Asia Modelling and Simula-
tion Section (AMSS) of UKSim holds 4-5 conferences
per year including the EMS (European Modelling Sym-
posium), an event mainly aimed at young researchers,
organized each year by UKSim in different European
cities.

Membership of the UK Simulation Society is free to
participants of any of our conferences and their co-
authors.

— www.uksim.org.uk
#=7 david.al-dabass@ntu.ac.uk

<1 UKSIM / Prof. David Al-Dabass
Computing & Informatics,
Nottingham Trent University
Clifton lane, Nottingham, NG11 8NS
United Kingdom

UKSIM Officers

President David Al-Dabass,
david.al-dabass@ntu.ac.uk

Secretary A. Orsoni, A.Orsoni@kingston.ac.uk

Treasurer A. Orsoni, A.Orsoni@kingston.ac.uk

Membership chair G. Jenkins, glenn.l.jenkins@smu.ac.uk

Local/Venue chair Richard Cant, richard.cant@ntu.ac.uk

Repr. EUROSIM A. Orsoni, A.Orsoni@kingston.ac.uk

Deputy G. Jenkins, glenn.l.jenkins@smu.ac.uk

Edit. Board SNE A. Orsoni, A.Orsoni@kingston.ac.uk

Last data update March 2016

RNSS — Russian Simulation Society

NSS - The Russian National Simulation Society
(Hammonansnoe OGmectBo MMuranmonnoro Mojenu-
posanus — HOUM) was officialy registered in Russian
Federation on February 11, 2011. In February 2012 NSS
has been accepted as an observer member of EUROSIM,
and in 2015 RNSS has become full member.

— www.simulation.su

£=7 yusupov@iias.sph.su

< RNSS/R. M. Y usupov,

St. Petersburg Ingtitute of Informatics and Automation
RAS, 199178, St. Petersburg, 14th lin. V.0, 39

RNSS Officers

President R. M. Yusupov, yusupov@iias.spb.su
Chair Man. Board  A. Plotnikov, plotnikov@sstc.spb.ru
Secretary M. Dolmatov, dolmatov@simulation.su

Repr. EUROSIM R.M. Yusupov, yusupov@iias.spb.su

Y. Senichenkov,
senyb@dcn.icc.spbstu.ru

B. Sokolov, sokol@iias.spb.su

Y. Senichenkov,
senyb@dcn.icc.spbstu.ru

Last data update June 2016

Deputy
Edit. Board SNE
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EUROSIM OBSERVER MEMBERS

ROMSIM - Romanian Modelling and
Simulation Society

ROMSIM has been founded in 1990 as a non-profit so-
ciety, devoted to theoretical and applied aspects of mod-
eling and simulation of systems. ROMSIM currently
has about 100 members from Romania and Moldavia.
— Www.eurosim.info (www.ici.ro/romsim)
#7 Sflorin@ici.ro
< ROMSIM / Florin Hartescu,
National Institute for Research in Informatics, Averescu
Av. 8 — 10, 71316 Bucharest, Romania

ROMSIM Officers
President
Vice president

Florin Hartescu, flory@ici.ro
Marius Radulescu,
mradulescu.csmro@yahoo.com

Marius Radulescu,
mradulescu.csmro@yahoo.com

Deputy Florin Hartescu, flory@ici.ro
Edit. Board SNE Constanta Zoe Radulescu, zoe@ici.ro
Web EurOSIM Florin Hartescu, flory@ici.ro

Last data update June 2017

Repr. EUROSIM

MIMOS - Italian Modelling and
Simulation Association

MIMOS (Movimento Italiano Modellazione e Simula-
zione— Italian Modelling and Simulation Association) is
the Italian association grouping companies, profession-
als, universities, and research institutions working in the
field of modelling, simulation, virtual reality and 3D,
with the aim of enhancing the culture of ‘virtuality’ in
Italy, in every application area.

MIMOS became EUROSIM Observer Member in 2016
and is preparing application for full membership.

—  WWW.mimos.it

#7 roma@mimos.it —info@mimos.it

< MIMOS — Movimento Italiano M odellazione e Simulazio-
ne; viaUgo Foscolo 4, 10126 Torino — via Laurentina
760, 00143 Roma

MIMOS Officers

President Paolo Proietti, roma@mimos.it
Secretary Davide Borra, segreteria@mimos.it
Treasurer Davide Borra, segreteria@mimos.it

Repr. EUROSIM Paolo Proietti, roma@mimos.it

Deputy Agostino Bruzzone, agosti-
no@itim.unige.it

Paolo Proietti, roma@mimos.it

Edit. Board SNE

Last data update December 2016

CANDIDATES

Albanian Simulation Society

At the Department of Statistics and Applied Informatics,
Faculty of Economy, University of Tirana, Prof. Dr.
Kozeta Sevrani at present is setting up an Albanian
Simulation Society. Kozeta Sevrani, professor of Com-
puter Science and Management Information Systems,
and head of the Department of Mathematics, Statistics
and Applied Informatic, has attended a EUROSIM
board meeting in Vienna and has presented simulation
activities in Albania and the new simulation society.
The society — constitution and bylaws are being worked
out — will be involved in different international and lo-
cal simulation projects, and will be engaged in the or-
ganisation of the conference series ISTI — Information
Systems and Technology. The society intends to be-
come a EUROSIM Observer Member.

#=7 kozeta.sevrani @unitir.edu.al

< Albanian Simulation Goup, attn. Kozeta Sevrani
University of Tirana, Faculty of Economy
rr. Elbasanit, Tirana 355 Albania

Albanian Simulation Society- Officers (Planned)

President Kozeta Sevrani,

kozeta.sevrani @unitir.edu.al
Secretary
Treasurer
Repr. EUROSIM Kozeta Sevrani,

kozeta.sevrani @unitir.edu.al
Edit. Board SNE Albana Gorishti,

albana.gorishti @unitir.edu.al
Majlinda Godolja,
majlinda.godolja@fshn.edu.al

Last data update December 2016
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ASIM - Buchreihen / ASIM Book Series

Simulation in Production and Logistics 2017 — 17. ASIM Fachtagung Simulation in Produktion und Logistik
Sigrid Wenzel, Tim Peter (Hrsg.); kassel university press GmbH, Kassel, 2017; ISBN 978-3-7376-0192-4
(print), ISBN 978-3-7376-0193-1 (e-book); ASIM Mitteilung AM164.

Simulation in Production und Logistics 2015 - 16. ASIM-Fachtagung Simulation in Produktion und Logistik
M. Raabe, U. Clausen (Hrsg.); ISBN 978-3-8396-0936-1, Stuttgart: Fraunhofer Verlag, 2015.

Simulation in Produktion und Logistik 2013: Entscheidungsunterstiitzung von der Planung bis zur Steuerung
W. Dangelmaier, C. Laroque, A. Klaas (Hrsg.); ISBN 978-3-942647-35-9, HNI-Verlagsschriftenreihe,
Heinz Nixdorf Institut, Paderborn, 2013.
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Modellierung, Regelung und Simulation in Automotive und Prozessautomation — Proc. 5. ASIM-Workshop
Wismar 2011. C. Deatcu, P. Dinow, T. Pawletta, S. Pawletta (eds.), ISBN 978-3-901608-36-0,
ASIM/ARGESIM, Wien, 2011.

Simulation in Produktion und Logistik 2010: Integrationsaspekte der Simulation - Technik, Organisation und
Personal. G. Ziilch, P. Stock, (Hrsg.), ISBN 978-3-86644-558-1, KIT Scientific Publ. Karlsruhe, 2010.

Simulation und Optimierung in Produktion und Logistik — Praxisorientierter Leitfaden mit Fallbeispielen.
L. Marz, W. Krug, O. Rose, G. Weigert , G. (Hrsg.); ISBN 978-3-642-14535-3, Springer, 2011.

Verifikation und Validierung fiir die Simulation in Produktion und Logistik - Vorgehensmodelle und Techniken.
M. Rabe, S. Spieckermann, S. Wenzel (eds.); ISBN: 978-3-540-35281-5, Springer, Berlin, 2008.

Qualitatskriterien fur die Simulation in Produktion und Logistik — Planung und Durchfiihrung von
Simulationsstudien. S. Wenzel, M. Weil3, S. Collisi — B6hmer, H. Pitsch, O. Rose (Hrsg.);
ISBN: 978-3-540-35281-5, Springer, Berlin, 2008.

Monographs

Patrick Einzinger: A Comparative Analysis of System Dynamics and Agent-Based Modelling for Health Care
Reimbursement Systems. FBS 24; ISBN 978-3-901608-75-9, ASIM/ARGESIM Vienna, 2014;
www.tuverlag.at — print-on-demand.

Martin Bruckner: Agentenbasierte Simulation von Personenstromen mit unterschiedlichen Charakteristiken.
FBS 23; ISBN 978-3-901608-74-2 (ebook), ASIM/ARGESIM Vienna, 2014;
www.tuverlag.at — print-on-demand

Stefan Emrich: Deployment of Mathematical Simulation Models for Space Management. FBS 22;
ISBN 978-3-901608-73-5 (ebook), ASIM/ARGESIM Vienna, 2013; www.tuverlag.at — print-on-demand

Xenia Descovich: Lattice Boltzmann Modeling and Simulation of Incompressible Flows in Distensible Tubes
for Applications in Hemodynamics. FBS 21; ISBN 978-3-901608-71-1 (ebook),
ASIM/ARGESIM Vienna, 2012; www.tuverlag.at — print-on-demand

Florian Miksch: Mathematical Modeling for New Insights into Epidemics by Herd Immunity and Serotype
Shift. FBS 20, ISBN 978-3-901608-70-4 (ebook), ASIM/ARGESIM Vienna, 2012;
www.tuverlag.at — print-on-demand

Shabnam Taubdck: Integration of Agent Based Modelling in DEVS for Utilisation Analysis: The MoreSpace
Project at TU Vienna. FBS 19; ISBN 978-3-901608-69-8 (ebook), ASIM/ARGESIM Vienna, 2012;
www.tuverlag.at — print-on-demand

Series Fortschrittsberichte Simulation

Christian Steinbrecher: Ein Beitrag zur pradiktiven Regelung verbrennungsmotorischer Prozesse.
FBS 18; ISBN 978-3-901608-68-1 (print), 978-3-901608-72-8 (ebook), ASIM/ARGESIM Vienna, 2010.

Olaf Hagendorf: Simulation-based Parameter and Structure Optimisation of Discrete Event Systems
FBS 17; ISBN 978-3-901608-67-4 (print), 978-3-901608-99-5 (ebook), ASIM/ARGESIM Vienna, 2010.

Download (some books) via ASIM webpage - www.asim-gi.org Info: info@asim-gi.org
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ATLAB?

Uber eine Million Menschen weltweit sprechen
Wi ATLAB. Ingenieure und Wissenschaftler in
allan Bereichien —von der Luft- und Bmamfahrt
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