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EUROSIM Congresses are the most important modelling and simulation events in Europe. For 
EUROSIM 2019, we are soliciting original submissions describing novel research and 
developments in the following (and related) areas of interest: Continuous, discrete (event) and 
hybrid modelling, simulation, identification and optimization approaches. Two basic contribution 
motivations are expected: M&S Methods and Technologies and M&S Applications. Contributions 
from both technical and non-technical areas are welcome.  
 
Congress Topics The EUROSIM 2019 Congress will include invited talks, parallel, special and 
poster sessions, exhibition and versatile technical and social tours. The Congress topics of interest 
include, but are not limited to:  
 
Intelligent Systems and Applications  
Hybrid and Soft Computing  
Data & Semantic Mining 
Neural Networks, Fuzzy Systems & 

Evolutionary Computation  
Image, Speech & Signal Processing  
Systems Intelligence and  

Intelligence Systems  
Autonomous Systems  
Energy and Power Systems 
Mining and Metal Industry 
Forest Industry 
Buildings and Construction 
Communication Systems 
Circuits, Sensors and Devices 
Security Modelling and Simulation  
 

Bioinformatics, Medicine, Pharmacy 
and Bioengineering  

Water and Wastewater Treatment, 
Sludge Management and Biogas 
Production 

Condition monitoring, Mechatronics  
and maintenance 

Automotive applications 
e-Science and e-Systems  
Industry, Business, Management, 

Human Factors and Social Issues  
Virtual Reality, Visualization, 

Computer Art and Games  
Internet Modelling, Semantic Web  

and Ontologies  
Computational Finance & Economics  
 

Simulation Methodologies and Tools 
Parallel and Distributed 

Architectures and Systems  
Operations Research  
Discrete Event  Systems  
Manufacturing and Workflows  
Adaptive Dynamic Programming 

and Reinforcement Learning  
Mobile/Ad hoc wireless  

networks, mobicast, sensor  
placement, target tracking  

Control of Intelligent Systems  
Robotics, Cybernetics, Control 

Engineering, & Manufacturing  
Transport, Logistics, Harbour, Shipping

and Marine Simulation  
 

Congress Venue / Social Events The Congress will be held in the City of Logroño, Capital of La 
Rioja, Northern Spain. The main venue and the exhibition site is the University of La Rioja (UR), 
located on a modern campus in Logroño, capital of La Rioja, where 7500 students are registered. 
The UR is the only University in this small, quiet region in Northern Spain. La Rioja is where the 
Monasteries of San Millán de la Cogolla, cradle of the first words written in the Spanish language, 
are situated, sites included in UNESCO’s World Heritage List in 1996. Of course, social events will 
reflect this heritage – and the famous wines in la Rioja. 
 
Congress Team: The Congress is organised by CAE CAE-SMSG, the Spanish simulation society, 
and Universidad de la Rioja. 
Info: Emilio Jiménez, EUROSIM President, emilio.jimenez@unirioja.es 
           Juan Ignacio Latorre,  juanignacio.latorre@unavarra.es                   www.eurosim.info 
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Editorial 
Dear  Readers – SNE Volume 27 (2017) provides novelties in content and organisation. SNE has updated and sharpened aims and 
scope –discussed in the editorial of the last two issues. This issue SNE 27(3), underlines SNE’s publication strategy for EUROSIM 
societies: SNE is open for post-conference publication of contributions from EUROSIM conferences – as with this issue. 
SNE is the official membership journal of EUROSIM, the 
Federation of European simulation societies and simula-
tion groups. Members of EUROSIM societies, as ASIM 
(the German simulation society), or CEA-SMSG, the 
Spanish IFAC-based simulation society, and seventeen 
other societies) have privileged access to online SNE con-
tributions: society login and society password allow 
download of colour high-resolution publications of scien-
tific contributions, indicated in the picture at right with 
file name appendix ‘RA’. The snapshot at right refers to 
the new SNE website www.sne-journal.org, which togeth-
er with the new EUROSIM website www.eurosim.info of-
fers benefits for EUROSIM members. 

 

 

 
 I would like to thank all authors for their contributions to SNE 27(3) showing the broad variety of simulation. And thanks to 
the editorial board members for review and support, and to the organizers of the EUROSIM conferences for co-operation in post-
conference contributions. And last but not least thanks to the SNE Editorial Office for layout, typesetting, preparations for printing, 
with special thanks for support in relaunch of SNE website. 
 

Felix Breitenecker, SNE Editor-in-Chief, eic@sne-journal.org; felix.breitenecker@tuwien.ac.at 
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SNE - Aims and Scope 
Simulation Notes Europe (SNE) provides an international, 
high-quality forum for presentation of new ideas and ap-
proaches in simulation - from modelling to experiment analy-
sis, from implementation to verification, from validation to 
identification, from numerics to visualisation - in context of 
the simulation process.  
SNE seeks to serve scientists, researchers, developers and users 
of the simulation process across a variety of theoretical and 
applied fields in pursuit of novel ideas in simulation and to 
enable the exchange of experience and knowledge through de-
scriptions of specific applications. SNE follows the recent de-
velopments and trends of modelling and simulation in new 
and/or joining application areas, as complex systems and big 
data. SNE puts special emphasis on the overall view in simula-
tion, and on comparative investigations, as benchmarks and 
comparisons in methodology and application. For this pur-
pose, SNE documents the ARGESIM Benchmarks on Modelling 
Approaches and Simulation Implementations with publication 
of definitions, solutions and discussions. SNE welcomes also 
contributions in education in/for/with simulation.  

A News Section in SNE provides information for EU-
ROSIM Simulation Societies and Simulation Groups. 

SNE, primarily an electronic journal, follows an open ac-
cess strategy, with free download in basic layout. SNE is the 
official membership journal of EUROSIM, the Federation of 
European Simulation Societies and Simulation Groups – 
www.eurosim.info. Members of EUROSIM societies are enti-
tled to download SNE in an elaborate and extended layout, and 
to access additional sources of benchmark publications, model 
sources, etc. Print SNE is available for specific groups of EU-
ROSIM societies, and starting with Volume 27 (2017) as print-
on-demand from TU Verlag, TU Wien. SNE is DOI indexed 
by CrossRef, identified by DOI prefix 10.11128, assigned to 
the SNE publisher ARGESIM (www.argesim.org). 

Author’s Info. Individual submissions of scientific papers 
are welcome, as well as post-conference publications of con-
tributions from conferences of EUROSIM societies. SNE wel-
comes special issues, either dedicated to special areas and/or 
new developments, or on occasion of events as conferences 
and workshops with special emphasis. 
Authors are invited to submit contributions which have not 
been published and have not being considered for publication 
elsewhere to the SNE Editorial Office.  
SNE distinguishes different types of contributions (Notes), i.e.  
• TN Technical Note, 6 – 10 p. • EN Education Note –6 – 8 p. 
• PN Project Note 6 – 8 p.  • SN Short Note, max. 6 p.   
• SW Software Note , 4 – 6 p. • BN Benchmark Note, 4 – 8 p. 
• ON Overview Note ON – only upon invitation, up to 14 p.  

Further info and templates (doc, tex) at SNE‘s website. 
        www.sne-journal.org 

SNE Editorial Board 
SNE - Simulation Notes Europe is advised and supervised by 
an international scientific editorial board. This board is taking 
care on peer reviewing of submission to SNE. At present, the 
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A New Approach for Integrating Discrete 
Element Method into Component-oriented 

System Simulations 
Christian Richter 

Technische Universität Dresden, Chair of Construction Machinery; christian.richter1@tu-dresden.de 

 
 
Abstract.  The working process of construction and 
conveying machines is characterized by the interaction 
with granular and bulk materials. In order to allow pro-
spective analysis of machine behaviour under real oper-
ating conditions, coupled simulations are increasingly 
used. While modelling the equipment happens within the 
scope of component-oriented system modelling, repro-
ducing particle-mechanical behaviour is done with dis-
crete element method. The work presented here intro-
duces a new integrated approach which allows a closed 
modelling and simulation of system models and discrete 
element method. The creation and calculation of coupled 
simulations is thus facilitated by a multiple. 

Introduction

1 Basics 

1.1 Discrete element method 
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Figure 1: DEM Calculation Loop. 

Figure 2: Input Script for LIGGGHTS®. 

1.2 Network-based system simulations 

Figure 3: Network model of an engine with 6 cylinders. 
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1.3 Coupled simulations 

Figure 4: Classification of coupled simulations. 

2 Integrating DEM into 
Component-oriented System 
Models 

2.1 Component library 

Component Functions 

SimulationBox get total count and mass of all 
particles 

ParticleSource generate particles 

ParticleSink remove particles 

ParticleFlowSensor measure the number and mass of 
particles passing a surface 

ParticleRegionSensor measure the number and and mass 
of particles in a volumetric region 

ParticleSet loading existing data 

RigidBody interaction of a rigid body with the 
particles 

Table 1: Components and corresponding functions. 

2.2 System structure 
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Figure 5: System structure. 

2.3 Communication 

1 outer SimulationBox simbox “simBox”;  
2 Boolean isConnected(start=false); 
3 ExternalObject client=TcpClient();  
4 equation 
5  when initial() then 
6   isConnected=connectToServer( 
7    client, 
8    simbox.address, 
9    simbox.port); 
10  end when; 

SimulationBox
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1 parameter Real tc=0.0001; 
2 Boolean commTrigger=sample(0, tc); 
3 algorithm 
4 if isConnected then 
5 when initial() then 
6 ...send initial data... 
7 elsewhen commTrigger then 
8 ...send and receive data... 
9 elsewhen terminal() then 
10 ...send final data... 
11 end when; 
12 end if; 

3 Bucket Elevator 

3.1 Analytical considerations 

P

Figure 6: Construction of point P and distance a. 

3.2 Modelling 

Figure 7: Structure view of the bucket elevator model in 
Simulation X®. 

3.3 Results 
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Figure 8: 3d-simulation-view of steady state. 

Figure 9: Forces on single bucket. 

4 Conclusion 

References 

Fachtagung Bauma-
schinentechnik



S N E  T E C H N I C A L  N O T E  

   SNE 27(3) – 9/2017 131 

Design of Simulation Model for Novel  
Solar Thermal Storage Tank 

Muthalagappan Narayanan*, Gerhard Mengedoht, Walter Commerell 

Hochschule Ulm, Prittwitzstraße 10, 89075 Ulm, Germany; *narayanan@hs-ulm.de 

 
 
Abstract.  Due to the fluctuated availability of solar en-
ergy, the solar thermal energy systems are designed by 
simulation as to have a system which will satisfy the 
loads as expected. The thermal storage tanks are exist-
ing since a long time but however there is still research 
going on and new novel tanks are introduced. One such 
tank is the Hybrid Quattro thermal storage tank from 
Sailer GmbH. This storage tank have new patented lanc-
es, which helps in stratification of the tank and thus 
higher efficiency of the energy storage without mixing of 
the layers in the tank. For designing of an energy system 
with this storage tank, a simulation model of this tank is 
required. Thus a test of this storage tank is done and the 
parameters were identified which later was used to build 
up a component model for storage in TRNSYS software 
using the type 340 storage tank model. This paper ex-
plains the process of identifying parameters from a real 
storage tank to a simulation model which can be used 
further for simulating a storage tank which would also 
make possible for the storage tank to be optimized for a 
development in the efficiency for the system perfor-
mance. 

Introduction

Intelligent Home 
Energy Management

Figure 1. Overview of iHEM. [1] 
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1.1 Hybrid Quattro storage tank 

. Stratification lances from Solvis GmbH (on the 
left) [3], and Sailer GmbH (on the right, where 
the middle lance is used for solar energy i.e. 
natural convection input). [4] 
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Figure 3. Sectional view of the Hybrid Quattro tank with 
the stratification lances. [5] 

1.2 TRNSYS Type 340 

Figure 4. Schematic of the multiport store model as it is 
in TRNSYS type 340 component model. [7] 



 Narayanan  et al.     Design of Simulation Model for Novel Solar Thermal Storage Tank 

 134 SNE 27(3) – 9/2017 

TN

2 Methodology 

3 Simulation Realization 

Figure 5. Schematic of the Sailer hybrid quattro tank as 
it is functioning in the real system. [9] 
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Figure 6. Overview of the simulation setup for  
the tank model. 

4 Results and Conclusion 
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Conceptional Problems of Transaction-based 
Modeling and its Implementation  

in SimEvents 4.4 
Lars Austermann*, Peter Junglas, Jan Schmidt, Christian Tiekmann 

PHWT Vechta, Schlesier Str. 13, 49356 Diepholz, Germany; * peter@peter-junglas.de 

 
 
Abstract.  Transaction-based modeling is a widely used 
graphical method for modeling discrete event systems, a 
recent implementation being SimEvents from Math-
works. Though it is applicable to a wide range of prob-
lems, it has its specific drawbacks. Some of them are 
connected to the basic abstractions of the method, oth-
ers are related to the specific program used. By imple-
menting a few different standard examples, we will show 
some of these shortcomings together with possible 
workarounds. This should be pointed out, when teaching 
this method to new users, but additionally has to be 
taken into account, when building a new transaction-
based library or corresponding blockset. 

Introduction

1 Example Models 
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•

•

•

•

2 Problems Implementing the 
Examples 

2.1 Handling of concurrent events 

Get 

Attribute Com-

pute Port

SetAttrib-

ute

Figure 1: Example with concurrent events. 

SetAttribute

Output Switch

null server Server

Get At-

tribute

Figure 2: CPU component of the ‘timeshared’ example. 

BUFFER
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2.2 Separation of entities from a queue 

shuffle queue

Figure 3: Shuffle queue component of the  
‘multiteller’ example. 

clone queue

Figure 4: Clone queue component of the  
‘multiteller’ example. 

2.3 Storing entities 

Storage
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Figure 5: Change Stock component of the  
‘supply chain’ example. 

Figure 6: Storage component of the  
‘supply chain’ example. 

2.4 Time measurements across several 
blocks 

Figure 7: Accumulation of times in a PauseCTimer 
component. 

Figure 8: Simple test model for accumulating timers. 

PauseCTimer

PauseCTimer

2.5 Statistical analysis 
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Adder Max

Figure 9: Component EntityMeanMax for  
accumulating entity data. 

3 Conclusions 

•

•

•

•

BUFFER
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Automatic Layout of Scilab/Xcos Diagrams 
Chenfeng Zhu1*, Umut Durak2, Sven Hartmann1, Clément David3 

1 Clausthal University of Technology, Department of Informatics, Julius-Albert-Straße 4,  
38678 Clausthal-Zellerfeld, Germany; * chenfeng.zhu@tu-clausthal.de 

2German Aerospace Center (DLR), Institute of Flight Systems 
3Scilab Enterprises 

 
 
Abstract.  Scilab/Xcos is a graphical modeling and simu-
lation environment for hybrid dynamic systems. It pro-
vides a graphical editor which allows representing mod-
els with block diagrams. While each block represents a 
computational function, links specify the data and event 
flow. However, as the number of the blocks and the links 
increases, the Xcos schema can quickly become messy 
and difficult to read. In this paper, we present an ap-
proach for automatically updating the layout of an Xcos 
schema by manipulating the links and the split blocks, so 
that the diagrams can be kept well-presented and read-
able. In this approach, we update the link styles with an 
optimal route and then, rearrange the positions of 
blocks. The proposed approach is exemplified with sam-
ple Xcos models. In addition to providing the automatic 
layout capability to the Scilab/Xcos user, an application 
programming interface is also specified for the Scil-
ab/Xcos developer who want to further enhance the 
provided feature set. 

Introduction

Figure 1: A Sample Xcos Model. 

Optimal Link Style (OLS)

Split Block Automatic 
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1 Related Work 

1.1 Graph Theory 

1.2 Layouting in MATLAB/Simulink 

1.3 Layouting in Scilab/Xcos 

2 Technical Solution 

2.1 Overview on Scilab/Xcos 

Figure 2: Basic Structure of Xcos Diagram. 
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Figure 3: Structure of Xcos Java program. 

2.2 JGraphX 

Application Programming 
Interface

3 Optimal Link Style 

3.1 The Functional Flow 
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Class  Description 

StyleOptimalAction Action events 

XcosRoute Compute route 

XcosRouteUtils Common utilities 

Table 1: Classes Created. 

3.2 The Methods 

Get the position of a cell 

mxPoint getCenterPoint(mxICell cell,  
XcosDiagram graph) 

• SplitBlock

•

(graph.getView().getState(cell)) 

•

Check if a point is in a line segment 

boolean pointInLineSegment(double x1, double 
y1, double x2, double y2, double x3, double 
y3) 

Figure 4: Point in Line Segment. 

Check superimposition 

boolean linesCoincide(double x1, double y1, 
double x2, double y2, double x3, double y3, 
double x4, double y4) 

•

•

•
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Check obstacles 

boolean checkObstacle(double x1, double y1, 
double x2, double y2, Object[] allCells) 

•
−
−

•
−

Get orientation of ports 

Orientation getPortRelativeOrientation 
(BasicPort port, XcosDiagram graph) Orienta-
tion getNewOrien-tation(mxICell cell, double 
cx, double cy, mxICell oth-erCell, double 
ox, double oy, XcosDiagram graph) 

•

•

Figure 5: Orientation in Zones. 

Get a point away from port 

mxPoint getPointAwayPort(mxICell port, dou-
ble portX, double portY, Orientation orien, 
Object[] allCells, XcosDiagram graph) 

Figure 6: Get a New Point away from Port. 

Choose an optimal line 

double choosePoint(List<Double> list, double 
p1, double p2) 

Figure 7: Choose an Optimal Line I. 

Figure 8: Choose an Optimal Line II. 
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3.3 Implementation in detail 

(boolean isStrict-

lyAligned(double, double, double, double))

Figure 9: Single Turning I. 

Figure 10: Single Turning II. 

Figure 11: Simple Routes. 

3.4 A sample application 

Figure 12: The Diagram in Original Version. 

Figure 13: The Diagram after Using OLS. 
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4 Split Block Auto Position 
Split Block Auto Position

4.1 The Functional Flow 

Class  Description 

AutoPositionSplitBlockAction Action events 

BlockAutoPositonUtils Calculate position 

Table 2: Classes Created. 

4.2 The methods 
Split 

Block Auto Position

Get the root split block 

SplitBlock getRootSplitBlock(SplitBlock 
splitblock) 

Adjust routes 

void adjustRoutes(List<List<mxPoint» 
listRoutes, Object[] allObstacles, 
List<mxICell> listPorts) 

Figure 14: Adjusting Routes. 

Get the last conjunct point 

mxPoint getSplitPoint(List<List<mxPoint» 
listRoutes) 

Update orientation of port 

void updatePortOrientation(SplitBlock split, 
List<List<mxPoint» listRoutes, XcosDiagram 
graph, BasicPort input) 
Orientation getInputOrienttion(List<List 
<mxPoint» list, mxPoint startPoint, mxPoint 
splitPoint) Orientation getPortOrienta-
tion(List<mxPoint> list, mxPoint splitPoint) 
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Figure 15: Get and Update Orientation. 

4.3 Implementation in detail 

−

−

−

−

−

−

−

−

−

4.4 A Sample Application 

5 Conclusion and Future Work 
Optimal Link Style Split Block 

Auto Position
Optimal Link Style

Split Block Auto Position
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Abstract. The analysis of 24 hour (24h) ambulatory
blood pressure monitoring (ABPM) profiles and their
variability has been of interest in literature for consider-
able time. The development of sophisticated algorithms,
which are integrated into mobile sphygmomanometers,
allows the performance of 24h ABPM including pulse
wave analysis (PWA). The recording involves the mea-
surement of standard ABPM parameters as well as the
estimation of central aortic pressures and other sys-
temic cardiovascular parameters at regular time inter-
vals throughout the day. The resulting time series often
show a diurnal profile. Therefore, the analysis of these
profiles and their variability is of interest. In this context,
the analysis of diurnal blood pressure (BP) profiles serves
as a model. The methods are adapted to be applicable
to the time series independent of the parameter. In this
article a selection of mathematical models and indices
to quantify this profile and the variability of the time se-
ries are presented. The considered fitting models are a
square wave fit, a fourier fit and a double logistic fit. The
modelling process as well as advantages and disadvan-
tages of each method are given. The results show that
the algorithms performing the fits are feasible for the 24h
profiles and provide several indices quantifying certain
characteristics of the profiles.

Introduction

Cardiovascular diseases are one of the leading causes

for morbidity and mortality [1]. It is therefore of cru-

cial importance to identify indicators for these diseases

at an early stage to find proper treatment and prevent

fatal outcome. There are many parameters describing

the health condition of the cardiovascular system, the

most popular being systolic and diastolic BP. However,

hypertension is only able to predict 40% of coronary

heart diseases [2]. Therefore, further indicators have

to be found. The availability of oscillometric brachial-

cuff based blood pressure monitors, which include algo-

rithms estimating central aortic pressures and other sys-

temic cardiovascular parameters, enables the recording

of ABPM and PWA parameters at regular time intervals

throughout the day. The Mobil-O-Graph (I.E.M., Stol-

berg, Germany) is an example for such a monitoring de-

vice, which includes validated algorithms providing the

PWA parameter values [3]. The resulting time series

often show a diurnal profile. Therefore, the analysis of

these profiles and their variability is of interest. In this

context, the analysis of diurnal BP profiles serves as a

model. These methods, which have been used in clin-

ical studies for 24h BP profiles for considerable time

[4, 5, 6], are adopted for other parameters of the PWA

in order to mathematically quantify the variability of a

time series regardless of the parameter. The aim of this

article is to describe the calculation details of three such

methods. All of them are curve fitting models which

aim to assess the diurnal profile of the parameter time

series. In general, this is achieved by an ansatz function

of a specific form, which is fitted to the data set by a

least squared error criterion. The advantages and dis-

advantages of each model are presented as well. The

provided variability and profile indices might help to

find further indicators for cardiovascular diseases.

1 Methods

This section deals with the motivation and calculation

details of three fitting models: the square wave fit, the

fourier fit and the double logistic fit.
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Least squared error criterion. Let x1, . . . ,xn and

t1, . . . , tn denote the measured values throughout the 24h

period and the corresponding time points, respectively.

In general, the purpose of the curve fitting method is to

determine the parameters λ1, . . . ,λm of an ansatz func-

tion Xλ1,...,λm : [0,24) −→ R m < n, which takes cer-

tain different forms as the parameters are varied, such

that the residual sum of squares

n

∑
i=1

(xi −Xλ1,...,λm(ti))
2 (1)

reaches its minimum.

1.1 Square Wave Fit

Motivation. BP tends to vary around a higher level

during wakefulness than during night while being

asleep in healthy patients [5, 7, 8, 9]. The purpose of

the square wave model is to capture this characteristic

of the diurnal parameter profile. The period times of the

higher and lower plateau are determined by the model.

Calculation. The ansatz function for the square

wave model [4] is given by

SW (t) :=

{
a, t ∈ {ti, ti+1, . . . , ti+k},1 ≤ k < n
b, t ∈ {t1, . . . , tn}\{ti, . . . , ti+k},

(2)

where a and b are the mean values of the data points

{xi,xi+1, . . . ,xi+k} and of {x1, . . . ,xn}\{xi, . . . ,xi+k},

respectively. The parameters i and k remain to be de-

termined by the least squared error criterion. For a data

set of n measurements there exist n · (n−1) such square

waves. In order to obtain the best fit curve with respect

to the squared error, all possible square waves as well

as the data points themselves are normalized. The data

are transformed

x1, . . . ,xn �−→ x̃1, . . . , x̃n

with

x̃i :=
xi −X
cSD

.

The curve is transformed

SW (t) �−→ SWst(t)

with

SWst(t) :=

{
a−SW
σSW

, t ∈ {ti, ti+1 . . . , ti+k},1 ≤ k < n
b−SW
σSW

, t ∈ {t1, . . . , tn}\{ti, . . . , ti+k}

and with

SW =
k ·a+(n− k) ·b

n

σ2
SW =

1

n−1

(
k · (a−SW )2 +(n− k) · (b−SW )2

)
.

For each of the standardized square waves the cross-

correlation coefficient is calculated as the average prod-

uct of corresponding values of the curve and the original

data, i.e.

cc j =
1

n

n

∑
i=1

SWst j(ti) · x̃i.

These n · (n− 1) values range from −1.0 to 1.0, where

a low value stands for a poor fit and 1.0 means that the

curve is a perfect fit. Therefore, the curve with the high-

est cross-correlation value is chosen to be the best fit

curve (Figure 2).

1.2 Fourier Fit - Truncated Fourier Analysis

Motivation. In this approach, a linear combina-

tion of cosine waves with different amplitudes and

acrophases but known periods are fitted to the data. The

motivation for this ansatz is Fouriers perception, that

,... any time series, regardless of its shape or regularity,
can be described by a series of sine and cosine waves
of various frequencies (Fourier 1822).’[10]

Calculation. The general ansatz in a fourier analysis

is given by a fourier series

F(t) = a0 +
∞

∑
k=1

(ak · cos(kt)+bk · sin(kt)) (3)

The model curve which is desired to describe the 24h

data profile is given by [10, 11]

f (t) := M+C1 cos

(
2πt
24

+φ1

)
+ · · ·

· · ·+Ck cos

(
2πkt
24

+φk

)
,

(4)

where M is called the mesor and C1, . . . ,Ck are

constants representing the amplitudes of the cosine

components. The acrophases (phase shifts, given in
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rad) are indicated by φ1, . . . ,φk. As a first observation

one sees that a finite number of ansatz functions instead

of the infinite series is used (,truncated’). Further, it is

sufficient to solely use cosine functions, since a sine

function can always be replaced by a cosine function

due to the relation sin(x) = cos(x− π
2 ). Furthermore,

all constants C1, . . . ,Ck can be assumed to be greater

or equal to zero, since the sign of the cosine can be

changes by a phase shift: −cos(x) = cos(x− π). The

period of the i−th harmonic is equal to 24
i hours.

Using the addition theorem cos(A + B) =
cos(A)cos(B)− sin(A)sin(B) yields

f (t) = M+C1 cos

(
2πt
24

)
cos(φ1)+ · · ·

· · ·−C1 sin

(
2πt
24

)
sin(φ1)+ · · ·

+ · · · −

· · ·+Ck cos

(
2πkt
24

)
cos(φk)+ · · ·

· · ·−Ck sin

(
2πkt
24

)
sin(φk).

The substitutions

Xi(t) = cos

(
2πit
24

)
, ai =Ci cos(φi)

Zi(t) = sin

(
2πit
24

)
, bi =−Ci sin(φi)

for i = 1, . . . ,k then lead to the linear regression model

f (t) = M+a1X1(t)+b1Z1(t)+

+ · · · +

+akXk(t)+bkZk(t)

(5)

The independent variables are here Xi and Zi, i =
1, . . . ,k. The variables M, ai and bi, i = 1, . . . ,k have

to be determined employing a (weighted) least squared

error analysis. The (optional) weights are the lengths of

the intervals between two consecutive measurements.

The distance is seldom constant [12]. The values for ai,

bi und M have to be determined in a way, that the resid-

ual sum of squares is minimal. In the following, the

case is studied, where the sum of squared errors is ex-

tended by a weight wi for each data point xi. Therefore,

the following expression has to be minimized

RSS =
n

∑
i=1

wi(xi − f (ti))2

=
n

∑
i=1

wi

(
xi −

(
M+

k

∑
j=1

(a jXj(ti)+b jZ j(ti))
))2

.

If calculations should be done without any weighting,
all wi can be set to one in the whole scheme. The above
error estimate is minimal, if all the derivatives with re-
spect to each parameter are equal to zero. Consider
therefore

∂
∂M

RSS=
n

∑
i=1

2 ·wi

(
xi−

(
M+

k

∑
j=1

(a jXj(ti)+b jZ j(ti))
))

·(−1).

Setting this expression equal to zero and making the
variables of interest, namely a j, b j and M, ,explicit’
leads to the first equation

n

∑
i=1

wixi =M ·
n

∑
i=1

wi+
k

∑
j=1

a j

( n

∑
i=1

wiXj(ti)
)
+

k

∑
j=1

b j

( n

∑
i=1

wiZ j(ti)
)

The derivatives with respect to the as,1 ≤ s ≤ k and

bs,1 ≤ s ≤ k yield to further 2k equations. The total

of 2k+ 1 equations can be written as a linear equation

system in matrix form

S ·�l =�b,

where S is the matrix⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

wi wiX1 wiX2 · · · wiXk wiZ1 · · · wiZk

wiX1 wiX2
1 wiX2X1 · · · wiXkX1 wiZ1X1 · · · wiZkX1

wiX2 wiX1X2 wiX2
2 · · · wiXkX2 wiZ1X2 · · · wiZkX2

.

.

.
.
.
.

.

.

.
. . .

.

.

.
.
.
.

.

.

.
.
.
.

wiXk wiX1Xk wiX2Xk · · · wiX2
k wiZ1Xk · · · wiZkXk

wiZ1 wiX1Z1 wiX2Z1 · · · wiXkZ1 wiZ2
1 · · · wiZkZ1

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

. . .
.
.
.

wiZk wiX1Zk wiX2Zk · · · wiXkZk wiZ1Zk · · · wiZ2
k

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

and in front of each entry of the matrix stands a sum

∑n
i=1, and each X and each Z has ti as argument. Fur-

ther,

�b =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

∑n
i=1 wixi

∑n
i=1 wixiX1(ti)

...

∑n
i=1 wixiXk(ti)

∑n
i=1 wixiZ1(ti)

...

∑n
i=1 wixiZk(ti)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

and �l =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

M
a1

...

ak
b1

...

bk

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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This linear equation system can be written as

(XT ·W ·X)�l = (XT ·W )�x,

where W = diag(w1, . . . ,wn) is a diagonal matrix con-

taining the weights, �x = (x1, . . . ,xn) is the vector con-

taining the given data and X is the matrix

X =

⎛
⎜⎜⎜⎝

1 X1(t1) · · · Xk(t1) Z1(t1) · · · Zk(t1)
1 X1(t2) · · · Xk(t2) Z1(t2) · · · Zk(t2)
...

...
...

...
...

...
...

1 X1(tn) · · · Xk(tn) Z1(tn) · · · Zk(tn)

⎞
⎟⎟⎟⎠ .

This representation is simpler to implement. The solu-

tion is now given by

�l = (XT ·W ·X)−1 · (XT ·W )�x.

Finally, the desired parameters of the model curve are

calculated as

Ci =
√

a2
i +b2

i

φi =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

− tan−1 | bi
ai
| bi > 0∧ai ≥ 0

−π + tan−1 | bi
ai
| bi ≥ 0∧ai < 0

−π − tan−1 | bi
ai
| bi < 0∧ai ≤ 0

−2π + tan−1 | bi
ai
| bi ≤ 0∧ai > 0

.

1.3 Double Logistic Fit

Motivation. Previously mentioned curve fitting

methods partly work under at least one of two non le-

gitimate assumptions.

• The parameter profile is perfectly symmetric. The

assumption is that the decline of the parameter

shows exactly the same characteristics as its surge

(fourier fit, if only one harmonic is used and square

wave fit).

• The periods, in which the considered parame-

ter is higher respectively lower have the same

length (fourier fit, if only one harmonic is used).

Both assumptions do not reflect reality - at least not for

BP, for which the models were developed. The method

of the double logistic analysis does not include any of

these hypotheses. Head et al. developed this method for

heart rate and BP data of rats [13]. In [14] they applied

the method to heart data of humans.

Calculation. The model curve which is desired to

describe the 24h profile is given by [13, 14]

y(t) = P1 +
P2

1+ eP3(P4−t)
+

P2

1+ eP5(P6−t)
, (6)

where P1 to P6 have to be determined. Such curves

can be shaped as shown in Figure 1, depending on the

choice for P1 to P6 . The curve is then fitted to the data

with a least squared error criterion.

Figure 1: Example of a double logistic curve.

Implementation by Head et al. The model de-

scribed in [13, 14] proceeds more complex as the au-

thors add four terms to the model curve in equation 6 to

obtain a quasi periodic function. These additional terms

are related to the preceding and the following day. An-

other term P2 ·q is added as a compensation parameter.

The parameter q is equal to −2, if the data begin with

the transition from high to low. Otherwise q is chosen

as 2. The actual fitting curve therefore takes the form

y(t) = P1 +
P2

1+ eP3(P4−t)
+

P2

1+ eP5(P6−t)

+
P2

1+ eP3(P4−t−24)
+

P2

1+ eP5(P6−t−24)

+
P2

1+ eP3(P4−t+24)
+

P2

1+ eP5(P6−t+24)

+P2 ·q.

(7)

This double logistic ansatz function is then fitted by a

specially developed computer program written in Lab-

view. It makes use of the Marquardt algorithm, which

optimizes the parameters by the least squared error cri-

terion. This requires adequate start values for the vari-

ables P1 to P6. By iteration the parameters are optimized

by minimizing the squared error. To obtain first ap-

proximations for these values, another fitting method,
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namely the Cosinor model (= fourier fit with one har-

monic), is used. For instance, a first approximation for

P2 is taken as two times the amplitude of the cosinor fit.

Furthermore, for the parameters several constraints are

made. The limits for P1 and P2 are determined from the

square wave fit. Mean values and standard deviations of

the higher level period as well as of the lower level pe-

riod, according to the square wave, are calculated. De-

fine ymax as the mean of the higher level values plus two

times the according standard deviation and ymin as the

mean of the lower level values minus two times the ac-

cording standard deviation. The constraints for P1 and

P2 can then be chosen as

ymin ≤ P1 +P2 < ymax

P2 > 0

ymin ≤ P1 +2P2 < ymax.

(8)

Constraints for the curvature parameters were chosen in

a way that transition phases lasted for at least 30 min-

utes. Plateaus should be at least five hours long. Details

to the algorithm can be found in [13, 14].

Implementation inMATLAB The approach to ob-

tain a double logistic curve fit presented in this section

is a simplified version of the one described above. It is

done by the use of two different MATLAB built-in func-

tions, namely nlinfit and lsqcurvefit, which

fit the function given in formula 6 to the data set by the

least squared error criterion. These two functions re-

quire start values for the parameters P1 to P6. They are

obtained from the cosinor fit. The slopes at the two in-

flection points and their according time points are the

initial values for P3 to P6. The level difference P2 is

chosen as the difference between the high level and the

low level period as determined according to the cosinor

method. P1 is approximated by the difference of the low

level mean and the approximation of P2.

2 Results
Each of the described methods provides several indices

quantifying the data profile. They are described in this

section and exemplary plots of fitted curves are given.

2.1 Square Wave Fit

As can be seen in Figure 2, the square wave provides

several indices quantifying the characteristics of the di-

urnal profile of the data including the period durations

of the higher and the lower plateau as well as the tran-

sition time points and the level difference.

Figure 2: Square wave fitted to a data set of 24h heart
frequency (Hf) data. The determined parameters
ti = tup and ti+k = tdown indicate the time points of
the transition from the lower plateau to the higher
plateau and vice versa. Further, the mean values in
the periods PMhigh and PMlow, the period durations
T Dhigh and T Dlow as well as the level difference LD

are shown.

2.2 Fourier Fit

Basically the model provides two indices [12], which

are graphically shown in Figure 3. As can be seen, the

model predicts the occurrence of the maximum value

at about 4 p.m., which is very close to the actual maxi-

mum. The overall amplitude serves as a measure for the

range of the data.

2.3 Double Logistic Fit

The approach presented in the paragraph Implemen-

tation in MATLAB often yields favourable results for

both of the functions nlinfit and lsqcurvefit
as can be seen in Figure 4 at peripheral systolic BP as

well as Hf data. However, for some data sets the curve

is shaped unfamiliarly (Figure 8).

The indices obtained from the model are precisely the

parameters P1 to P6 of the ansatz function. The param-

eters P1 to P6 represent the following qualities.

• P1 +P2 . . . ,baseline’, ,night - time - plateau’; This

value is approximately the mean of the data mea-

sured during the lower level period.
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Figure 3: Fourier fit for Hf data using three harmonics. The
parameters of the model are the overall acrophase
(AP), which is defined as the time point of the
maximal value of the model curve, and the
amplitude (AMP), which is defined as half the
extent of the range of the data.

Figure 4: The double logistic functions take reasonable
forms for different data sets (Hf and pSBP). For the
data in the top right corner, nlinfit and
lsqcurvefit provide different curves.
Nevertheless, both seem comprehensible.

• P2 . . . ,amplitude’; This represents the range of the

data, the difference between the lower level and the

higher level period, respectively.

• Accordingly, P1 is the lower level value minus the

difference of the two plateaus. Therefore, to ob-

tain the approximation of the mean value of the

high level period, one has to add the difference of

the plateaus P2 to the lower level plateau P1 +P2,

which equals P1 +2P2.

• P3 and P5 serve the modelling of the transitions

between the plateaus. They indicate the extent of

steepness of the change between the levels. While

P3 is the slope from the higher to the lower plateau,

P5 gives the slope of the reverse transition.

• The values P4 and P6 are the time points at which

50% of the transition is reached. Therefore, they

are the middle time points within the transition pe-

riods.

Features of the MATLAB algorithm. One of the

observations when applying the algorithm described in

the section Implementation in MATLAB to different

data sets is, that the curve does rise to the higher level

but fails to fully return to the lower level plateau as can

be seen in Figure 5. To avoid this unfavourable effect,

two approaches can be made.

Figure 5: The plots show the unfavourable effect, that the
double logistic curve does not return to the lower
level plateau.

Since the start of the sleep time lies approximately

within the interval (22h,2h), (BP) values begin to fall

rather close to the end of the 24h monitoring period.

This might hinder the curve to perceive another low

level period. To obtain enough lower values, the data set

may be extended by a certain number of measurements

of the following day. In the absence of these measure-

ments, simply the first couple of hours of the same day

with the according measurements are added. Apply-

ing the implemented MATLAB function on the data set

with an extension of six hours to the same data sets as

in Figure 5 leads to the desired return to the lower level

plateau. This can be seen in Figure 6.

The second option is to shift the time point of the be-

ginning of the measurements such that transition peri-

ods are most likely not close to the beginning or the end

of the observation period.
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Figure 6: Double logistic curve fit with an extension of six
hours to the data set.

Applying the MATLAB algorithm again to the same

data sets as in Figure 5 and 6, respectively, with the start

time set to 4 p.m. yields to the double logistic curves

depicted in Figure 7. However, the shape of the curve

is rather sensitive to the starting time, since the fitted

functions in 6 and 7 show - at least for the data set on

the left - notably different characteristics.

Figure 7: Double logistic curve fit with a shift of the starting
time of the observations to 4 p.m.

3 Discussion
The advantages and disadvantages of each method are

discussed in this section.

3.1 Square Wave Fit

This method of capturing the profile of the dataset is

a refinement to the so called nocturnal BP fall [12].

There, the averaging of the data points in the alleged

higher and lower periods is done over defined day time

and night time periods which includes a subjective com-

ponent. The square wave is advanced in the sense of

correctness, since it is a method based on a mathemati-

cal model and the periods are implicitly determined [4].

In [15] it is further stated that the square wave approach

performs better in fitting BP data as well as the heart

rate changes than the Cosinor method.

Although the square wave captures several features

of the parameter profile, while the degrees of free-

dom are limited to the two time points, when the level

changes [4], one drawback of this approach is that the

ansatz assumes abrupt and symmetrical transition peri-

ods. This does not reflect the fact that these transitions

vary strongly from subject to subject - at least for BP

data - [15].

3.2 Fourier Fit

There is no distinct statement which number of harmon-

ics is the best choice. It is conjectured that various num-

bers of harmonics are possible ’best choices’, depend-

ing on the (temporal) distance between two measure-

ments [4]. Other authors hold that the model is better

the more harmonics are used [11]. However, their rec-

ommended number is four harmonics, since the method

performed best for different data sets and the influence

of added harmonics on the indices of the model were

negligible. As well as the square wave also the fourier

analysis can be used to segment the 24h interval in a

lower level and a higher level period. However, Idema

et al. [4] claim that the square wave method performs

better considering segmentation.

The Fourier method captures the complexity of the

signal better than the previously mentioned square wave

approach. However, the smoothing effect might lead to

an ’over-modelling’ of the measurements [15]. Another

advantage of this method is that it is applicable to non-

equidistant data sets. Additionally, this method does not

assume symmetrical period transitions or equal period

durations [11].

3.3 Double Logistic Fit

The method is said to improve the modelling of the

surge of (BP) data in the morning, which is known to

be a risk factor for stroke [13, 16]. The crucial inno-

vation of this method is the possibility to consider the

decline of the values and the rise separately [14]. Ad-

ditionally, the model refrains from symmetry assump-

tions on the data profile. However, despite the presented

favourable results, some further observations have to

be mentioned. The implementation of this method by

Head et al. [13, 14] is rather complex and the design of

the curve in general seems to be only applicable to data

sets with a specific shape. This can be seen in Figure 8.
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The data sets do not show a typical diurnal BP tenor,

which leads to a rather unfamiliar double logistic fit.

Head at al. include a lot of restrictions on the param-

eters of the model. This inclusion might improve the

simplified approach presented above. Another observa-

tion made when applying the MATLAB algorithms on

the data sets is, that the resulting curve is rather sensi-

tive to the initial values. The improvement of the cal-

culation of adequate initial values presents another field

of investigation to obtain a solid method.

As the two MATLAB function often provide differ-

ent results for the data sets, they require further analysis

to find distinct quality criteria for the decision in favour

of one of them.

Figure 8: For some data sets the MATLAB algorithms yields
to unfamiliar double logistic curves.

4 Conclusion

The results show that the algorithms performing the fits

are feasible for the 24h profiles and provide several in-

dices quantifying certain characteristics of the profiles.

Although the double logistic model requires further re-

finement, the results are encouraging.
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Abstract. When analyzing data from functional mag-
netic resonance imaging, different mathematical models
are used. This article briefly describes the most impor-
tant ones – starting with the so-called balloon model de-
scribing the hemodynamic response during brain activ-
ity, the General Linear Model widely used for functional
localization of brain areas involved with certain stimuli,
and Dynamic Causal Modelling as a framework for inves-
tigating dynamic brain connectivity models.

Introduction

Functional magnetic resonance imaging (fMRI) is a

neuroimaging technique for investigating the inner

mechanisms of the human brain during neuronal activ-

ity. A sequence of 3D images is acquired concurrently

to stimuli to detect subtle changes in brain metabolism.

Applications range from brain mapping – i.e. functional

localization of brain regions associated with effects of

interest – via research on brain connectivity to multi-

modal integration with other imaging and stimulation

tools.

1 Balloon Model

The principle of fMRI is based on changes in cerebral

blood supply. Neuronal activity causes an increased

oxygen demand, therefore this demand must be met

with an increase in inflow of highly oxygenated blood,

overcompensating the energy demand.

Blood oxygenation increases, more specifically de-

oxygenated hemoglobin is reduced. Since deoxy-

genated hemoglobin (dHb) is more paramagnetic than

oxygenated hemoglobin (oHb), magnetic field varia-

tions around dHb show reduced MR signal amplitudes.

Thus, neuronal activity leads to a local decrease in dHb

– causing an increased MR signal [5], [8] with a certain

delay of several seconds.

This non-linear behaviour of the MR signal due to

changes in blood supply is called the Blood Oxygena-

tion Level Dependent (BOLD) effect. This is modelled

using the so-called Balloon Model, linking changes in

blood oxygenation caused by neuronal activity to the

stimulus-induced hemodynamic response.
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Figure 1: Hemodynamic response function (HRF)
corresponding to task blocks with duration of 20
seconds (above) or events (below). Data created
using the SPM software package.

The Balloon Model can be described by the follow-

ing four differential equations, describing the signal s,

the inflow of blood fin, blood volume v, and deoxyhe-

moglobin q. It is assumed that the flow inducing sig-

nal s and the change in regional cerebral blood flow fin

are linked linearly,

ḟin = s. (1)
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The flow inducing signal is generated by neuronal

response to the stimulus function u(t),

ṡ = εu(t)−κs− γ( fin −1), (2)

with the parameter ε describing the efficacy of the stim-

ulus to signal increase, κ and γ being rate constants de-

scribing signal decay and autoregulatory feedback from

blood flow. The venous blood volume is the difference

between inflow fin and outflow fout within a certain

time interval (transit time) τ ,

v̇ =
fin − fout

τ
. (3)

The blood vessels show higher outflow rate when dis-

tended, modelled using a single stiffness parameter α
as

fout = v
1
α .

This describes the dynamic flow-volume relationship

based on the so-called Windkessel model (see [6]). The

deoxyhemoglobin content q is modelled as an effect of

blood flow and volume change,

q̇ =

(
fin

E( fin,ρ)
ρ

− fout(v)
q
v

)
1

τ
, (4)

E( fin,ρ) = 1− (1−ρ)1/ fin ,

with E( fin,ρ) describing the oxygen extraction from

the inflowing arterial blood, and ρ being the constant

oxygen extraction fraction.

The six unknown biophysical parameters are thus:

the stimulus efficacy ε , the rate constant for signal de-

cay κ , the rate constant for blood flow autoregulation γ ,

the stiffness parameter α , the resting oxygen extraction

fraction ρ and the mean transit time τ . Commonly used

estimates for these parameters can be seen in [2].

Assuming these six parameters to be constant, this

allows to view the model described by these differential

equations as a single input single output model – the

input being the stimulus function u(t) and the output

being the measured BOLD signal x(t). It can be written

as

x(t) = H(u(t)) (5)

with H being the hemodynamic response function

(HRF), translating the stimulus u(t) into the measured

signal change x(t). In practice, the time courses of the

observed data and stimulus function are represented as

vectors, thus can be written as

x = H(u). (6)

2 General Linear Model (GLM)

The General Linear Model is one of the most versa-

tile models used in statistics. Many common statistical

approaches, such as analysis of variance (ANOVA), t-

tests, ordinary linear regression etc. are special cases of

this model [11].

For a series of measurements y and a matrix of ex-

planatory variables – the so-called design matrix, the

General Linear Model is described as

y = Xβ + ε. (7)

Here, β describes the parameters for modelling the lin-

ear coherence between the influencing factors and the

output signal; ε is the residual vector containing errors

or noise, which are assumed independent and identi-

cally distributed.

2.1 Embedding the Balloon Model in GLM

Since for fMRI data the signal is not measured directly

but rather through the hemodynamic response, this be-

haviour must be taken into account. The Balloon Model

is incorporated into the design matrix as follows:

X = H(U) (8)

y = Xβ + ε. (9)

For simplicity and because hemodynamic parame-

ters can be assumed to be constant [2], the hemody-

namic response function is usually not mentioned ex-

plicitly. The transformation of the stimulus functions in

the design matrix is obtained by convoluting the stimu-

lus function with the HRF.

2.2 Application

In functional MRI data 3D images are taken at every

time point, resulting in a time course for each voxel.

The coefficients β are estimated minimizing the error

squares. This Least Squares estimation can be easily

performed using the so-called pseudoinverse of the de-

sign matrix:

β ≈ (X	X)−1X	y (10)
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To test for significance of the estimated β , the residual

term r needs to be examined. It is defined as the differ-

ence between the measured values and the estimation,

r = y−Xβ . (11)

The standard deviation σ̂ of the error term is estimated

as

σ̂ =
r	 · r

ν
(12)

where ν is the number of degrees of freedom associated

with r. For independently distributed residuals in fMRI,

this would be the number of scans minus the number

of effects estimated (column rank of X). The standard

error e can be described as

e2 = c · σ̂(X	X)−1 · c	. (13)

Now the t-score is obtained as

t =
c ·β

e
. (14)

The General Linear Model is estimated separately

for each voxel, resulting in a 3D map of parameter esti-

mates and corresponding t-scores which can be used to

functionally localize brain activity associated with cer-

tain stimuli or tasks.

The described methods for functional neuroimaging

data are implemented in the SPM package for MATLAB,

which was developed by the Wellcome Trust Centre for

Neuroimaging at the University College London. The

software, as well as documentation and course files,

is freely available at http://www.fil.ion.ucl.
ac.uk/spm/software/.

2.3 Criticism

The GLM gives a robust and easy-to-use method for

fMRI analyses, as no prior knowledge of function or ac-

tivation maps are required to do a standard GLM anal-

ysis. However, it is limited to regarding just snapshots

of brain states, neglecting brain dynamics and interplay

of different cortical regions. Therefore, other methods

must be used for more complex questions concerning

interconnections and co-dependencies of brain regions.

3 Dynamic Causal Modelling
(DCM)

Dynamic Causal Modelling is a framework which can

be used for investigating hypotheses on effective brain

connectivity, modelling the network behaviour of cer-

tain well-defined brain regions. This is done using fol-

lowing differential equation,

ż = F(z,u,θc) = (A+∑
j

u jB j)z+Cu, (15)

where z is the state vector describing the activity in

a number of neuronal populations, u is the (time-

dependent) input, the parameter θc describes the (time-

independent) coupling parameters, consisting of fol-

lowing adjacency matrices.

Here A describes the static influence of activity in

each neuronal population on others independent of con-

ditions (task/input-independent effective connectivity),

B j describes the condition-dependent intermodulations

for each condition j, and C describes the direct influ-

ence of the conditions on activity in each brain region.

The indices of the matrix entries specify the direction

of the modulations – the column index indicating the

source and the row index indicating the target of the

connection.

Thus, the modeller needs to decide which regions

of interest should be included in the model, as well as

which connections are hypothesized to be present or

not. The connection strength (i.e. the values of the en-

tries in the connectivity matrices) is subsequently esti-

mated from the data.

An example of such structural hypotheses in a DCM

with 3 neuronal populations is depicted in figure 2.

Here, the assumed static connectivity is shown in blue,

non-existing connections are indicated in red, influence

of the conditions are shown in green. This DCM is

translated into following A, B and C matrices:

⎡
⎣ ż1

ż2

ż3

⎤
⎦=

⎛
⎝
⎡
⎣a1,1 a1,2 0

a2,1 a2,2 a2,3

0 a3,2 a3,3

⎤
⎦+u1

⎡
⎣0 b1,2 0

0 0 0

0 0 0

⎤
⎦
⎞
⎠
⎡
⎣ z1

z2

z3

⎤
⎦

+

⎡
⎣c1,1 0

0 0

0 c3,2

⎤
⎦[

u1

u2

]
(16)
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Figure 2: Schematic image of DCM structural assumptions
with 3 neuronal populations.

3.1 Embedding the Balloon Model in DCM

As before, neuronal activity is not measured directly

but via the BOLD effect – thus the hemodynamic state

equations in section 1 need to be incorporated into the

model as well. This leads to following full model from

stimulus u(t) to measured signal y(t):

stimulus functions

u(t)

↓
neural state equation

dx
dt

=

(
A+

m

∑
j=1

u jB j

)
x+Cu

↓
hemodynamic state equations

ṡ = x−κs− γ( f −1)

ḟ = s

τ v̇ = fin − v
1
α

τ q̇ = fin
E( fin,ρ)

ρ
− v

1
α

q
v

↓
BOLD signal change equation

y = λ (v,q)

The BOLD signal change is modelled as a function

of blood volume v and deoxyhemoglobin content q,

λ (v,q) =V0(k1(1−q)+k2(1−q/v)+k3(1−v)) (17)

taking into account the blood volume fraction V0 and

constants k1, k2 and k3. These constants have been

estimated by Buxton et al. [1] for a field strength of

1.5 Tesla. The variables of interest lying within the

neural state equation, they can be estimated using a

model inversion framework.

3.2 Application

Current implementations of DCM [4] within the SPM
package use a Bayesian framework for model estima-

tion, iteratively updating the parameters based on prior

estimates to maximize the model evidence p(y|m),

p(y|m) =
∫

p(y|θ ,m)p(θ |m)dθ (18)

where y is the measured data and m is the model.

Maximizing the model evidence. As the model

evidence (likelihood) can not be evaluated analytically,

it needs to be approximated. Usually the maximization

task is performed based on the log-likelihood due to nu-

merical advantages when reaching very low values (for

p(y|m)� 1).

To reduce the risk of overfitting, state-of-the-art

methods for model evidence estimations, such as the

Bayesian Information Criterion (BIC) or the Akaike In-

formation Criterion (AIC), generally use an accuracy

and a complexity term to find the best balance between

model fit and complexity.

log p(y|m)≈ accuracy(m)− complexity(m). (19)

These criteria are defined as

−AIC = log p(y|θ ,m)−n (20)

−BIC = log p(y|θ ,m)− n
2

log(N) (21)

where y stands for the data, m is the model with pa-

rameters θ , N is the number of data points and n is the

number of parameters. Here, the complexity term pe-

nalizes a high number of parameters, however not their

information content. Therefore, the so-called negative

free energy was introduced,

F = 〈log p(y|θ ,m)〉q −KL[q(θ), p(θ |m)] (22)
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where q is the assumed conditional distribution, thus

the left term is the expected log-likelihood under this

posterior. KL denotes the Kullberg-Leibler divergence,

which takes into account not only the number of pa-

rameters, but also their co-dependencies and therefore

information gain,

KL[q(θ), p(θ |m)] =
1

2
(log |Cθ |− log |Cθ |y|

+(μθ |y −μθ )
TC−1

θ (μθ |y −μθ )). (23)

Here, Cθ is the empirical prior covariance, Cθ |y is the

posterior covariance, μθ and μθ |y are the prior and pos-

terior expectation. The negative free energy is a lower

bound for the log-likelihood and can thus be used as

its approximation for parameter estimation and making

single subject and group inferences on model structure.

Note that these measures – AIC, BIC as well as neg-

ative free energy – are relative measures only. Thus,

they can be used to compare relative fit of different

models, however not for testing overall model quality

in the sense of hypothesis testing.

Parameter estimation. In the Dynamic

Causal Modelling framework, both biophysical

(θh = (ε,κ,γ,α,ρ,τ), see section 1) and connectivity

parameters (θc = (A,B,C)) need to be estimated. As

a non-linear optimization problem, current imple-

mentations of DCM use a Gauss-Newton algorithm

in an Expectation Maximization Scheme (see [4]) to

calculate the maximum a-posteriori (MAP) estimates.

Here, a fully Bayesian approach is used, based on the

conditional probability of the parameters given the

data, p(θ |y).
According to Bayes’ theorem, following proportion-

ality is given:

p(θ |y) ∝ p(y|θ)p(θ) (24)

Under Gaussian assumptions for the posterior den-

sity p(θ |y), its estimation is reduced to finding its first

two moments – the conditional mean ηθ |y and covari-

ance Cθ |y of θ |y. Analogously, the priors are estimated

in terms of their expectation ηθ and Cθ .

From equation (24) we receive

p(θ |y) ∝ exp

[
−1

2
(θ −η(i+1)

θ |y )	C−1
θ |y(θ −η(i+1)

θ |y )

]
(25)

with

Cθ |y = (J̄	C̄−1
e J̄)−1 , (26)

η(i+1)
θ |y = η(i)

θ |y +Cθ |y(J̄	C̄−1
e J̄) (27)

where

ȳ =

[
y−h(η(i)

θ |y)

ηθ −η(i)
θ |y

]
, J̄ =

[
J
1

]
,C̄e =

[
Ce 0

0 Cθ

]
. (28)

Iterating equation (25) when no priors are given can

be seen as the Gauss-Newton method for parameter es-

timation (see [3] for further details).

Although we have so far assumed the error covari-

ance Ce to be known, usually it is not, e.g. for temporal

correlations in fMRI. However, it can be estimated us-

ing some hyperparameters λ j, so that

Ce = ∑
j

λ jQ j and (29)

Q j =
∂Ce

∂λ j
. (30)

Q j represents a covariance basis set that embody vari-

ance components, which can model different variances

for different data blocks, or even temporal correlations

within blocks. To model the error covariance using this

basis set, we must now estimate its coefficients λ j.

The posterior mean ηθ |y and covariance Cθ |y as well

as error covariance Ce are now estimated iteratively in

an expectation maximization (EM) scheme, such that

the model evidence – i.e. the negative free energy F –

is maximized. See [3] and [7] for more details.

Inference strategies. After specification and esti-

mation of a DCM, for each connectivity parameter in θc
there exists an estimate of the mean and covariance, as

well as an estimate of the model evidence through the

negative free energy F .

On the parameter level, the significance of each con-

nection can be tested using one-sided t-tests on the

mean and covariance – analogously to section 2.2.

However, as the negative free energy is only a rela-

tive measure of model quality, we can not infer on the

model itself, but only compare different models (model

structures) on the same data, giving following options

for inferences on the model structure level:

• Select the model maximizing the model evidence

for each subject.
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• Average over models showing high posterior prob-

ability.

The first option is also referred to as Bayesian Model

Selection (BMS). As there are often several models

showing non-neglectable posterior probability, the sec-

ond option has become an often preferred choice – re-

ferred to as Bayesian Model Averaging (BMA) – per-

forming a weighted average over models within an

Occam’s window, i.e. showing a posterior probability

above a certain threshold, see [9] and [10].

3.3 Criticism

Compared to classic GLM approaches, DCM inherently

takes into account the dynamic nature of the brain by

implementing interconnections between brain regions.

However, the so-called “effective connectivity" investi-

gated in the DCM does not imply direct physical con-

nection of certain brain regions.

Also, while in the GLM analysis no prior assump-

tions have to be made on spatial extent and locations of

activation changes, DCM depends strongly on a-priori

hypotheses regarding neuronal populations and mecha-

nisms.

Exploratory, i.e. non-hypothesis-driven analysis,

could theoretically be conducted by setting each mea-

surement point, i.e. voxel time course, in relation to

each other and variating the existing connections re-

spectively. However, this is not only numerically im-

possible, but also the winning model might not be opti-

mal.

Within the current DCM framework it is only pos-

sible to estimate the most plausible parameters for pre-

defined modulatory connections, but it is not possible

to validate the prior assumptions (i.e. presumed con-

nections) per se, and thus the resulting model. Thus,

the DCM framework can only be regarded as a model

selection framework. Other, possibly invasive, methods

must be used for finding further evidence on the validity

of the models.
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Simulation Notes Europe  SNE  is the official membership 
journal of EUROSIM and distributed / available to members of 
the EUROSIM Societies as part of the membership benefits.  
If you have any information, announcement, etc. you want to 
see published, please contact a member of the editorial board 
in your country or the editorial office. For scientific publica-
tions, please contact the EiC. 
 
This EUROSIM Data & Quick Info compiles data from EU-
ROSIM societies and groups: addresses, weblinks, and officers 
of societies with function and email, to be published regularly 
in SNE issues.  
This information is also published at EUROSIM’s website 
www.eurosim.info. 

SNE Reports Editorial Board 
EUROSIM  Emilio Jiménez, emilio.jimenez@unirioja.es 
                 Andreas Körner, andreas.koerner@tuwien.ac.at 
                 Miguel Mujica Mota, m.mujica.mota@hva.nl 
ASIM A. Körner, andreas.koerner@tuwien.ac.at 
CEA-SMSG  Emilio Jiménez, emilio.jimenez@unirioja.es 
CROSSIM Vesna Dušak, vdusak@foi.hr 
CSSS  Mikuláš Alexík, alexik@frtk.utc.sk 
DBSS M. Mujica Mota, m.mujica.mota@hva.nl 
FRANCOSIM   Karim Djouani, djouani@u-pec.fr  
HSS  András Jávor, javor@eik.bme.hu 
ISCS  M. Savastano, mario.savastano@unina.it 
LIOPHANT  F. Longo, f.longo@unical.it 
LSS  Yuri Merkuryev, merkur@itl.rtu.lv 
PSCS  Zenon Sosnowski, zenon@ii.pb.bialystok.pl 
RNSS  Y. Senichenkov, senyb@dcn.icc.spbstu.ru 
SIMS  Esko Juuso, esko.juuso@oulu.fi 
SLOSIM  Vito Logar, vito.logar@fe.uni-lj.si 
UKSIM  A. Orsoni, A.Orsoni@kingston.ac.uk 
KA-SIM  Edmond Hajrizi, info@ka-sim.com 
MIMOS Paolo Proietti, roma@mimos.it 
ROMSIM Marius Radulescu, mradulescu@ici.ro 
Albanian Society Kozeta Sevrani, kozeta.sevrani@unitir.edu.al 

SNE Editorial Office /ARGESIM     
 www.sne-journal.org, www.eurosim.info 
 office@sne-journal.org, Andreas Körner, (info, news) 
  eic@sne-journal.org, Felix Breitenecker   (publications) 
  SNE Editorial Office, Andreas Körner c/o ARGESIM / Mathe-

matical Modelling & Simulation Group, TU Wien /101,  
        Wiedner Hauptstrasse 8-10, 1040 Vienna , Austria 

   
 

EUROSIM 2019
10th EUROSIM Congress on Modelling and Simulation

La Rioja, Logroño, Spain, July 2019
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EUROSIM 
Federation of European 
Simulation Societies 

General Information.   EUROSIM, the Federation of Eu-
ropean Simulation Societies, was set up in 1989. The 
purpose of EUROSIM is to provide a European forum for 
simulation societies and groups to promote advance-
ment of modelling and simulation in industry, research, 
and development.  www.eurosim.info 
Member Societies.   EUROSIM members may be na-
tional simulation societies and regional or international 
societies and groups dealing with modelling and simula-
tion. At present EUROSIM has 16 Full Members and 2 
Observer Members, and one member candidate. 

 

ASIM Arbeitsgemeinschaft Simulation 
Austria, Germany, Switzerland 

CEA-SMSG Spanish Modelling and Simulation Group 
Spain 

CROSSIM Croatian Society for Simulation Modeling 
Croatia 

CSSS Czech and Slovak Simulation Society 
Czech Republic, Slovak Republic 

DBSS Dutch Benelux Simulation Society 
Belgium, Netherlands 

FRANCOSIM Société Francophone de Simulation 
Belgium, France 

HSS Hungarian Simulation Society; Hungary 
ISCS Italian Society for Computer Simulation 

Italy 
KA-SIM Kosovo Simulation Society, Kosovo 
LIOPHANT LIOPHANT Simulation Club 

Italy & International 
LSS Latvian Simulation Society; Latvia 
PSCS Polish Society for Computer Simulation 

Poland 
MIMOS Italian Modelling and Simulation  

Association, Italy, Observer Member 
RNSS Russian National Simulation Society 

Russian Federation 
ROMSIM Romanian Society for Modelling and Sim-

ulation, Romania, Observer Member 
SIMS Simulation Society of Scandinavia 

Denmark, Finland, Norway, Sweden 
SLOSIM Slovenian Simulation Society 

Slovenia 
UKSIM United Kingdom Simulation Society 

UK, Ireland 
 

EUROSIM Board / Officers.   EUROSIM is governed by a 
board consisting of one representative of each member 
society, president and past president, and representatives 
for SNE Simulation Notes Europe. The President is nom-
inated by the society organising the next EUROSIM 
Congress. Secretary, Secretary to the Board, and Treas-
urer are elected out of members of the board. 

President Emilio Jiménez (CAE-SMSG), 
emilio.jimenez@unirioja.es 

Past President Esko Juuso (SIMS) 
esko.juuso@oulu.fi 

Secretary M. Mujica Mota (DBSS),  
m.mujica.mota@hva.nl 

Treasurer Felix Breitenecker (ASIM) 
felix.breitenecker@tuwien.ac.at 

Secretary to the
  Board 

Andreas Körner 
andreas.koerner@tuwien.ac.at 

SNE  
  Representative 

Felix Breitenecker 
felix.breitenecker@tuwien.ac.at 

 
SNE – Simulation Notes Europe.   SNE is a scientific 
journal with reviewed contributions as well as a mem-
bership newsletter for EUROSIM with information from 
the societies in the News Section. EUROSIM societies 
are offered to distribute to their members the journal 
SNE as official membership journal. SNE Publishers are 
EUROSIM, ARGESIM and ASIM. 

 

SNE   
  Editor-in-Chief 

Felix Breitenecker 
felix.breitenecker@tuwien.ac.at 

 

 www.sne-journal.org, 
 office@sne-journal.org 

EUROSIM Congress.   EUROSIM is running the triennial 
conference series EUROSIM Congress. The congress is 
organised by one of the EUROSIM societies.  

EUROSIM 2019, the 10th EUROSIM Congress, will be 
organised by CAE-SMSG, the Spanish simulation so-
ciety, in La Rioja, Logroño, Spain, in July 2019.  

Chairs / Team EUROSIM 2019 

Emilio Jiménez,  EUROSIM President,  
                                                 emilio.jimenez@unirioja.es 
Juan Ignacio Latorre,  juanignacio.latorre@unavarra.es  

 

 www.eurosim.info 
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EUROSIM Member Societies 
ASIM 
German Simulation Society 
Arbeitsgemeinschaft Simulation 

ASIM (Arbeitsgemeinschaft Simulation) is the associa-
tion for simulation in the German speaking area, servic-
ing mainly Germany, Switzerland and Austria. ASIM 
was founded in 1981 and has now about 600 individual 
members, and 90 institutional or industrial members.  

 www.asim-gi.org with members’ area 
 info@asim-gi.org, admin@asim-gi.org  
 ASIM – Inst. f. Analysis and Scientific Computing 
Vienna University of Technology (TU Wien) 
Wiedner Hauptstraße 8-10, 1040 Vienna, Austria 

 

ASIM  Officers  

President Felix Breitenecker 
felix.breitenecker@tuwien.ac.at 

Vice presidents Sigrid Wenzel, s.wenzel@uni-kassel.de 
T. Pawletta,  
thorsten.pawletta@hs-wismar.de 

Secretary Ch. Deatcu, christina.deatcu@hs-wismar.de
 A. Körner, andreas.koerner@tuwien.ac.at 
Treasurer Anna Mathe, anna.mathe@tuwien.ac.at
Membership 
Affairs 

S. Wenzel, s.wenzel@uni-kassel.de 
W. Maurer, werner.maurer@zhwin.ch 
Ch. Deatcu, christina.deatcu@hs-wismar.de
F. Breitenecker, felix.breitenecker@tuwien.ac.at 

Repr. EUROSIM F. Breitenecker, felix.breitenecker@tuwien.ac.at 
A. Körner, andreas.koerner@tuwien.ac.at 

Int. Affairs – 
 GI Contact 

N. Popper, niki.popper@drahtwarenhandlung.at 
O. Rose, Oliver.Rose@tu-dresden.de 

Editorial Board 
SNE 

T. Pawletta,  
thorsten.pawletta@hs-wismar.de 
Ch. Deatcu, christina.deatcu@hs-wismar.de

Web EUROSIM A. Körner, andreas.koerner@tuwien.ac.at 
 Last data update September 2017

 

ASIM is organising / co-organising the following inter-
national conferences: 
• ASIM Int. Conference ‘Simulation in Production 

and Logistics’ – bi-annual 
• ASIM ‘Symposium Simulation Technique’  

– biannual 
• MATHMOD Int. Vienna Conference on  

Mathmatical Modelling – triennial 

Furthermore, ASIM is co-sponsor of WSC – Winter 
Simulation Conference 

ASIM Working Committee 

GMMS Methods in Modelling and Simulation 
Th. Pawletta, thorsten.pawletta@hs-wismar.de 

SUG 
Simulation in Environmental Systems 
J.Wittmann, wittmann@informatik.uni-
hamburg.de 

STS Simulation of Technical Systems 
Walter Comerell, Commerell@hs-ulm.de 

SPL Simulation in Production and Logistics 
Sigrid Wenzel, s.wenzel@uni-kassel.de 

EDU Simulation in Education/Education in Simulation 
A. Körner, andreas.koerner@tuwien.ac.at 

BIG DATA Working Group Data-driven Simulation in Life  
Sciences; niki.popper@dwh.at 

 
Working Groups for Simulation in Business  
Administration, in Traffic Systems, for Standardi-
sation, etc. 

 

CEA-SMSG – Spanish Modelling and 
Simulation Group 
CEA is the Spanish Society on Automation and Control 
and it is the national member of IFAC (International 
Federation of Automatic Control) in Spain. Since 1968 
CEA-IFAC looks after the development of the Automa-
tion in Spain, in its different issues: automatic control, 
robotics, SIMULATION, etc. The association is divided 
into national thematic groups, one of which is centered 
on Modeling, Simulation and Optimization, constituting 
the CEA Spanish Modeling and Simulation Group 
(CEA-SMSG). It looks after the development of the 
Modelling and Simulation (M&S) in Spain, working ba-
sically on all the issues concerning the use of M&S 
techniques as essential engineering tools for decision-
making and optimization. 

 http://www.ceautomatica.es/grupos/ 
 emilio.jimenez@unirioja.es 

 simulacion@cea-ifac.es 
 CEA-SMSG / Emilio Jiménez, Department of Electrical 
Engineering, University of La Rioja, San José de Calasanz 
31, 26004 Logroño (La Rioja), SPAIN 

CEA - SMSG Officers 
President Emilio Jiménez, 

 emilio.jimenez@unirioja.es 
Vice president Juan Ignacio Latorre, 

juanignacio.latorre@unavarra.es 
Repr. EUROSIM Emilio Jiménez, emilio.jimenez@unirioja.es

Edit. Board SNE Emilio Jiménez, emilio.jimenez@unirioja.es

Web EUROSIM Mercedes Perez mercedes.perez@unirioja.es

Last data update June 2016
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CROSSIM  – Croatian Society for 
Simulation Modelling 
CROSSIM-Croatian Society for Simulation Modelling 
was founded in 1992 as a non-profit society with the 
goal to promote knowledge and use of simulation me-
thods and techniques and development of education. 
CROSSIM is a full member of EUROSIM since 1997. 

 www.eurosim.info 
 vdusak@foi.hr 
 CROSSIM / Vesna Dušak 

Faculty of Organization and   
Informatics Varaždin, University of Zagreb 
Pavlinska 2, HR-42000 Varaždin, Croatia 

CROSSIM  Officers 
President Vesna Dušak, vdusak@foi.hr  
Vice president Jadranka Božikov, jbozikov@snz.hr 
Secretary Vesna Bosilj-Vukši , vbosilj@efzg.hr 
Executive board 
members 

Vlatko eri , vceric@efzg.hr 
Tarzan Legovi , legovic@irb.hr 

Repr. EUROSIM Jadranka Božikov, jbozikov@snz.hr 
Edit. Board SNE Vesna Dušak, vdusak@foi.hr 
Web EUROSIM Jadranka Bozikov, jbozikov@snz.hr 

 Last data update December 2012

 

 

 

 

CSSS – Czech and Slovak 
Simulation Society 

CSSS -The Czech and Slovak Simulation Society has 
about 150 members working in Czech and Slovak nation-
al scientific and technical societies (Czech Society for 
Applied Cybernetics and Informatics, Slovak Society for 
Applied Cybernetics and Informatics). The main objec-
tives of the society are: development of education and 
training in the field of modelling and simulation, organis-
ing professional workshops and conferences, disseminat-
ing information about modelling and simulation activities 
in Europe. Since 1992, CSSS is full member of EU-
ROSIM. 

 www.fit.vutbr.cz/CSSS 
 snorek@fel.cvut.cz 

 CSSS / Miroslav Šnorek, CTU Prague 
FEE, Dept. Computer Science and Engineering, 
Karlovo nam. 13, 121 35 Praha 2, Czech Republic 

CSSS  Officers 
President Miroslav Šnorek, snorek@fel.cvut.cz 
Vice president Mikuláš Alexík, alexik@frtk.fri.utc.sk 
Scientific Secr. A. Kavi ka, Antonin.Kavicka@upce.cz 
Repr. EUROSIM Miroslav Šnorek, snorek@fel.cvut.cz 
Edit. Board SNE Mikuláš Alexík, alexik@frtk.fri.utc.sk 
Web EUROSIM Petr Peringer, peringer@fit.vutbr.cz 

Last data update December 2012

DBSS – Dutch Benelux Simulation Society 
The Dutch Benelux Simulation Society (DBSS) was 
founded in July 1986 in order to create an organisation 
of simulation professionals within the Dutch language 
area. DBSS has actively promoted creation of similar 
organisations in other language areas. DBSS is a mem-
ber of EUROSIM and works in close cooperation with its 
members and with affiliated societies.  

 www.DutchBSS.org 
 a.w.heemink@its.tudelft.nl 
 DBSS / A. W. Heemink 
Delft University of Technology, ITS - twi, 
Mekelweg 4, 2628 CD Delft, The Netherlands 

DBSS Officers 
President A. Heemink, a.w.heemink@its.tudelft.nl 
Vice president M. Mujica Mota, m.mujica.mota@hva.nl
Treasurer M. Mujica Mota, m.mujica.mota@hva.nl
Secretary P. M. Scala, p.m.scala@hva.nl 
Repr. EUROSIM M. Mujica Mota, m.mujica.mota@hva.nl
Edit. SNE/Web M. Mujica Mota, m.mujica.mota@hva.nl

Last data update June 2016

FRANCOSIM - Société Francophone de Simulation 
FRANCOSIM was founded in 1991 and aims to the pro-
motion of simulation and research, in industry and aca-
demic fields.  

 djouani@u-pec.fr 
 FRANCOSIM / Yskandar Hamam 
Groupe ESIEE, Cité Descartes, 
BP 99, 2 Bd. Blaise Pascal, 
93162 Noisy le Grand CEDEX, France 

FRANCOSIM Officers 
President Karim Djouani, djouani@u-pec.fr 
Treasurer François Rocaries, f.rocaries@esiee.fr 
Repr. EUROSIM Karim Djouani, djouani@u-pec.fr 
Edit. Board SNE Karim Djouani, djouani@u-pec.fr 

Last data update December 2012
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HSS – Hungarian Simulation Society 
The Hungarian Member Society of EUROSIM was estab-
lished in 1981 as an association promoting the exchange 
of information within the community of people involved 
in research, development, application and education of 
simulation in Hungary and also contributing to the en-
hancement of exchanging information between the 
Hungarian simulation community and the simulation 
communities abroad. HSS deals with the organization of 
lectures, exhibitions, demonstrations, and conferences. 

 www.eurosim.info 
 javor@eik.bme.hu 
 HSS / András Jávor,  
Budapest Univ. of Technology and Economics,  
Sztoczek u. 4, 1111 Budapest, Hungary 

HSS Officers 
President András Jávor, javor@eik.bme.hu 
Vice president Gábor Sz cs, szucs@itm.bme.hu 
Secretary Ágnes Vigh, vigh@itm.bme.hu 
Repr. EUROSIM András Jávor, javor@eik.bme.hu 
Deputy Gábor Sz cs, szucs@itm.bme.hu 
Edit. Board SNE András Jávor, javor@eik.bme.hu 
Web EUROSIM Gábor Sz cs, szucs@itm.bme.hu 

 Last data update March 2008

ISCS – Italian Society for Computer 
Simulation 
The Italian Society for Computer Simulation (ISCS) is a 
scientific non-profit association of members from indus-
try, university, education and several public and research 
institutions with common interest in all fields of com-
puter simulation. 

 www.eurosim.info 
 Mario.savastano@uniina.it 
 ISCS / Mario Savastano, 
c/o CNR - IRSIP, 
Via Claudio 21, 80125 Napoli, Italy 

ISCS Officers 
President M. Savastano, mario.savastano@unina.it
Vice president F. Maceri, Franco.Maceri@uniroma2.it 
Repr. EUROSIM F. Maceri, Franco.Maceri@uniroma2.it 
Secretary Paola Provenzano,  

paola.provenzano@uniroma2.it 
Edit. Board SNE M. Savastano, mario.savastano@unina.it

 Last data update December 2010

 

 
LIOPHANT Simulation 

Liophant Simulation is a non-profit association born in 
order to be a trait-d'union among simulation developers 
and users; Liophant is devoted to promote and diffuse 
the simulation techniques and methodologies; the Asso-
ciation promotes exchange of students, sabbatical years, 
organization of International Conferences, courses and 
internships focused on M&S applications.  

 www.liophant.org 
 info@liophant.org 

 LIOPHANT Simulation, c/o Agostino G. Bruzzone, 
DIME, University of Genoa, Savona Campus 
via Molinero 1, 17100 Savona (SV), Italy 

LIOPHANT Officers 
President A.G. Bruzzone, agostino@itim.unige.it 
Director E. Bocca, enrico.bocca@liophant.org 
Secretary A. Devoti, devoti.a@iveco.com 
Treasurer Marina Masseimassei@itim.unige.it 
Repr. EUROSIM A.G. Bruzzone, agostino@itim.unige.it 
Deputy F. Longo, f.longo@unical.it 
Edit. Board SNE F. Longo, f.longo@unical.it  
Web EUROSIM F. Longo, f.longo@unical.it 

Last data update June 2016

LSS – Latvian Simulation Society 
The Latvian Simulation Society (LSS) has been founded 
in 1990 as the first professional simulation organisation 
in the field of Modelling and simulation in the post-
Soviet area. Its members represent the main simulation 
centres in Latvia, including both academic and industri-
al sectors. 

 briedis.itl.rtu.lv/imb/ 
 merkur@itl.rtu.lv 
 LSS / Yuri Merkuryev, Dept. of Modelling 
and Simulation Riga Technical University 
Kalku street 1, Riga, LV-1658, LATVIA 

LSS Officers 
President Yuri Merkuryev, merkur@itl.rtu.lv 
Secretary Artis Teilans, Artis.Teilans@exigenservices.com

Repr. EUROSIM Yuri Merkuryev, merkur@itl.rtu.lv 

Deputy Artis Teilans, Artis.Teilans@exigenservices.com

Edit. Board SNE Yuri Merkuryev, merkur@itl.rtu.lv 

Web EUROSIM Vitaly Bolshakov, vitalijs.bolsakovs@rtu.lv 
Last data update June 2016
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KA-SIM Kosovo Simulation Society 
Kosova Association for Modeling and Simulation (KA-
SIM, founded in 2009), is part of Kosova Association of 
Control, Automation and Systems Engineering (KA-
CASE). KA-CASE was registered in 2006 as non Profit 
Organization and since 2009 is National Member of 
IFAC – International Federation of Automatic Control. 
KA-SIM joined EUROSIM as Observer Member in 
2011. In 2016, KA-SIM became full member. 
KA-SIM has about 50 members, and is organizing the in-
ternational conference series International Conference in 
Business, Technology and Innovation, in November, in 
Durrhes, Albania, and IFAC Simulation Workshops in 
Pristina. 
 

  www.ubt-uni.net/ka-case 
  ehajrizi@ubt-uni.net 
 MOD&SIM KA-CASE;       Att. Dr. Edmond Hajrizi 

      Univ. for Business and Technology (UBT) 
      Lagjja Kalabria p.n., 10000 Prishtina, Kosovo 
 

KA-SIM Officers 
President Edmond Hajrizi, ehajrizi@ubt-uni.net 
Vice president Muzafer Shala, info@ka-sim.com 
Secretary Lulzim Beqiri, info@ka-sim.com 
Treasurer Selman Berisha, info@ka-sim.com 
Repr. EUROSIM Edmond Hajrizi, ehajrizi@ubt-uni.net 
Deputy Muzafer Shala, info@ka-sim.com 
Edit. Board SNE Edmond Hajrizi, ehajrizi@ubt-uni.net 
Web EUROSIM Betim Gashi, info@ka-sim.com 

 Last data update December 2016

 

PSCS – Polish Society for Computer 
Simulation 
PSCS was founded in 1993 in Warsaw. PSCS is a scien-
tific, non-profit association of members from universi-
ties, research institutes and industry in Poland with 
common interests in variety of methods of computer 
simulations and its applications. At present PSCS counts 
257 members. 

 www.eurosim.info (www.ptsk.man.bialystok.pl) 
 leon@ibib.waw.pl 
 PSCS / Leon Bobrowski, c/o IBIB PAN, 
ul. Trojdena 4 (p.416), 02-109 Warszawa, Poland 

 

PSCS Officers 
President Leon Bobrowski, leon@ibib.waw.pl 
Vice president Tadeusz Nowicki,  

Tadeusz.Nowicki@wat.edu.pl 
Treasurer Z. Sosnowski, zenon@ii.pb.bialystok.pl 
Secretary Zdzislaw Galkowski, 

Zdzislaw.Galkowski@simr.pw.edu.pl
Repr. EUROSIM Leon Bobrowski, leon@ibib.waw.pl 
Deputy Tadeusz Nowicki, tadeusz.nowicki@wat.edu.pl 
Edit. Board SNE Zenon Sosnowski, z.sosnowski@pb.ed.pl 
Web EUROSIM Magdalena Topczewska  

m.topczewska@pb.edu.pl 
Last data update December2013

SIMS – Scandinavian Simulation Society 
SIMS is the Scandinavian Simulation Society with 
members from the four Nordic countries Denmark, Fin-
land, Norway and Sweden. The SIMS history goes back 
to 1959. SIMS practical matters are taken care of by the 
SIMS board consisting of two representatives from each 
Nordic country (Iceland one board member). 

 
SIMS Structure. SIMS is organised as federation of re-
gional societies. There are FinSim (Finnish Simulation 
Forum), DKSIM (Dansk Simuleringsforening) and NFA 
(Norsk Forening for Automatisering). 

 
 www.scansims.org 
 esko.juuso@oulu.fi 
 SIMS / Erik Dahlquist, School of Business, Society and 
Engineering, Department of Energy, Building and Envi-
ronment, Mälardalen University, P.O.Box 883, 72123 
Västerås, Sweden 

 
SIMS Officers 
President Erik Dahlquist, erik.dahlquist@mdh.se 
Vice president Bernd Lie, lie@hit.noe 
Treasurer Vadim Engelson,  

vadim.engelson@mathcore.com 
Repr. EUROSIM Erik Dahlquist, erik.dahlquist@mdh.se 
Edit. Board SNE Esko Juuso, esko.juuso@oulu.fi 
Web EUROSIM Vadim Engelson,  

vadim.engelson@mathcore.com 
Last data update June 2016
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SLOSIM – Slovenian 
Society for Simulation 
and Modelling 

SLOSIM - Slovenian Society for Simulation and Mod-
elling was established in 1994 and became the full 
member of EUROSIM in 1996. Currently it has 90 mem-
bers from both Slovenian universities, institutes, and in-
dustry. It promotes modelling and simulation approach-
es to problem solving in industrial as well as in academ-
ic environments by establishing communication and co-
operation among corresponding teams. 

 
 www.slosim.si 
 slosim@fe.uni-lj.si 
 SLOSIM / Vito Logar, Faculty of Electrical  
Engineering, University of Ljubljana,  
Tržaška 25, 1000 Ljubljana, Slovenia 

SLOSIM Officers 
President Vito Logar, vito.logar@fe.uni-lj.si  
Vice president Božidar Šarler, bozidar.sarler@ung.si 
Secretary Aleš Beli , ales.belic@sandoz.com 
Treasurer Milan Sim i , milan.simcic@fe.uni-lj.si 
Repr. EUROSIM B. Zupan i , borut.zupancic@fe.uni-lj.si 
Deputy Vito Logar, vito.logar@fe.uni-lj.si
Edit. Board SNE B. Zupan i , borut.zupancic@fe.uni-lj.si  

Vito Logar, vito.logar@fe.uni-lj.si  
Blaž Rodi , blaz.rodic@fis.unm.si 

Web EUROSIM Vito Logar, vito.logar@fe.uni-lj.si 
 Last data update December 2016

UKSIM - United Kingdom Simulation Society 
The UK Simulation Society is very active in organizing 
conferences, meetings and workshops. UKSim holds its 
annual conference in the March-April period. In recent 
years the conference has always been held at Emmanuel 
College, Cambridge. The Asia Modelling and Simula-
tion Section (AMSS) of UKSim holds 4-5 conferences 
per year including the EMS (European Modelling Sym-
posium), an event mainly aimed at young researchers, 
organized each year by UKSim in different European 
cities.  
Membership of the UK Simulation Society is free to 
participants of any of our conferences and their co-
authors.  

 
 www.uksim.org.uk 
 david.al-dabass@ntu.ac.uk 

 
 

 UKSIM / Prof. David Al-Dabass 
Computing & Informatics,  
Nottingham Trent University 
Clifton lane, Nottingham, NG11 8NS 
United Kingdom 

 

UKSIM Officers 
President David Al-Dabass, 

david.al-dabass@ntu.ac.uk 
Secretary A. Orsoni, A.Orsoni@kingston.ac.uk
Treasurer A. Orsoni, A.Orsoni@kingston.ac.uk 
Membership chair G. Jenkins, glenn.l.jenkins@smu.ac.uk 
Local/Venue chair Richard Cant, richard.cant@ntu.ac.uk 
Repr. EUROSIM A. Orsoni, A.Orsoni@kingston.ac.uk 
Deputy G. Jenkins, glenn.l.jenkins@smu.ac.uk
Edit. Board SNE A. Orsoni, A.Orsoni@kingston.ac.uk 

Last data update March 2016

 
 

RNSS – Russian Simulation Society 
NSS - The Russian National Simulation Society 
(    -

 – ) was officially registered in Russian 
Federation on February 11, 2011. In February 2012 NSS 
has been accepted as an observer member of EUROSIM, 
and in 2015 RNSS has become full member. 

 www.simulation.su 
 yusupov@iias.spb.su 
 RNSS / R. M. Yusupov,  
St. Petersburg Institute of Informatics and Automation 
RAS, 199178, St. Petersburg, 14th lin. V.O, 39  

RNSS Officers 
President R. M. Yusupov, yusupov@iias.spb.su 
Chair Man. Board A. Plotnikov, plotnikov@sstc.spb.ru 
Secretary M. Dolmatov, dolmatov@simulation.su 

Repr. EUROSIM R.M. Yusupov, yusupov@iias.spb.su  
Y. Senichenkov,  

senyb@dcn.icc.spbstu.ru 
Deputy B. Sokolov, sokol@iias.spb.su 
Edit. Board SNE Y. Senichenkov, 

senyb@dcn.icc.spbstu.ru 
Last data update June 2016
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EUROSIM OBSERVER MEMBERS 

ROMSIM – Romanian Modelling and 
Simulation Society 
ROMSIM has been founded in 1990 as a non-profit so-
ciety, devoted to theoretical and applied aspects of mod-
elling and simulation of systems. ROMSIM currently 
has about 100 members from Romania and Moldavia. 

 www.eurosim.info (www.ici.ro/romsim) 
 sflorin@ici.ro 
 ROMSIM / Florin Hartescu,  
National Institute for Research in Informatics, Averescu 
Av. 8 – 10, 71316 Bucharest, Romania 

 
ROMSIM Officers 
President  
Vice president Florin Hartescu, flory@ici.ro 

Marius Radulescu,  
     mradulescu.csmro@yahoo.com 

Repr. EUROSIM Marius Radulescu,  
     mradulescu.csmro@yahoo.com 

Deputy Florin Hartescu, flory@ici.ro 
Edit. Board SNE Constanta Zoe Radulescu, zoe@ici.ro 
Web EUROSIM Florin Hartescu, flory@ici.ro 

 Last data update  June 2017

 

MIMOS – Italian Modelling and 
Simulation Association 
MIMOS (Movimento Italiano Modellazione e Simula-
zione – Italian Modelling and Simulation Association) is 
the Italian association grouping companies, profession-
als, universities, and research institutions working in the 
field of modelling, simulation, virtual reality and 3D, 
with the aim of enhancing the culture of ‘virtuality’ in 
Italy, in every application area.  
MIMOS became EUROSIM Observer Member in 2016 
and is preparing application for full membership. 

 
 www.mimos.it 
 roma@mimos.it – info@mimos.it 
 MIMOS – Movimento Italiano Modellazione e Simulazio-
ne;  via Ugo Foscolo 4, 10126 Torino – via Laurentina 
760, 00143 Roma 

 

 

 

MIMOS Officers 
President Paolo Proietti, roma@mimos.it 
Secretary Davide Borra, segreteria@mimos.it 
Treasurer Davide Borra, segreteria@mimos.it 
Repr. EUROSIM Paolo Proietti, roma@mimos.it 
Deputy Agostino Bruzzone, agosti-

no@itim.unige.it 
Edit. Board SNE Paolo Proietti, roma@mimos.it 

Last data update December 2016

 

CANDIDATES 

Albanian Simulation Society 
At the Department of Statistics and Applied Informatics, 
Faculty of Economy, University of Tirana, Prof. Dr. 
Kozeta Sevrani at present is setting up an Albanian 
Simulation Society. Kozeta Sevrani, professor of Com-
puter Science and Management Information Systems, 
and head of the Department of Mathematics, Statistics 
and Applied Informatic, has attended a EUROSIM 
board meeting in Vienna and has presented simulation 
activities in Albania and the new simulation society. 
The society – constitution and bylaws are being worked 
out – will be involved in different international and lo-
cal simulation projects, and will be engaged in the or-
ganisation of the conference series ISTI – Information 
Systems and Technology. The society intends to be-
come a EUROSIM Observer Member. 

 
 kozeta.sevrani@unitir.edu.al 
  Albanian Simulation Goup, attn. Kozeta Sevrani 
University of Tirana, Faculty of Economy  
 rr. Elbasanit,  Tirana 355  Albania 

 

Albanian Simulation Society-  Officers (Planned) 
President Kozeta Sevrani,  

kozeta.sevrani@unitir.edu.al 
Secretary  
Treasurer  
Repr. EUROSIM Kozeta Sevrani,  

kozeta.sevrani@unitir.edu.al 
Edit. Board SNE Albana Gorishti,  

albana.gorishti@unitir.edu.al 
Majlinda Godolja,  

majlinda.godolja@fshn.edu.al 
Last data update December 2016
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 Simulation in Production and Logistics 2017 – 17. ASIM Fachtagung Simulation in Produktion und Logistik 
Sigrid Wenzel, Tim Peter (Hrsg.); kassel university press GmbH, Kassel, 2017;  ISBN 978-3-7376-0192-4 
(print), ISBN 978-3-7376-0193-1 (e-book); ASIM Mitteilung AM164. 

Simulation in Production und Logistics 2015 - 16. ASIM-Fachtagung Simulation in Produktion und Logistik 
M. Raabe, U. Clausen (Hrsg.); ISBN 978-3-8396-0936-1, Stuttgart: Fraunhofer Verlag, 2015. 

 Simulation in Produktion und Logistik 2013: Entscheidungsunterstützung von der Planung bis zur Steuerung 
W. Dangelmaier, C. Laroque, A. Klaas (Hrsg.); ISBN 978-3-942647-35-9, HNI-Verlagsschriftenreihe,  
Heinz Nixdorf Institut, Paderborn, 2013. 

 Modellierung, Regelung und Simulation in Automotive und Prozessautomation – Proc. 5. ASIM-Workshop 
Wismar 2011. C. Deatcu, P. Dünow, T. Pawletta, S. Pawletta (eds.), ISBN 978-3-901608-36-0,  
ASIM/ARGESIM, Wien, 2011. 

 Simulation in Produktion und Logistik 2010: Integrationsaspekte der Simulation - Technik, Organisation und 
Personal. G. Zülch, P. Stock, (Hrsg.), ISBN 978-3-86644-558-1, KIT Scientific Publ. Karlsruhe, 2010. 
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 Simulation und Optimierung in Produktion und Logistik – Praxisorientierter Leitfaden mit Fallbeispielen. 
L. März, W. Krug, O. Rose, G. Weigert , G. (Hrsg.); ISBN 978-3-642-14535-3, Springer, 2011. 

 Verifikation und Validierung für die Simulation in Produktion und Logistik - Vorgehensmodelle und Techniken. 
M. Rabe, S. Spieckermann, S. Wenzel (eds.); ISBN: 978-3-540-35281-5, Springer, Berlin, 2008. 

 Qualitätskriterien für die Simulation in Produktion und Logistik – Planung und Durchführung von 
Simulationsstudien.   S. Wenzel, M. Weiß, S. Collisi – Böhmer, H. Pitsch, O. Rose (Hrsg.); 
ISBN: 978-3-540-35281-5, Springer, Berlin, 2008. 
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 Patrick Einzinger: A Comparative Analysis of System Dynamics and Agent-Based Modelling for Health Care 
Reimbursement Systems. FBS 24; ISBN 978-3-901608-75-9, ASIM/ARGESIM Vienna, 2014; 
www.tuverlag.at – print-on-demand. 

 Martin Bruckner: Agentenbasierte Simulation von Personenströmen mit unterschiedlichen Charakteristiken. 
FBS 23; ISBN 978-3-901608-74-2 (ebook), ASIM/ARGESIM Vienna, 2014;  
www.tuverlag.at – print-on-demand 

 Stefan Emrich: Deployment of Mathematical Simulation Models for Space Management. FBS 22; 
ISBN 978-3-901608-73-5 (ebook), ASIM/ARGESIM Vienna, 2013;  www.tuverlag.at – print-on-demand 

 Xenia Descovich: Lattice Boltzmann Modeling and Simulation of Incompressible Flows in Distensible Tubes 
for Applications in Hemodynamics. FBS 21; ISBN 978-3-901608-71-1 (ebook),  
ASIM/ARGESIM Vienna, 2012; www.tuverlag.at – print-on-demand 

 Florian Miksch: Mathematical Modeling for New Insights into Epidemics by Herd Immunity and Serotype 
Shift. FBS 20, ISBN 978-3-901608-70-4 (ebook), ASIM/ARGESIM Vienna, 2012; 
www.tuverlag.at – print-on-demand 

 Shabnam Tauböck: Integration of Agent Based Modelling in DEVS for Utilisation Analysis: The MoreSpace 
Project at TU Vienna. FBS 19; ISBN 978-3-901608-69-8 (ebook), ASIM/ARGESIM Vienna, 2012;  
www.tuverlag.at – print-on-demand 

 Christian Steinbrecher: Ein Beitrag zur prädiktiven Regelung verbrennungsmotorischer Prozesse. 
FBS 18; ISBN 978-3-901608-68-1 (print), 978-3-901608-72-8 (ebook), ASIM/ARGESIM Vienna, 2010. 

 Olaf Hagendorf: Simulation-based Parameter and Structure Optimisation of Discrete Event Systems 
FBS 17; ISBN 978-3-901608-67-4 (print), 978-3-901608-99-5 (ebook), ASIM/ARGESIM Vienna, 2010. 

 
 
Download (some books) via ASIM webpage    - www.asim-gi.org                             Info: info@asim-gi.org 
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