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Abstract.  Agent-based models have become a widely 
used tool in social sciences, health care management 
and other disciplines to describe complex systems from 
a bottom-up perspective. Some reasons for that are the 
easy understanding of agent-based models, the high 
flexibility and the possibility to describe heterogeneous 
structures. Nevertheless problems occur when it comes 
to analyzing agent-based models. This paper shows how 
to describe agent-based models in a macroscopic way as 
Markov chains, using the random map representation. 
The focus is on the implementation of this method for 
chosen examples of a Random Walk and Opinion Dy-
namic Models. It is also shown how to use Markov chain 
tools to analyze these models. Our case studies imply 
that this method can be a powerful tool when it comes to 
analyzing agent-based models although some further 
research in practice is still necessary. 

Introduction

1 Introduction to Agent-Based 
Modeling and Markov Chains 
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2 Agent-Based Models as 
Markov Chains 

2.1 Step1: Identifying the State Space 

Figure 1: Two configurations that map on the same 
Markov state . The first number  
represents the number of black agents, the 
second number represents the number of 
white agents. The state space of the MC is 
given as  
with  … number of black agents,   

 … number of all white agents. 

2.2 Step 2: Calculate the Transition Matrix 
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Figure 2: Schematic description of the approach of  
calculating the transition matrix. 

3 Results 

3.1 1D Random Walk 

Figure 3: Transition-diagram of a 1D random walk with 2 
agents that can move on 5 sites lattice. The 
circles represent the Markov states and the  
arrows represent all possible one-step  
transitions. On the right hand side we see  
the corresponding agent configurations. 

Figure 4: Comparison of the ABM (bright) with the  
time-discrete MC (dark). The process always 
starts in state 5. On the left we see the  
transient distribution after 10 time steps,  
on the right after 20 time steps. For the 
Monte-Carlo-Simulation of the ABM we used 
100.000 iterations. 
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3.2 Opinion Dynamics Model 

4 Conclusion and Outlook 
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