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Abstract. During the development of an agent-based
simulation model, the model often has to be calibrated,
which means adjusting the parameters such that a ref-
erence system can be reproduced. A major problem in
calibrating an agent-based simulation model is the vari-
ability of the results, due to random choices made by the
agents. To reduce the variability, the numbers of agents
has to be increased, which in return increases the com-
putation time of the simulation. An attempted solution
to this problem consists of increasing the numbers of
agents gradually. This approach is tested with two differ-
ent calibration algorithm: simulated annealing and evo-
lutionary algorithm. Different updating schedules are ap-
plied on a test model and examined in terms of their run-
ning time and their performance. It is shown that a evo-
lutionary algorithm with an increasing agent count man-
ages to produce similar results as a standard calibration
using only half the computation time. To conclude, the
best performing calibration process is used to calibrate
an existing agent-based model simulating a well known
past influenza epidemic.

Introduction

Agent-based simulation is a relatively new modelling

technique [1]. It has experienced increasing application

in several fields since it offers many benefits over other

modelling methods [2]. According to Bonabeau, the

main advantages of agent-based models are their flexi-

bility, their natural way to describe a system, and their

ability to produce an emergent behavior [3]. Contrary

to other modelling techniques, it does not try to dictate

the general behaviour of the system. Instead, it consists

of several independent entities, called agents, which are

given certain properties, behaviour and rules to change

this behaviour. These agents interact with each other

and their environment during a simulation run and pro-

duce the overall outcome of the system. A typical ap-

plication for this sort of modelling is the simulation of

epidemics.

An important step in developing a model, agent-

based or other, is the calibration. It consists of adjusting

the different parameters used in the simulation such that

the simulated results match a given outcome. When the

model is capable of reproducing a reference system, it

can be used to test the outcomes of alternatives strate-

gies in this reference system or to make predictions by

simulating the reference system in the future. The na-

ture of agent-based simulation models induces different

problems regarding the calibration process. Since the

result of the simulation emerges from the interaction

between the agents, the outcome is hard to estimate.

Therefore, it is difficult to say in what way the different

parameters affect the simulation outcome. Only by run-

ning the simulation, the effects may be observed and ap-

propriate parameter changes can be made. If the model

requires only a few parameters, these adjustments can

be made manually. With an increasing number of pa-

rameters, calibration algorithms are needed.

Since a calibration problem consists of minimizing

the distance between the simulated data and the refer-

ence system, it can be seen as an optimization problem

and algorithms from this application area can be used.

The nature of agent-based simulation models requires

calibration algorithms which regard the simulation as

a black box and only have informations on the out-

come of the simulation and not on the internal processes

and calculations. The evolutionary algorithm and sim-

ulated annealing are two algorithms meeting this crite-

rion. They are presented in Section 1.
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A common problem in performing a calibration is

the long computation time required to produce the re-

sults. Section 1 proposes varying the amount of agents

used in the simulation as a solution to this problem. Dif-

ferent configurations of this method are applied to a test

model. The configuration with the best performance is

then used to calibrate a more complex agent-based sim-

ulation model. Both models are described in Section

2.

1 Methods

In a calibration process, the agent-based simulation

model acts as a function: given a specific parameter

set, it produces the simulated data points. These are

passed to an error function which calculates the dis-

tance between the simulated data points and the data

points that should be matched by the model. Often, a

weighted Euclidean distance is used. This allows the

error function to put more emphasis on the character-

istic elements of the data of the reference system. The

aim of a successful calibration is to find a parameter

set which minimizes this distance. Thus a calibration

can be considered as an optimization problem and the

respective algorithms can be used.

In this paper, two different optimization algorithm

are applied for model calibration: simulated annealing

[4] [5] and evolutionary algorithm [6][7]. Flowcharts of

these algorithms can be seen in Figure 1 and Figure 2.

In simulated annealing, accepting a point with a

larger error should allow the algorithm to escape local

minima and converge to a global minimum. The ac-

ceptance probability depends on the temperature and is

decreased during the calibration process. The cooling

schedule applied, as well as an appropriate choice of the

neighbourhood of a point, have a large influence on the

convergence of the algorithm. The evolutionary algo-

rithm uses several points simultaneously to determine

the global minimum. By choosing different methods of

selecting the points and combining them to form new

candidates, evolutionary algorithms can be adapted to

suit the needs of many calibration problems. However,

finding the optimal configuration is often difficult.

Agent-based models often have long computation

times caused by high agents numbers. This is an im-

portant issue during calibration, when the model is sim-

ulated hundreds of times. The runtime can be reduced

with a lower number of agents. However, the agents be-

haviour usually depends on random decisions. Hence,
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Random startpoint
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Is new point better ?

Accept

Accept with certain

probability depending on

temperature

Maximum tries for

temperature reached ?

Decrease temperature
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no

no
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no

yes

Figure 1: Flowchart of simulated annealing based on Kong
et al. [8].

the simulation results underlie a variability. For high

agent numbers, the variability is naturally low due to

the law of large numbers. Lower agent numbers lead to

an unwanted higher variability of the results.

A possible solution to this problem consists of vary-

ing the number of agents throughout the calibration pro-

cedure. Agent-based models can be scaled by simulat-

ing them with reduced agent numbers. This does not

affect its functionality but increases uncertainty of the

results due to a required upscale to the actual problem.

At the start, the simulation model is run with a small

number of agents, allowing to test many parameter sets

in a short time period. During the calibration the num-

ber of agents is gradually increased until the targeted

agent count is reached.
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Figure 2: Flowchart of the evolutionary algorithm based on
Kong et al. [8].

A calibration performing an increase of the agent

count requires the following information:

• the starting amount of agents

• the targeted amount of agents

• the number of agent count updates

• the growth behaviour

• the number of simulation runs

After every update, the error of a newly considered

parameter set is calculated with the new agent count.

Normally, this error is only calculated once and then

referred to in the further calibration process. How-

ever, this might cause a problem. If the error is cal-

culated with a small agent count, it is possible that a

low value has only been reached by accident and does

not represent the usual outcome of the simulation per-

formed with this parameter set. It is important to elim-

inate these false error values in time and not base every

further search on the corresponding parameter sets. A

simple solution would consist of recalculating the er-

ror of all the current parameter sets at every update of

the agent count. This increases the number of simula-

tion runs during a calibration, especially when an evo-

lutionary algorithm is used. As a trade-off, the param-

eter sets are not re-evaluated directly at the next agent

count update but after two agent count updates. This

way, the chances are higher that the parameter set gets

discarded by the algorithm before it needs to be recalcu-

lated. However, during the last update which increases

the agent count to the targeted amount, every parameter

set is re-evaluated to ensure that the best error has been

calculated with the full agent count.

The increase of the agent count during the calibra-

tion has also an effect on the stopping conditions of the

calibration algorithm. Normally, a calibration would

terminate, if the error has reached a certain value. But,

as mentioned above, if this error has been calculated

with a small agent count, it might not be valid. There-

fore the calibration is not allowed to terminate prema-

turely but has to perform the full amount of simulation

runs.

2 Models

First, the calibration methods are tested on a simple SIR

model which simulates the spreading of an infectious

disease. In such a model, the agents represent people

who can be in one of three different states: susceptible,

infected or resistant. Every time, a susceptible person

comes in contact with an person already infected the

disease may be transmitted. After a certain amount of

time, an infected person recovers from the disease and

becomes resistant. This means, the person can not be

infected a second time. In our model, there are two pa-

rameters that need to be calibrated: the probability pi
that a healthy person is infected when they comes in

contact with an infected person and the probability pr
that an infected person is recovering. To create a refer-

ence system, the model is run with a known parameter

set pi = 0.4, pr = 0.05. The output consists of the num-

ber of infected agents at a given time step. The goal of

the calibration is to reproduce this curve. Previous tests

have shown, that the variability of the results is negli-

gibly small, if 10 000 agents are used, making this the

target population.

Ultimately, the calibration algorithm is used to de-

termine the parameters of a more complex agent-based

model simulating an influenza epidemic. A known in-

fluenza epidemic in the year 2007 in the Austrian popu-

lation is used as a reference system. The data that needs

to be reproduced consists of eleven data points repre-
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senting the number of newly infected people per week

during the eleven week long influenza wave. For this

model, the calibration needs to determine five parame-

ters describing the contact rate between the agents, the

probability of infection and development of mild or se-

vere symptoms and the ratio of the population which

is naturally immune. The reference system of both the

simple SIR model and the influenza model can be seen

in Figure 3.

Figure 3: Reference systems of the SIR and the influenza
model that need to be reproduced during the
calibration.

3 Results

Both of the models described above, as well as the cal-

ibration algorithms have been implemented in Java and

all the following calibrations have been calculated on

a laptop running with Windows 8.1 using an Intel(R)

Core(T M) i5-4200U processor and 8,00 GB RAM.

3.1 Results of calibration the SIR model

In order to compare the results of a calibration using an

increasing amount of agents, the calibration has been

performed with a constant agent count. The error is cal-

culated using an Euclidean distance which puts a larger

weight on the peak of the epidemic. In order to scale

this error, the value of every data point is divided by the

current agent count.

In this paper, 15 different update schedules are

tested as shown in Table 1.

Agents
at Start

Growth Updates

1 1000 no 0

2 3000 no 0

3 10 000 no 0

4 1000 geom. 2

5 1000 geom. 4

6 1000 geom. 8

7 3000 geom. 2

8 3000 geom. 4

9 3000 geom. 8

10 1000 linear 2

11 1000 linear 4

12 1000 linear 8

13 3000 linear 2

14 3000 linear 4

15 3000 linear 8

Table 1: Updating schedules.

The calibration is terminated after 1000 model runs.

For each updating schedule the calibration is performed

with three different calibration algorithm configurations

providing good results in previous tests using a constant

agent count. For each of these configurations, the cal-

ibration is run 10 times. For the simulated annealing,

these configurations use a geometrical cooling schedule

with the temperature being lowered every 10 loops by

a factor 0.8, 0.85 resp. 0.9. In the evolutionary algo-

rithm the population consists of 40 agents. A ranking

based selection is applied [9]. During the crossover, 10

parameter sets are formed by calculating the mean of

the two parent parameter sets and during mutation 8,

12 resp. 16 parameter sets are created by replacing one

parameter with a random value.

Figure 4 shows the results of these calibrations. The

bars represent the mean error of the 30 calibration re-

sults performed with the update schedule and the line

represents the mean time to perform these calibrations.

Note that the update schedule 3 represents a calibration

performed with the targeted amount of agents through-

out the whole process, making it the method applied
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Figure 4: Error and running time of the calibration performed with simulated annealing and an evolutionary algorithm applying
the different updating schedules listed in Table 1.

during a standard calibration. Update schedule 1 and

schedule 2 represent calibrations using a constantly low

agent count.

For the simulated annealing it can be seen, that only

certain update schedules yield comparable results as a

calibration performed with a constantly high amount of

agents. Generally, it can be observed, that a higher

number of agents at the start is preferable, as well as

a smaller number of updates. The evolutionary algo-

rithm produces overall better results than simulated an-

nealing. The error obtained by updating the number of

agents is even generally smaller than the one calculated

by a standard calibration. There is no significant differ-

ence between the results of the different update sched-

ules and no trend can be observed.

As expected, the computation time is much smaller

for calibration updating the number of agents. In gen-

eral, the running time is about half of the time re-

quired by a standard calibration represented by the up-

date schedule 3. Calculations using geometrical growth

or a small number of starting agents require less time

than those using linear growth and a higher amount of

starting agents. Furthermore, the computation time de-

creases slightly with the number of updates performed.

However it is expected that this decrease in running

time is not an ongoing trend. At some point, the bene-

fits of calculating with a lower agent count will be out-

weighed by the costs of re-evaluating the current pop-

ulation of parameter sets at every update. To verify

this presentiment a new series of tests have been per-

formed. Calibrations using geometrical growth and a

starting agent count of 1000 are calculated using differ-

ent numbers of updates, extending the calibrations 4, 5
and 6 from Figure 4. The mean error and running time

of these calibrations are shown in Figure 5. It can be

seen, that the running time does increase with a larger

number of updates without producing significantly bet-

ter results.

It has been mentioned above that calibrations per-

formed with simulated annealing provide worse results

when the number of updates increases. Concerning

this observation, further analysis of the error produced

by these calibrations have revealed the following phe-

nomenon: there are two different ways in which the er-
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Figure 5: Error and running time for a calibration starting
with 1000 agents and applying geometrical growth
depending on the number of updates performed.

ror evolves. During some calibrations a relatively small

error is already achieved using only a low agent count.

The rest of the calibration process is then used for the

fine tuning of the parameter set. However, if the error

produced with a small amount of agents is not small, the

current parameter set is not replaced with a better solu-

tion for the most part of the calibration. It is not until

the simulation runs with the targeted amount of agents,

that the calibration algorithm is effective and starts to

lower the produced error. If the calibration process is

performed using a high number of updates, the amount

of simulation runs performed with the targeted agent

count is too low to reach an acceptable error in time.

Figure 6 shows the two different evolutions of the error

during a calibration performed by simulated annealing

using 4, resp. 8 updates. Each line represents one of the

two typical behaviours of the error.

3.2 Results of calibration the influenza model

The findings of these tests are now used to calibrate

the more complex influenza model. The error function

used is similar to the one described at the beginning of

this section. Since the data point at week six is most

probably inaccurate, the weight posed on this point is

very small. One simulation of the influenza model with

800 000 agents takes 300s on average. To improve the

running time of the calibration, parallel computing on

three kernels is applied. Since 1000 calibrations are per-

formed, the total running time of a calibration without

agent count updates would amount to approximately 28

hours. To further reduce this computation time, a cal-

ibration using 4 agent count updates is applied. The

starting agent count consists of 50 000 agents which is

increased geometrically to reach the targeted count of

Figure 6: Two possible evolutions of the error calculated
with simulated annealing during a calibration
using geometrical growth, 1000 agents at the start
and 4, resp. 8 agent count updates.

800 000 agents. Due to the better results with the SIR

model, the evolutionary algorithm is used for the cali-

bration. The result can be seen in Figure 7. The running

time of this calibration consisted of about 560 minutes,

only a third of the estimated time required by a standard

calibration.

4 Discussion

This paper briefly describes the approach of an agent-

based simulation model and the procedure of calibrat-

ing such a model. The variability of the results of an

agent-based model complicate the task of calibration

and the usual methods of reducing this variability lead

to an increase in the running time of the calibration pro-

cedure. By gradually increasing the number of agents

used in a simulation, this paper proposes a possible so-

lution to this problem. This strategy is then tested on a

simple agent-based simulation model. The performance

looks very promising, but leaves a few open questions

that require further research. For example, it might be

possible to improve the performance of the simulated
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Figure 7: Results of a calibration of the influenza model
using an evolutionary algorithm, 4 agent count
updates and geometrical growth.

annealing with a cooling schedule adapted to the in-

crease in the number of agents. Furthermore, the op-

timal number of updates needs to be determined. This

number may depend on the simulation model used. In

this paper, the strategy has only been applied to one type

of agent-based simulation model. It needs to be tested

if the results are similar with another type of model and

what factors are beneficial to a good performance of this

calibration method.
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