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Editorial 
Dear  Readers – SNE Volume 26 (2016) comes along with an extension but sharpening of orientation, and with minor changes in 
publication structure. Simulation itself has developed further on, with enhancements towards model-based design, computational 
complex systems and model-based analysis of big data – ‘new’ subjects of interest for SNE – but at concentrating on the simulation 
circle and not only on one part.  SNE publishes four issues a year, but for many years third and fourth issue have been combined to 
a double issue; from 2016 on, SNE will have four separate issues, with more pages than the years before. 
This issue, SNE26(1), the first issue of SNE vol.26, shows this broad and enlarging variety of simulation. The title page is a graph-
ical list of content, guiding through multifaceted topics of simulation: modelling garage parking, model-based human activity pat-
tern recognition , model-base IO device selection for ambient environments, semulations of fuel cells, simulation-based planning of 
human-machine-collaboration, model order reduction for efficient simulation, agent-based simulation for virtual experimental archae-
ology, microsimulation of burden of mental diseases, and network-based simulation for equipment selection in water construction –  
 
  I would like to thank all authors for their contributions, and the editorial board members for review and support, and the or-
ganizers of the EUROSIM conferences for co-operation in post-conference contributions. And last but not least thanks to the Edito-
rial Office (please note change of address of the Editorial Office) for layout, typesetting, preparations for printing, and web pro-
gramming for electronic publication of this SNE issue. 
 

Felix Breitenecker, SNE Editor-in-Chief, eic@sne-journal.org; felix.breitenecker@tuwien.ac.at 
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Abstract. Described is a simulation model of cruis-
ing for garage parking, intended both for the calibra-
tion and evaluation of real-time parking recommenda-
tion methods, and as a base for predictive guidance to
available parking. The model combines the event-based
and agent-based simulation approaches to represent the
parking garage and the driver behavior. It is validated
by simulating a real-world parking garage and compar-
ing the model’s output with observations. The validation
results show the model’s capability to predict a garage’s
state over the course of an operational day, even though
specific results are not yet precise enough for the in-
tended use.
After an introduction to scope and aims, the paper
shares some background on garage parking and related
work, followed by a description of the simulation model,
and its validation based on a representation of a real-
world parking garage.

Introduction

With a significant part of inner city traffic consisting

of drivers cruising for parking (on average 30%, see

[1]), and with ever growing parking garages contain-

ing 2,000 or more individual parking slots (see fig-

ure 1), computer based systems providing predictive

recommendations to find available parking in these

major structures are significantly beneficial to users,

and also improve resource utilization for infrastructure

providers. One way to predict availability of parking

slots is by simulation, starting out from the real-time

state of the garage. Even if a parking guidance system

is not predictive, but only considers real-time informa-

tion, its strategies have to be carefully calibrated and

evaluated before their application in the field. Another

use of a garage parking model is therefore to evaluate

recommendation strategies in a simulated environment.

Figure 1: A parking garage with approx. 2,000 parking
spaces on six levels.

This paper presents a simulation model of cruising

for parking in parking garages, which will serve both as

a prediction model, and as a virtual testbed for calibrat-

ing and evaluating garage parking guidance algorithms.

The model applies a combination of two simulation ap-

proaches: while the basic mechanics, e.g. the arrival of

cars, are modeled in an event-based fashion (see [2]),

the agent-based paradigm (see [3]) is utilized for mod-

eling the drivers’ decision making behavior.

The paper continues with sharing some background

of garage parking modeling and related work (section

1), followed by the presentation of the simulation model

(section 2), representing both the parking garage and

the individual driver’s behavior. Then, the model’s out-

put is validated based on a real-world example (section

3). The paper closes with a summary of the lessons

learned and a short outlook on future work (section 4).

SNE 26(1) – 3/2016
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1 Background

1.1 Garage Parking

The term garage parking refers to the process of enter-

ing a building at least partially designated for car park-

ing, finding and navigating to an available parking slot,

leaving the car unoccupied at that slot for a while, and

then de-park by finding the shortest or most convenient

path from the parking slot to a vehicular exit. As the

intended application for the developed model is to test

recommendation algorithms which are concerned with

reducing the time spent cruising for available parking,

the last part of the process, de-parking, is beyond the

scope of this paper and will not be discussed further.

The described buildings are often referred to as parking

garages, but also as multistorey car parks, parkades, or

parking structures.

Garage parking, together with parking lot parking,

is often described by the more general term off-street

parking. This contrasts with on-street parking with its

diverse modes, e.g. parallel parking, angular parking,

perpendicular parking.

The parking garage usually consists of a number of

connected levels, which are themselves composed of a

number of areas. Each area contains a set of parking

slots fit for individual cars. The readers will know this

decomposition from their own experience: “I parked

my car in a slot on level 3, in area C.”

Vehicular access to the parking garage is granted,

often at the ground floor, by entry and exit lanes,

which are usually unidirectional. Pedestrians access the

garage via elevators or stairways, or on the ground floor

by doorways. Pedestrian access ways are usually bi-

directional.

1.2 Related work

Corresponding to its importance in planning and design

of public spaces, on-street parking has seen a lot of re-

search attention, both in general modeling (see e.g. [4],

[5], [6], [7], [1], [8], [9], [10]) and in simulation mod-

eling (see [11], [12], [13], [14], [15], [16]). Most of

the more recent simulation models are at least partially

agent-based (see [11], [12], [14], [15]). Dieussaert et

al. (see [12]) and Horni et al. (see [14]) combine agent-

based modeling with the cellular automata paradigm,

while Gallo et al. (see [13]) construct a multi-layer net-

work supply model. Some authors (see [12], [15]) uti-

lize the described models to evaluate pricing and other

policy considerations, while others (see [11], [13], [14],

[16]) apply them to analyze technical methods to reduce

cruising time and thereby traffic in general.

Only a few models (see [17], [11], [12], [8]) con-

sider off-street parking: Asakura and Kashiwadani (see

[17]) apply a model to examine the effect of different

types of on-street and off-street parking availability in-

formation on overall system performance, but do not

examine the drivers’ behavior inside of individual park-

ing lots. Benenson et al. (see [11] and also [6]) develop

a spatially explicit model of parking search and choice,

with simulated drivers cruising through an artificial or

real-life city center model, giving them both on-street

and off-street parking options. Dieussaert et al. (see

[12]) also are interested in the traffic patterns generated

by cruising for parking. They model on-street parking

as well as parking lots and garages, but consider park-

ing lots and garages as simple sinks, not modeling their

interior. Van der Waerden et al. (see [8]) develop a

simple cellular automata based sub-model for choos-

ing parking spaces inside a parking lot, but clearly set

their focus on modeling traffic patterns resulting from

the whole, city-wide process of traveling and parking.

None of the described models considering off-street

parking is detailed enough for the evaluation of garage

parking recommendation systems.

2 Modeling Garage Parking

An agent-based model usually includes two compo-

nents (see [3]): the agents themselves, and the environ-

ment they interact with.

The agents are usually self-contained and au-

tonomous; they have attributes whose values change

over the course of a simulation run. Their behavior is

determined by a set of rules, and they interact dynam-

ically with other agents and the environment they ex-

ist in. In more complex models, agents are often goal-

directed and adaptive, and may even be heterogeneous.

Individual agents usually only interact with a local sub-

set of the environment and other agents, and therefore

consider only local information.

In addition to their communication with their set of

neighbors, agents interact with their environment. This

information might provide only basic information, e.g.

the agent’s position in the environmental model. It may

also provide more detailed information, e.g. the capac-

ity and real-time rate of occupancy of parking garage

areas. While in many cases the environment might be

SNE 26(1) – 3/2016
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modeled as an attributed graph structure, it sometimes

is built as a complex simulation itself, e.g. based on

cellular automata.

In the proposed model (which is based on a simpler

model described in [18]), drivers and their cars are mod-

eled as agents adhering to a set of rules and acting on

local information, while the parking garage is modeled

as an attributed neighborhood graph, and constitutes the

agents’ environment.

2.1 Modeling parking garages

The parking garage is modeled as an attributed graph

G(A,E) representing the garage’s layout and the inter-

nal neighborhood relations. A node a ∈ A represents an

area of the parking garage, an edge e(ai,a j) ∈ E with

ai, a j ∈ A represents a direct connection between two

areas ai and a j which is traversable by car. If all lane

segments in the parking garage are two-way, the garage

can be modeled as an undirected graph. If some or

all segments only allow for one-way traffic, a directed

graph can be established. As it is the garage planner’s

basic objective to ensure reachability of each parking

area, the graph consists generally only of one connected

component.

Each node a ∈ A is attributed by its total number of

parking slots za, the number of currently occupied slots

oa(t) at time t, by extension also the number of free

slots fa(t) = za − oa(t) at time t, and the average time

ra a car needs to traverse and search the area. The rec-

ommendation methods to be tested (see [19]) explicitly

consider only these areas, and do not depict individual

parking slots. Therefore, a spatially explicit modeling

of these individual slots is not necessary.

Each edge e(ai,a j) ∈ E is attributed by a time re
a car needs to move from area ai to area a j. In cases

where areas are directly adjoining, re = 0 can be as-

sumed.

In this simplified model we assume an infinite

traversal capacity for nodes and edges, therefore ignor-

ing congestion resulting from multiple cars cruising the

same area.

The garage’s entry lanes are modeled as special

nodes ae ∈ Ae ⊂ A with zae = 0, which serve as sources

for the transient car agents. As is customary in discrete

modeling (see [2], pp. 209-210), interarrival times are

approximated with an exponential distribution with an

arrival rate of λae(t). The distribution parameter is es-

tablished for each entry lane ae and each period t by

input data analysis. Technically, the agents are gener-

ated by the event-based framework at each entry node

at appropriately distributed simulation times.

Figure 2 shows a simplified layout of a parking

garage level, while figure 3 shows the corresponding

partial model graph.

Figure 2: Simplified parking garage level with two pedestrian
exits, two bi-directional ramps, and nine areas.

Figure 3: Partial model graph of a parking garage level.

2.2 Modeling driver behavior

Agents enter the model from one of the entry lane nodes

ae ∈ Ae, and in the course of the simulation move itera-

tively from node ai to node a j along edge e(ai,a j) ∈ E.

On any given node ai ∈ A the agent, after spending a

time of rai searching the area for available parking, has

to take two decisions: It has to decide whether to park

in the current area (parking decision), and, if not, where

to go next (routing decision).

SNE 26(1) – 3/2016
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To enable the agents to take these decisions, the

model considers a number of aspects:

Basic routing: To avoid moving in an infinite loop,

an agent administers a counter v(ai) representing the

number of times an area ai has been visited by that

agent. If an agent always chooses one of the routing

options a j with the lowest v(a j), every loop will even-

tually be broken. In addition, as cars are rarely seen to

turn on the spot in a parking garage, agents can never

move onto the area they just left.

Attractiveness: The model assumes that a driver

prefers to park in a slot which is as attractive as possi-

ble. The model therefore assumes an order of attrac-

tiveness on a parking garage’s areas: 1.0 ≥ c(ai1) ≥
... ≥ c(ain) ≥ 0.0 (see figure 4). Agents prefer areas

with greater values of c(ai) to areas with lower attrac-

tiveness. Attractiveness orders are individual to classes

of drivers, i.e. customers with distinct destinations. For

example, during the day 40% of customers might de-

sire to park as close to a supermarket as possible, while

60% might be attracted by parking slots near a hospi-

tal. These distributions could change over the time of

day, e.g. when the hospital closes for the evening, but a

neighboring cinema starts to attract parking visitors in

another region of the parking garage. As these classes

of preferences are generally shared by many drivers,

only a few different orders of attractiveness represent

all drivers’ intentions for any given garage.

Figure 4: Parking garage level with attractiveness values.

Real-time availability: Drivers also consider real-

time availability: if they observe that no spaces are

available in a specific area, they are not attracted to

it. Obviously, without technical measures the drivers

cannot have total knowledge of the current state of the

garage, but can look ahead only locally. To model this,

we assign a look-ahead set Lai ⊆ A for any current area

ai. An agent has access to c(a) and fa(t) only if a ∈ Lai .

Classes of parking decals: Some parking

providers offer different classes of parking decals,

with some classes having more options then others: at

a university campus, administrative and faculty/staff

might be allowed to park at any given area, while

students might only park at labeled student parking.

A business park’s parking provider might distinguish

executive, employee, and visitor parking. This is

modeled by assigning each agent a decal class, and by

assigning each slot to one of these classes. The number

of slots visible to an agent is then defined by that class.

Non-compliant parking is thus not permitted to the

agent.

Long-term experience and expectations: In-

stead of having to explore an area’s attractiveness while

driving through a specific garage, a driver with long-

term experience already knows the attractiveness of

each area, and can also estimate the individual areas’

occupancy to a certain degree. These experience and

expectations can be modeled by extending the look-

ahead set to the whole graph, and by replacing the ex-

act knowledge fa(t) by a “guessing function” ha(t) =
fa(t)± random which includes a small random compo-

nent. The agent now knows the attractiveness of each

area, and has imprecise knowledge of the areas’ avail-

ability.

Based on these considerations, and starting out from

the current position ai as root, an option tree is con-

structed. This is accomplished by considering all neigh-

boring areas a j reachable from ai via an edge e(ai,a j)∈
E, and from thereon iteratively to succeeding neighbors

with a maximum depth of d (see figure 5). The branch

starting with the area last visited is removed from the

tree, adhering to the no-turn-around rule.

For each node a j in the option tree, a conditional at-
tractiveness g(a j) is calculated: if a j ∈ Lai and ha j(t)>
0 then g(a j) = c(a j), else g(a j) = 0. Thus, if the agent

assumes an area to have zero slots currently available, it

is not at all attracted to that area. In a next step, for each

immediate neighbor a j of ai an assumed utility u(a j) is

SNE 26(1) – 3/2016



5

O Ullrich et al. Modeling Garage Parking

Figure 5: A simplified option tree, with the selected option
being highlighted.

calculated by assigning u(a j) = max
a∈Ta j

g(a), with Ta j be-

ing the partial option tree with root a j (again see figure

5).

At each simulation step, the agent takes a parking

decision, followed by a routing decision if necessary.

To take a parking decision, it selects the a∗ with the

maximum u(a∗) out of the current area ai’s immediate

neighbors. If fai(t) > 0 and c(ai) ≥ u(a∗), the agent

decides to park at the current area ai. If not, it moves on

with the routing decision.

To take the routing decision, the agent only consid-

ers the options with the lowest v(a). From these, the

agent selects the option a j with the maximum u(a j).
It moves to that area via edge e(ai,a j), completing the

movement after a time of re(ai,a j).

If all areas have been visited, i.e. all v(a) > 0, and

no available parking slot has been found, the agent con-

cludes that the parking garage is full, stops searching,

and is subsequently removed from the simulation.

3 Validation

3.1 Modeling Florida International
University’s Parkview Housing Garage

The Florida International University (FIU) Parkview

Housing Garage provides students living in adjacent

dorms with 282 parking slots on three levels. Access

to the garage is controlled; students swipe an identity

card for the entry and exit barriers to open. The build-

ing consists of 16 areas with an average of 17.6 slots.

Its layout is translated to a model graph as described in

section 2.1 (see figure 6), with the attractiveness values

being assigned by considering the areas’ distances to

both the vehicular entry and the pedestrian exits in ac-

cordance with information gathered from local experts.

The traversal time for each area a ∈ A is set to an aver-

age of ra = 10sec. As all areas are immediately adja-

cent, the time necessary to move between areas is set to

re = 0 for all e ∈ E. The agents’ interarrival times are

modeled based on a typical day’s observed entry events

per hour. By correlating the registered entry and exit

events over a longer period, the average parking dura-

tion (and its standard deviation) based on entry times is

modeled. As Housing Garage parking is only available

to students living nearby, a high degree of experience

can be assumed. The agents’ look-ahead set is there-

fore extended to include the whole model graph.

The model was implemented utilizing an in-house

event-based modeling and simulation framework. To

validate the model’s results, the individual areas’ occu-

pancy was measured in the Parkview Housing Garage

over the course of two weeks at 10:00, 13:00, 17:00,

and 20:00.

3.2 Results and Discussion

The described model was applied to simulate 100 oper-

ational days, with output measurement beginning after

a 72 hour initialization phase. A simulation run gener-

ates approx. 1,700,000 events of nine event types. An

average operational day thus consists of approx. 17,000

events, with the majority of these considering searching

areas and moving through the graph (see figure 7).

The simulation’s results are shown in table 1 and fig-

ure 8. At 10:00, the average number of simulated cars is

1.7% higher than the average number of observed cars.

The average deviation of simulated to observed occu-

pancy ratios is 8.7%. The other measuring points at

13:00, 17:00, and 20:00 show comparable results: On

average, 2.5 more agents (1.4%) are simulated than cars

were observed, while the average occupancy ratio over

all areas and all measurement points deviates by 9.1%.

The model’s validation shows its capability to pre-

dict a garage’s state over the course of an operational

day, even though specific results with their deviation

of 9.1% are not yet precise enough for a feasible rec-

ommendation system. One major weakness of the de-
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Figure 6: FIU Housing Garage: Model graph and
attractiveness levels.

scribed validation process is that the occupancy mea-

surement was executed on different days than the reg-

istration of entry and exit events. There was therefore

no way to calculate the number of cars already present

in the garage at the start of the registration period. Cur-

rently, FIU’s parking data collection is being converted

from batch processed reports to real-time data streams,

in addition to replacing the parking garage’s card swip-

ing mechanisms with license plate recognition cameras

at entry and exit lanes. As these new data streams will

be continuously available, occupancy rates can be mea-

sured for periods with available entry and exit events.

By utilizing these improved data sources, higher qual-

Figure 7: Number of simulation events per operational day.

Time Obs. cars Sim. cars Dev. n/o cars Deviation
occu-
pancy

10:00 194.5 197.9 1.7% 8.7%

13:00 164.5 161.7 1.8% 9.8%

17:00 164.2 166.5 1.4% 8.1%

20:00 169.3 176.4 4.2% 9.9%

Average 173.1 175.6 1.4% 9.1%

Table 1: Validation results.

ity input data distributions can be modeled. We there-

fore expect the model’s precision to be improved signif-

icantly.

4 Conclusions
This paper presented an agent-based simulation model

of cruising for parking in parking garages. Beyond

the parking structure’s layout and attributes, the model

considers basic routing, an order of attractiveness on

the garage’s areas, local knowledge of real-time avail-

ability, different classes of decals, and a driver’s long-

term experience and expectations regarding attractive-

ness and expected availability. The model’s validation

shows its general capability to predict a garage’s state

over the course of an operational day based on layout

data, attractiveness values, interarrival times, and park-

ing durations. All these values can be easily collected

for controlled access garages.

After further validation based on improved data

streams, the model will be applied to the evaluation of

parking recommendation methods. It will also be ex-

tended to accept real-time input data, and then be uti-

lized as a base of a predictive parking information and

recommendation system.
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Figure 8: Validation results.
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Abstract. The work concentrates on combining dis-
crete and continuous data in an algorithm to detect com-
plex activity patterns.With the InvenSense MotionFitTM

Software Development Kit (SDK) accelerometer and gy-
rometer data are recorded with the MPU-9150 sensor.[1]
The raw data consisiting of processed daily acticities are
preprocessed via a shifted window and different features
are calculated. Afterwards activity recognition is done in
MATLAB using the PMTK3 toolbox from Murphy et al. [2],
where the classification algorithms are continuous Hid-
den Markov Models (cHMM).

Introduction

Activity pattern recognition analysis based on contin-

uous sensor data using the MPU-9150 sensor is used

to recognize daily activities in an everyday life envi-

ronment. Activity recognition is currently a subject of

intensive research, because of it’s importance in many

different fields. The motivation of this work lies in spe-

cific in the growing generation of older adults, and the

need to provide them a secure and appropriate living

standard. The continuous sensor data are used to recog-

nize activities with a basic machine learning algorithm.

The demographic changes lead to more people suf-

fering from Alzheimer’s and Parkinson’s disease. The

challenge of the increasing number of dementia patients

can be approached by Ambient Assisted Living Tech-

nologies like activity recognition, as some tasks of care

givers can be eliminated or can be performed easier.

This includes, among other things, sensors which con-

trol kitchen appliances like stoves, and guarantee the

appropriate usage due to activity recognition. [3]

Human activity recognition based on accelerometer

and gyrometer sensor data is an important task in the

field of AAL technologies. The work focuses on the

recognition of complex daily activities like tooth brush-

ing, dinner preparation, changing clothes and others.

The annotated data is recorded with the MPU-9150 sen-

sor and the InvenSense MotionFitTM Software Develop-

ment Kit (SDK). Supervised classification algorithms,

namely continuous Hidden Markov Models (cHMM),

are used to detect different daily activities.

The current attempts to detect human behavior and

activity can be classified by the type of the sensors used

(1) body worn sensors, (2) video cameras and (3) do-

motic sensor networks. [4] This work concentrates on

body worn sensors. The data gained from body worn

sensors consist of accelerometer and gyrometer data.

1 Related Work

There are many research studies over human activity

recognition in different settings.[5, 6, 7, 8, 9] Most of

these works are based on acceleration data and tries to

recognize daily activities like [5, 6, 7, 9]. The main dif-

ference between the works lies in the choice of param-

eters in the different steps of recognition, meaning pre-

processing, feature extraction, and finally training and

classification.

Each study uses different sample frequencies during

preprocessing. Bao et al.[5] used a sample frequency of
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76.25Hz, Ravi et al.[6] and Shoaib et al.[8] used 50Hz.

To get a hint which frequency is accurate in daily activ-

ity recognition, but still doesn’t need too much memory,

Khusainov et al.[9] compared different sampling rates

and inferred that most of the body movements are con-

tained in frequency below 20Hz.

Shoaib et al.[8] record a combination of accelerom-

eter, gyrometer and magnetometer data from a smart-

phone sensor and later six different activities with seven

classifiers are analyzed. Shoaib et al.[8] show that

the combination of accelerometer and gyrometer com-

pletes the system and gives better results during physi-

cal activity recognition. The feature calculation is kept

as simple as possible with two time domain features.

They handle four dimensions x,y,z and the magnitude√
x2 + y2 + z2 and compute mean and standard devia-

tion. On top of the work from Shoaib et al.[8] the fre-

quency domain features are included within this work

and the aim is to find out the performance including

more complex activities.

In [10] a feature dataset is provided. They recorded

eight activities from a group of 30 persons with a

sampling rate of 50Hz. All activities were performed

twice with a smartphone on the waste recording the

accelerometer and gyrometer data. They calculated a

bundle of 561 features and experimented mainly with a

multi-class support vector machine, showing an over-

all accuracy of 96% for test data consisting of 2947

patterns.[10]

This work is mainly based on Bulling et al. [11],

where body-worn accelerometer and gyrometer sensors

are recorded to detect hand gestures which where

commonly used during daily activities. They recorded

12 activities and inbetween non-specific activities, so

called ’NULL’-class, are performed. Data from two

persons with three sensors placed on their arms in

different heights are gathered. The sensor are placed

on top of the right hand, outer side of the right lower

and upper arm. The data comes from a three-axis ac-

celerometer and a two-axis gyrometer, both recording

annotated motion data at a sampling rate of 32Hz.[11]

2 Activity recognition

The activity recognition consists the following steps.

First the sensor is placed and the raw data are recorded.

Afterwards preprocessing is done, which means data

segmentation and filters are applied. During feature

extraction, features are calculated. Finally, the train-

ing and classification is done with a continuous Hidden

Markov Model (cHMM).

2.1 Data

The InvenSense MotionFitTM Software Development

Kit (SDK) is used to record data. The MPU-9150 is

a nine-axis MotionTracking device optimized to fulfill

the purposes for wearable sensor applications.[1]

The MPU-9150 sensor is placed on the left hand

wrist, with which the daily activities are mostly exe-

cuted, because of sinistrality. The recording is done in

different time units in a 59m2 flat. In table 1 common

daily activities [12] are displayed, which are recorded

in this study with a sampling frequency of 50Hz.

Table 1: List of recorded daily activities.

labels activities

1 NULL

2 comb hair

3 wash face

4 wash hands

5 brush teeth electric/ non electric

6 make bed

7 change clothes

8 put blinds up/down

9 prepare food

10 eat with folk/ spoon/ chopsticks

11 open/close window

12 read newspaper/book

13 putting shoes on

14 drink from/with straw/ mug/ cup

Each activity is saved with their 3-axis accelerom-

eter and 3-axis gyrometer data. Inbetween all activi-

ties a ’NULL’-activity is performed, which consists of

preparing the next activity and closing the preceding ac-

tivity. The data gathering extends over days in many

small sessions, which is the reason why the sessions are

put together to one dataset later on.

Data segmentation is performed via annotation dur-

ing recording, saving information over start and dura-

tion of the activity. The annotation is automated via

an app, which allows the recording within specific time
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units, which are determined by the user and the annota-

tion of the data accords to the user’s purpose.

2.2 Preprocessing

Only data which are recorded more than once are used

for analysis. This is done with one of two methods.

The first method cuts out ’read newspaper/read book’,

’putting shoes on’ and ’drink from/with straw/mug/cup’

from the whole dataset, but the ’NULL’-classes be-

tween the activities remain in the dataset. The second

method redefines those classes labels to the ’NULL’-

class label.

Some other activities are put together to one: ’Tooth

brushing electric’ and ’Tooth brushing non electric’ get

label 5 as well as ’Eat with folk’, ’Eat with spoon’

and ’Eat with chopsticks’, which are assigned to la-

bel 10. Each sensor records data in three dimen-

sions and a fourth dimension, describing the magnitude√
x2 + y2 + z2, is added for each sensor.

In the preprocessing step the artifacts and noises are

reduced by filters and the signal is prepared for later

feature extraction.[11] The noise and artifacts are dis-

turbances which can corrupt the human activity recog-

nition. During the study median filter and a 3rd order

low-pass Butterworth filter are tested. These filters are

also used among others in [10]. The 3rd order low-pass

Butterworth filter has a cutoff frequency of 20Hz. This

rate is sufficient, as the frequency of human body mo-

tions is 99% below 15Hz.[10]

The application of the median filter causes a

smoothing of the data compare figure 1. Butterworth

filters are used to cut high frequencies. The function-

ality of a third order low pass Butterworth filter with

20Hz cutoff frequency for a data segment of the orig-

inal dataset can be seen in figure 2. The original data

is displayed in blue and the filtered data is displayed in

red.
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Figure 1:Median filter.
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Figure 2: Butterworth filter.

2.3 Feature Mapping

In the feature extraction step the raw data are converted

into features. This features are calculated for each anno-

tated activity with a shifted window sized 50, contain-

ing 50 data vectors, and an overlap of 50%, which is the

most significant value for overlap in past works.[13, 5]

The mean, standard deviation, correlation [5, 6], energy

[5, 6] and frequency domain entropy [5] are calculated

for this data, as those are the most popular features for

acceleration signals in activity recognition.[7]

The features can be divided into time domain fea-

tures and frequency domain features. Time domain fea-

tures are mean, standard deviation and correlation. Fre-

quency domain features are energy and entropy. The

energy and entropy calculation is much more expensive

in comparison to the time domain features, because of

the Fourier transformation (FFT).[8]

A periodic function in time is described with a di-

rect current (DC) component. The DC component over

the window is the mean value. Standard deviation is

important for the reason of different range of values for

different activities. Periodicity in the data is saved in

the energy feature. Correlation between axes is useful

to differentiate activities with translation in one dimen-

sion. As example, walking and stair climbing can be

distinguished over correlation data.[5, 6]

In table 2 the calculation methods for the different

features are depicted, where w is the window length and

x j are discrete FFT components. It is important to use

a minimum number of features that allow good perfor-

mance and at the same time minimize computational

costs and memory.[11] Experimenting with the features

get to the conclusion that entropy shows no improve-

ment of the results. The best combination of features

are mean, standard deviation and correlation.

2.4 Training

For activity recognition cHMMs are used. This is a

supervised model which needs to get trained before

operating.[11] Therefore the data has to be split into

training and test data.

As some activities are not so common it is not pos-

sible to divide the data in usual 20% test data and 80%

training data. Therefore one activity is cut out from

each activity class, with the ’NULL’-class behind for

the test data set. The remaining part is used as training

data. An example for the structure of training and test

data can be seen in figure 3 and 4.
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Table 2: Features.

Features calculation

mean μ = 1
w ∑w

j=1 x j

x j . . . values

standard dev. σ =
√

( 1
w ∑w

j=1(x j −μ)2)

energy energy= 1
w ∑w

j=1 | x j |2

correlation cov(x,y) = 1
w ∑w

j=1(xi −μx)(yi −μy)

corr(x,y) = cov(x,y)
σxσy

entropy Frequency-domain entropy is calculated

as the normalized information entropy

of the discrete FFT component

magnitudes of the signal.[5]
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Figure 3: Training data.
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Figure 4: Test data.

The training needs a training set {(Xi,yi)}N
i=1 con-

sisting of N pairs of feature vectors Xi with corre-

sponding labels yi. In cHMMs the model parameters

θ = (π,A,B) are learned by minimizing the classifica-

tion error.[11] In this work the transition matrix A, can

be calculated with the labeled training data as well as B,

a list of pairs (μ,Σ) that define the distributions. Only

π has to be guessed.

2.5 Classification

The classification consists of two steps. The first one

maps a set of class labels to each feature vector of the

test data with corresponding scores. In the second step

the scores are used to calculate the maximum score and

take the corresponding class label yi as the classification

output.[11]

2.6 Performance Evaluation

The classification of the activities can be either correct

’True Positive’ and ’True Negative’ or wrong ’False

Negative’ and ’False Positive’. The performance metric

which is used for this model is a confusion matrix, with

accuracy, sensitivity(=recall), specificity and precision.

The confusion matrix gives a breakdown of the mis-

classified activities by the model. The rows show the

instances in each actual activity class and the columns

show the instances for each predicted activity class. The

values in one row are the results from the comparison of

all ground truth instances, from the actual class, to the

predicted class labels.[11] In table 3 a simple confusion

matrix can be seen, where the last column describes the

recall values, the last row the precision values and the

last box describes the accuracy.

If the dataset is unbalanced, for example when the

number of ground truth instances vary significantly, the

overall accuracy is not representative for the whole clas-

sifier. A normalized confusion matrix inhibits this prob-

lem by using percentage of the total number of ground

truth activity instances.[11] This problem occurs also in

small scale during this study, that is the reason why all

parameters are included in performance evaluation and

no normalization is done.

Table 3: Simple confusion matrix.

activity 1 activity 2 activity 3 recall

activity 1 11 2 0 84.62

activity 2 0 4 0 100

activity 3 1 0 5 83.33

precision 91.67 66.67 100 86.96

3 Validation

In the first attempt a validation with the provided data

from Bulling et al. [11] and Anguita et al. [10] is

accomplished to justify the use of continuous Hidden

Markov Models (cHMM).

3.1 Bulling et al.[11]

In [11] data from 2 persons performing 12 activi-

ties are recorded: opening a window, closing a win-

dow, watering a plant, turning book pages, drinking
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from a bottle, cutting with a knife, chopping with

a knife, stirring in a bowl, forehand, backhand and

smash. Additionally, a non-specific activity was per-

formed called ’NULL’-class.[11] The inertial measure-

ment unit (IMU) is placed on 3 positions, the upper arm,

the lower arm and the hand wrist on the right side.[11]

For evaluation, the hand position is used.

Provided data with a 32Hz sampling rate are used

to calculate the features: mean, standard deviation, cor-

relation and energy for all 7 axes. This 7 axes come

from the 3-axes accelerometer and 2-axes gyrometer

gathered data, including one axis for each sensor, rep-

resenting the magnitude. This features are further used

to calculate the cHMM model.

The calculated results from the cHMM are com-

pared with the results in the paper from Bulling et al.
[11]. This circumstances are shown in figure 5, where

precision and recall is compared to the applied cHMM

in this thesis using the same dataset. The same char-

acteristic, namely lower precision than recall, can be

seen. The different values between results of Bulling et
al. [11] and this thesis are mostly caused by the number

of features and the model used in [11]. They only calcu-

lated two features, mean and standard deviation and the

classification algorithm uses a folding step.[11] In com-

parison this thesis takes into account the mean, standard

deviation, energy and correlation features.

Bulling cHMM of this thesis
0

20

40

60

80

100
87.2 %

78.6 %

55.1 %
50 %

Recall
Precision

Figure 5: Precision and recall for sensor data from Bulling et
al. [11] and this cHMM.

In [11] the precision lies by 87.2% using the sensor

placed on the hand wrist. This relates to the results of

an accuracy of 81.71% and good recall and precision

values for each activity class in the confusion matrix.

Therefore it follows, that the used cHMM is accurate.

3.2 Anguita et al.[10]

Anguita et al. gathered data from 30 volunteers, which

followed a defined protocol of activities, consists of

standing, sitting, laying down, walking, walking down-

stairs and upstairs. This data are collected via a Galaxy

S II. smartphone on the waist, recording accelerometer

and gyrometer data with a sampling rate of 50Hz and 5

seconds break between two activities.[10]

Only a part of the 561 features vector of the pro-

vided data is picked for evaluating the cHMM. The fea-

ture data is already noise reduced by median filter and

3rd order low-pass Butterworth filter with a 20Hz cut-

off frequency and others.[10] In particular the data of

mean, standard deviation and correlation is used for all

three axes X ,Y,Z.

The confusion matrix shows the precision in the last

row, the recall in the last column and accuracy in the

last box. In table 4 the confusion matrix of the cHMM

is depicted. In table 5 the results of Anguita et al.[10]

are reproduced. In contrast to the cHMM applied in this

study, Anguita et al. used a multiclass Support Vector

Machine (MC-SVM). The different accuracy can be at-

tributed to the less used features, the usage of only one

accelerometer and one gyrometer dataset, and the more

complex MC-SVM model in [10].

Table 4: Confusion matrix of cHMM.
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2 1 3 406 68 11 82.69

6 9 5 26 468 18 87.97

0 0 2 298 44 193 35.94

98.14 89.09 71.08 55.62 80.69 86.94 77.03

4 Experiments

In all experiments except ’Continuous/Discrete data’,

the activities which occur only once in the recording pe-

riod are put in the ’NULL’-class activities. In ’Continu-

ous/Discrete data’ the once recorded classes are cut out

of the whole dataset, leading to an one percent improve-

ment. In real environmental applications this makes a

small difference and therefore is not necessary.
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Table 5: Confusion matrix of MC-SVM [10].

W
al

k
in

g

W
.U

p
st

ai
rs

W
.D

o
w

n
st

ai
rs

S
it

ti
n

g

S
ta

n
d

in
g

L
ay

in
g

D
o
w

n

492 1 3 0 0 0 99.12

18 451 2 0 0 0 95.75

4 6 410 0 0 0 97.62

0 2 0 432 57 0 87.98

0 0 0 14 518 0 97.37

0 0 0 0 0 537 100

95.72 98.04 98.80 96.86 90.09 100 96

4.1 Training and test sets

Different sort of training and test data partitions are an-

alyzed. For example, the test data includes the third

repetition of each single activity class and takes either

the ’NULL’-class behind or in front of each cut activ-

ity. Another approach uses the second repetitions, again

with either the ’NULL’-class in front of the activities

or behind. This results are compared to each other see

figure 6, 7 and table 6. Out of the table, illustrating

the changes in accuracy, specificity and sensitivity, the

conclusion can be drawn, that the 3rd activities with

’NULL’-class behind, implies the best result.
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Figure 6: 3rd activities with
’NULL’-class behind.
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Figure 7: 2nd activities with
’NULL’-class in front.

Also different feature combinations are constructed

and the accuracies are compared, leading to the most

appropriate combination of mean, variance, correlation

without the magnitude for the 3rd back data set.

4.2 Filters

In this section a median filter and a 3rd order low pass

Butterworth filter with a corner frequency of 20Hz is

Table 6: Accuracy, specificity and sensitivity for different
sets.

Experiment accuracy specificity sensitivity

3rd back 80.24 89.08 63.81

3rd front 79.84 88.35 61.25

2nd back 63.99 82.66 67.91

2nd front 64.67 85.48 56.18

used to remove noise, based on Anguita et al. [10].

For the best combination of features experimented

above accuracy, specificity and sensitivity of filtered

and non-filtered data are represented in table 7. If fil-

ters are applied, the sensitivity gets better, but the accu-

racy and specificity gets worse. Therefore filters seem

unnecessary for this dataset.

Table 7: Accuracy, specificity and sensitivity for filtered and
non filtered data.

Experiment accuracy specificity sensitivity

no filter 80.24 89.08 63.81

filter 79.53 88.26 67.62

4.3 Accelerometer/Gyrometer

This experiment deals with analysis of accelerome-

ter and gyrometer data on their own and combined.

The outcomes of the accelerometer and gyrometer data

on their own are further compared with the results of

Bulling et al. [11].

Accelerometer Gyroscope
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Figure 8: Precision and Recall
by Bulling et al. [11].
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Figure 9: Precision and Recall
of this study.

The single accelerometer dataset is more accurate

than the single gyrometer dataset. This results coincide

with those of Bulling et al. [11]. In [11] the gyrometer

data on their own is also worse than the accelerometer
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data on their own. These circumstances are illustrated

in figures 8 and 9, where precision and recall are sym-

bolized as blue and red bars. It can be noticed, that

the results in the study of Bulling et al. [11] reach

higher level of precision and lower level of recall than

the results in this study. This is mostly caused by the

greater dataset in [11]. The results in this study are not

worse, but differ in activities as well as range and sort

of recording.

The combination of accelerometer and gyrometer

data is less accurate, combining accuracy, specificity,

recall and precision therefore the conclusion can be

drawn that gyrometer data is unnecessary in this case.

4.4 Extra cHMM

Activities are now divided in sub-activities with an ex-

tra cHMM. In specific, for each often misclassified

activity-class, a cHMM is applied to divide the activities

in sub-activities. The number of sub-activities depends

on the number of states in the cHMM. Hence an itera-

tion is done, constructing a 2-5-state cHMM, choosing

the cHMM with highest accuracy.

For example the improvement by using the divided

’Tooth brushing’ class comes from the case that electric

tooth-brushing has a higher frequency.

The extra cHMM model is very sensitive. During

the experiments only the parameter, for ’k’-fold cross-

validation and the parameter, number of activity classes

divided, are considered. But also a change in tolerance

and of maximal iterations within the cHMM effects the

outcome. The tolerance is always set to 1e−5 and the

maximal iteration is set to 10.

In figures 10 the basic cHMM is shown, in con-

trast to figure 11, where the results for including sub-

activities for tooth brushing, putting blinds up/down and

prepare food are displayed, symbolized as Viterbi path

(blue) correlating with the original labeled path (red).

The results with sub-activities show a better fit to the

original path. The experiments show that accuracy and

specificity gets better, but do not justify higher runtime.

4.5 Continuous/Discrete data

The combination of continuous and discrete data is an-

alyzed in this section. Test and training data get an

additional column, consisting of the room number, de-

scribing the room where the activities are performed.

The ’NULL’-class activities become half the room la-

bel from the previous activity and half the room label
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Figure 10: Basic cHMM.
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Figure 11: Extra cHMM.

from the following activity. The process represents the

usage of smart home sensors in combination with wear-

able sensors. An improvement of the results can be rec-

ognized. The outcomes in table 8 show that accuracy

improves about 9% and sensitivity about 10%, while

specificity stays nearly the same. This justifies the ef-

fort of collecting both data, continuous and discrete.

Table 8: Accuracy, specificity and sensitivity for continuous
and continuous & discrete data.

Experiment accuracy specificity sensitivity

continuous 81.21 99.66 79.03

continuous & discrete 88.75 100 91.39

A great improvement can also be seen in the com-

parison of the Viterbi path (blue) and the original la-

beled path (red) in figure 12 and 13. Figure 12 shows

results with continuous data and figure 13 with the com-

bined dataset.

Overall the classes are not so likely misclassified

as ’NULL’-class anymore, but one drawback is that

the ’NULL’-class is much more likely misclassified as

other activities.
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Figure 12: Continuous data.
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Figure 13: Con. & disc. data.
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5 Conclusion and Outlook
Human activity recognition in Ambient Assisted Liv-

ing (AAL) using a 3-axis gyrometer and a 3-axis ac-

celerometer is performed. This raw data are prepro-

cessed and split into test and training data sets. Later on

features are extracted. Based on these features a contin-

uous Hidden Markov model (cHMM) is constructed.

The cHMM model is validated with provided data

and results from Bulling et al. [11] and Anguita et
al. [10]. Afterwards different experiments were ac-

complished. The outcome shows, that using only ac-

celerometer data with mean, variance and correlation

leads to the best results. The conclusion is that gyrome-

ter data are not necessary for good results and filters do

not really contribute to significant improvement. The

most important outcome is, that the combination of dis-

crete and continuous data considerably improves the re-

sults.

The experiments have to be treated with caution, as

the dataset is not big enough to get general statements

and is only recorded from one person. Another draw-

back of the data is the recording sessions. It is recorded

in different sessions with breaks inbetween, but still is

applicable to real environments.

Research should focus on the combination of dis-

crete data from binary sensors and continuous data from

wearable sensors. This will lead to more robust and

trustable models. A broader consideration, meaning a

bigger dataset with more activities and people included,

would lead to results which allow to imply more general

statements.
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Abstract. Active and Assisted Living (AAL) aims at pro-
viding services for elderly or disabled people in their
homes using modern smart home technology and AAL
software. The accessibility of user interfaces for such
systems is of particular interest. This article proposes a
model-based solution for selecting the best device and
modality for user interactions of AAL services using the
Ambient Assisted Living user interfaces (AALuis) frame-
work. The best device and modality for a given situ-
ation depends on context information provided by the
AAL system. An exemplary household was modeled as
a Bayesian Network, incorporating a selection of devices
and their modalities, together with relevant context in-
formation regarding the user and the environment. Each
entity of the network is assigned with a probability. For
devices and modalities these probabilities represent a
measure of their suitability for output for the user, given
the context. This model was then used to simulate dif-
ferent scenarios, in order to review the results of this se-
lection mechanism.

Introduction

Active and Assisted Living (AAL) Environments use

modern technology to provide services specifically tai-

lored to elderly or disabled people and their caretakers

[1]. Those services include telecare, telecommunica-

tions, comfort services and emergency prevention and

detection [2]. They have, in general, the objective of

promoting and maintaining physical and psychological

health, and assistance in daily life. AAL middleware

unites common household electronics and specialized

smart home hardware components with AAL service

software. AAL services are meant to be integrated into

the live of the user as seamlessly as possible. There-

fore the user interfaces (UIs) are of particular interest in

AAL environments [3]. The project Ambient Asssisted

Living User Interfaces (AALuis) [4] is concerned with

the flexible creation of accessible UIs for AAL services.

The model-based Automatic IO Device and Modal-

ity Selection for AALuis has the objective of selecting

the best device and modality combination for any AAL

service, given the context. Context information, regard-

ing the user, the devices and the environment is pro-

vided by the AAL framework and serves as a basis for

the selection. A user interaction typically consists of

input and output. This work is concerned with the se-

lection mechanism for only the output part of UIs.

This paper first describes the problem of the Auto-

matic IO Device Selection for AALuis and follows with

a brief introduction to the chosen method, Bayesian

Networks. Then, the modeling process is presented, fol-

lowed by the results of evaluating this method for solv-

ing the given selection problem. Next, the results are

discussed and finally the paper closes with a conclusion

and a brief outlook on further topics of interest in this

context.

1 Automatic Output Device
Selection for AALuis

New devices, each with their individual features, are

constantly being introduced. It is desirable to also make

them available to AAL systems. However, AAL ser-

vice developers cannot anticipate all device’s possibil-

ities and constraints regarding the UIs at design time.

AALuis can help to use them to their full potential.

The idea of AALuis is to provide open AAL systems

with innovative UIs. It frees service developers from
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Figure 1: The AALuis middleware [4].

the task of designing the specific UIs, by linking the

AAL system with the available devices and generating

accessible interfaces for the services. The AALuis mid-

dleware operates from between another AAL middle-

ware platform and the devices, as shown in Figure 1.

Each device supports one or more modalities. A

modality is the communication channel used to trans-

port a message between a human and a computer. Au-

dio or text are output modalities, speech or text would

be the corresponding input modalities [5].

AAL services initiating a user interaction contact

the AALuis middleware with an abstract description of

the task. It describes one user interaction and does not

make references to a specific device or modality. Dur-

ing the following step AALuis shall automatically se-

lect the best combination of device and modality avail-

able, based on context and device information provided

by the AAL middleware, and create an abstract UI de-

scription. On this basis, a concrete UI is created and

sent to the selected device for rendering. Figure 2 shows

this process and highlights the part of selecting a device

and modality, which is the main focus of this article.

The context of an AAL system includes the user,

the user’s capabilities and constraints, personal prefer-

ences, the available devices, and the situational context,

like surrounding noise, ambient light, temperature and

current activities [6]. In different contexts, some modal-

ities and devices might be preferable over others, for

example, text output on a small device is not ideal for a

person with visual limitations.

A number of additional requirements for the Auto-

matic IO Device and Modality Selection for AALuis

were identified. Input data from sensors, providing con-

text information, might not be available at all times.

Figure 2: The device and modality selection problem in
context of the AALuis UI creation process.

Also, new devices can be added to a smart home at any

time, others might become unavailable. Still, the selec-

tion mechanism has to produce a result every time.

Due to this flexible nature of the target systems, it is

not possible to collect any training data for a classifier.

2 Bayesian Networks

Bayesian Networks were chosen as a method to solve

the selection problem given the constraints stated

above.

A Bayesian Network [7] is a directed acyclic graph

and constitutes a compact representation of a probabil-

ity distribution. The graph’s nodes stand for discrete

random variables and its edges represent causal rela-

tionships between them. Each node is assigned with the

probability for each value the random variable can take.

Bayesian Networks can incorporate the subjectivist

interpretation of probability, as opposed to the com-

monly known frequentist interpretation.

Traditionally, probability is based on the frequency

at which certain events occur during repeated statistical

experiments. There are situations however, where it is

not possible to conduct an experiment multiple times in

order to determine the frequencies of its outcomes. In

the subjectivist interpretation of probabilities [8], prob-

ability is a numerical value, representing the degree

of belief in the occurrence of an event A, given prior

knowledge E (Evidence). This definition enables one

to utilize expert domain knowledge and assign proba-

bilities to events that are conditioned on E.

In a single Bayesian Network, both interpretations

can be used conjointly.
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2.1 Independence Assumption in Bayes
Networks.

In a Bayesian Network, an edge connecting two nodes

represents a causal relationship between them. There-

fore, two nodes that are not connected are considered

independent. This property is essential for using a

Bayesian Network to compactly represent a probabil-

ity distribution of n random variables. Expanding the

definition of conditional probability P(A|B) = P(A∩B)
P(B)

to multiple variables leads to the Chain Rule, shown in

Equation 1, to calculate the joint probability distribution

of the variables.

P

(
n⋂

k=1

Ak

)
=

n

∏
k=1

P

(
Ak

∣∣∣∣∣
k−1⋂
j=1

A j

)
(1)

For two independent random variables the following

holds: P(A|B) = P(A).
This property, together with the assumption that

there is no causal relationship between two not con-

nected nodes, is utilized in a Bayesian Network, result-

ing in the Chain Rule for Bayesian Networks [8], shown

in Equation 2.

P(A1, ...,An) =
n

∏
i=1

P(Ai|PaG(Ai)) (2)

where PaG(Ai) denotes the parent nodes of Ai in the

graph G.

This means that after assigning each node of the

Bayesian Network with the Conditional Probability of

the represented random variable, given its parents, the

Network contains all the information needed to calcu-

late the joint probability function of all random vari-

ables.

2.2 Inference on Bayesian Networks

The states of some of the modeled random variables in

a Bayesian Network can be observed in the real world.

Using an inference algorithm, the graph structure can

be exploited, to calculate the posterior probability of

any random variable P(A|E = e), given the observed

evidence.

For this work, the junction tree algorithm by Shenoy

and Shafer [9] was used for inference. This algorithm

uses techniques of graph theory to convert the graph to a

a simpler structure, the eponymous junction tree. After

Evidence was observed, the probabilities in the model

are updated. When the algorithm has completed, the

probability of each single variable can be found through

marginalization of a relatively small table. There is no

need to calculate the entire joint probability distribution

using the Chain Rule for Bayesian Networks, shown in

Equation 2, to obtain the value for a single variable any-

more.

3 Modeling

In order to solve the Output Device and Modality Selec-

tion for AALuis using a Bayesian Network, an exam-

ple household was modeled as a template for any real

household using AALuis. This section gives a brief in-

troduction on the included elements and how they were

combined in this model.

3.1 Elements of the Bayesian Network

Devices. For each known device, one node with the

possible states yes and no, representing the subjective

probability that the device is a good choice, was in-

cluded. Each device has a parent node, indicating the

device’s current availability. Battery operated devices

were additionally assigned a parent node, indicating the

battery status of that device, with the possible values

low and OK. In the modeled sample household, motion

sensors provide the AAL middleware with information

about the user’s proximity to each device. To incor-

porate this information into the Bayesian Network, for

each device node a proximity indicator was added as

a parent. The subjective probability of every possible

state of each node was assigned during the modeling

process. These probabilities are used during inference,

if the real value of the corresponding node was not ob-

served. Figure 3 shows an example for a device called

smartphone. Table 1 shows the corresponding condi-

tional probability table for the device. It holds a proba-

bility for the values yes and no, for each possible state

of the parent nodes.

For all entries, where the node available takes the

value no, signaling that the device is currently not avail-

able to the system, the probability for the device node

evaluating to yes was set to 0, thereby excluding the de-

vice from the selection process.

Modalities. Each modality supported by any of the

known devices is represented as a single node in the
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Figure 3: The nodes for a smartphone, with its properties
battery status, availability and user’s proximity.

available battery proximity
smartphone
yes no

yes

OK
same room 1.0 0.0

different room 0.5 0.5

low
same room 0.1 0.9

different room 0.1 0.9

no

OK
same room 0.0 1.0

different room 0.0 1.0

low
same room 0.0 1.0

different room 0.0 1.0

Table 1: The Conditional Probability Table for the
smartphone node of Figure 3.

Bayesian Network. The instance values yes and no rep-

resent how well the use of this modality would suit the

current situation. The parents of a modality node are all

the influencing factors from sensors or the user profile

that have the potential of reducing the suitability of this

modality.

User Profile and Sensor Data. For the modeled

template household and AAL system, it was assumed

that there was a user model, retrieving information

about the user from a user profile. Four exemplary prop-

erties, indicating the user’s abilities were included in the

model: hearing, visual acuity and sensitivity, field of vi-
sion and language reception. Two items of sensor data

were also included: noise and ambient light.

Result Nodes. Finally, for each possible combina-

tion of modality and device, a so called result node was

added. It merges the probabilities of its parents so that

the probability assigned to its value yes reflects the level

of agreement for that combination, given the evidence.

A minimal working example including only one device

and one modality is shown in Figure 4.

Figure 4: A minimal example of a household with only one
device, which supports exactly one modality.

3.2 Inference on the model

When a selection is initiated by AALuis, evidence is

set for all nodes which have been observed and infer-

ence can be performed. After completion, each result

node is queried for the probability now assigned to its

instance value yes. By ranking the result nodes accord-

ing to their updated level of agreement, the best device

and modality combination is found.

4 Results

To review the described approach’s suitability to solve

the Automatic IO Device Selection for AALuis, the ex-

ample household was used to simulate different situa-

tions. Two example scenarios, will be presented below.

Scenario 1. A graphical summary of Scenario 1 is

shown in Figure 5. It includes a user with good vi-

sual acuity and impaired hearing abilities. A TV is

available in another room, and a touchtable is situated

near the user. The level of noise is currently high,

and the ambient light is of medium intensity. In this

scenario, combinations using the touchtable are rated
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Figure 5: Scenario 1

overall higher than the options for the TV. The com-

bination of touchtable and text output receives 100%

agreement, while audio output on the TV receives only

16.5% agreement.

Scenario 2. The second scenario represents a user

with severe impairments in hearing and their field of

vision. Their visual acuity is also impaired, while the

language reception was rated as normal. There are four

devices present, including a TV in a different room, a

laptop with good battery status in a different room, a

smartphone with low batteries in the same room and a

touchtable in the same room. The sensors report high

noise and low ambient light. In this scenario, no result

combination receives an agreement of more than 34%.

Audio output on the smartphone scores only at 0.33%.

Figure 6: Scenario 2

5 Discussion

This section will review the simulated scenarios pre-

sented above and provide a short interpretation of the

individual results.

Scenario 1. Scenario 1 was shown in Figure 5. The

results show that all modalities, including an audio

component, namely audio, avatar and video, were pe-

nalized because the user was observed to have impaired

hearing abilities. All combinations including the TV

were rated significantly lower than the ones including

the touchtable. This result is plausible because the TV
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is in a different room. Output on this device would

require the user to move closer to it, which should be

avoided if possible.

Scenario 2. Scenario 2, shown in Figure 6, stands

out because of the overall low agreement for all

possible output combinations. The numerous negative

influences present in this scenario influence all options

heavily. This behavior, while being undesirable for

successful user interactions, is in accordance with the

concept applied during the modeling process. If one

of the possible output combinations would receive a

good score under these disadvantageous conditions, it

would mean that none of the possible influences are

connected to it. Regardless of the observed conditions,

such a combination would always receive the exact

same agreement level and possibly distort the selection

mechanism. An occurrence like this could indicate that

the model might not include causal relationships that

should be considered.

The scenarios show that overall changes in the simu-

lated input lead to plausible changes in the results. Sin-

gle negative influences affect specific result combina-

tions. The output of the selection mechanism in general

reflects the intentions and assumptions that were the ba-

sis for the assignment of the probabilities for each node.

6 Conclusion and Outlook

The presented work described one possible approach

to solve the Automatic Output Device Selection for

AAluis with the use of Bayesian Networks. This

method is capable of producing a result, even when the

input data is incomplete, because it relies on the prob-

abilities assigned during the modeling process in those

cases. The use of subjective probabilities also elimi-

nates the need for training data. If training data were

obtained, it can easily be used to adjust the assigned

probabilities.

The results confirm that Bayesian Networks in this

setting produce satisfactory results in general. The spe-

cific probabilities assigned to the individual nodes how-

ever are crucial to the success of this method in real-

world applications. To validate the assumptions made

during the modeling process, the model has to be tested

in a live setting by users belonging to the target audi-

ence of AAL systems.

Moreover, a successful user interaction typically

consists of both output and input. So far, this work has

only covered the selection of output device and modal-

ity. It remains to be seen, if the same method proves

to be practical applied to the selection of an input de-

vice and modality, and if both parts can be joined in a

meaningful way.
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Abstract.  Simulation software systems play an important 
role in Automotive Fuel Cell System simulations. However, a 
considerable number of simulation system types are availa-
ble on the market, which poses a dilemma for researchers. 
The question this review paper aims to answer is the follow-
ing: What is the most effective way to choose the appropri-
ate simulation system?  
The paper (1) presents an inventory of typical issues that 
researchers seek to address and (2) discusses software that 
can help them find the solutions. When an issue can be 
addressed using several simulation systems, a comparison 
is made between them. When an issue is so complex that it 
cannot be addressed independently with any one of the 
available software, viable software combinations are pro-
posed and examined. In such cases, the output of a software 
is used as the input for another, and the cross-boundary con-
nections between them are addressed.  
Finally, the paper presents a brief overview of modelling 
possibilities and a tabulated summary of the findings.  

Introduction
Fuel Cells constitute a promising technology for the 
future, for example, because of their favourable envi-
ronmental impact, efficiency, power density, and low 
noise level.  

There are different types of Fuel Cells, but in the au-
tomotive sector the Polymer Electrolyte Fuel Cell 
(PEFC) is the most common. The PEFC generates elec-
tric current from electrochemical reactions between 
hydrogen and oxygen with the by-product of heat and 
water. 

1 Fuel Cell System 

A Fuel Cell System (FCS), as shown on Figure 1, has 
several components, which are defined in IEC 62282-
1:2005 [1]. These components work together to produce 
electric and thermal power from the inputs of hydrogen, 
air, water, and the system also requires electric and 
thermal power. 

The main components of a FCS are the Fuel cell 
stack; the air processing system, which contains a hu-
midifier and a compressor; the fuel gas supply; and the 
thermal- and water management systems. Furthermore, 
there are several peripheral components such as pumps, 
valves, and electrical devices. The fuel and the air are 
not part of the FCS; they are fed into it. 

The FCS and its parts raise many questions that re-
searchers try to answer with the help of different types 
of simulation software systems. This paper aims to 
investigate which simulation software system are the 
most suitable for addressing the researchers’ issues. 

2 Fuel Cell Simulation Software 
Systems 

There are several types of Fuel Cell simulation software 
systems available on the market, but only a few of them 
are used for scientific research.  

This does not mean that the others do not work 
properly. Nevertheless, this paper only discusses those 
types of Fuel Cell simulation software systems that are 
preferred by the scientific community. 
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These simulation software systems are: 

• MATLAB®&Simulink® 

• ANSYS Fluent 

• AspenTech 

• COMSOL Multiphysics 
 

Each simulation software system has its own Fuel Cell 
specialised packages, which help making quick calcula-
tions.  

 
Whereas these calculations may be sufficient some-

times, all of the packages have limitations that can only 
be solved by declaring equations and by setting up sub-
systems that are problem specific. 

 
Cross-boundary Simulations are available between: 

 

• MATLAB®&Simulink® and ANSYS Fluent 
by means of writing a journal file 

• MATLAB®&Simulink® and COMSOL  
Multiphysics by means of MATLAB  
S-function and COMSOL Livelink 

• MATLAB®&Simulink® and AspenTech  
Dynamics module by means of  
Control System Toolbox 

• ANSYS Fluent and AspenTech by means of 
APECS [3] 

 
ANSYS Fluent and COMSOL Multiphysics have been 
built for the same purpose; therefore, in their case there 
is no need for cross-boundary connection. 

 
MATLAB®&Simulink® is mostly used for dynam-

ic system simulations, ANSYS Fluent and COMSOL 
Multiphysics are suitable for Computational Fluid Dy-
namics, and AspenTech has been developed for chemi-
cal reactions and system optimizing. 

Figure 1. Fuel Cell System according to IEC 622882-1 [2]
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3 Typical Questions 

Some issues relate to an FCS as a whole whereas some 
others pertain to only a specific part of the system. 

 
 

Issues 

Stack operating conditions in different 
stack load points 

Lower stack cathode pressure effect of 
FCS efficiency 

Hydrogen consumption at different driv-
ing cycles 

The effect of the compressor efficiency on 
the overall system efficiency 

Stack idle operating conditions 

Impact of the membrane resistance to the 
FCS peak efficiency 

The impact of the compressor dynamic on 
the system dynamics 

 

Table 1. Issues that can be addressed using 
MATLAB®&Simulink®[4] 

 

Issues 

Electrochemistry modelling 

Current and mass conservation 

Heat source problems 

Liquid water formation and transport and 
their effects 

Transient simulations 

Leakage current 

 
Table 2. Issues that can be addressed using  

ANSYS Fluent [5] 

 

Issues 

Fuel processing, hydrogen purification 

Heat recovery, and water recovery 

Steady-state material balances,  
heat integration 

Dynamic analysis of heat-up, cool-down, 
power ramping 

Safety analysis 

Modeling of adsorption processes used  
to purify the fuel gas in the fuel  
conditioning section 

 
Table 3. Issues that can be addressed using  

AspenTech [6] 
 

Issues 

Transport of charged and neutral species 

Current conduction 

Fluid flow, heat transfer, and the nature 
and driving forces of electrochemical  
reactions at planar and in porous  
electrodes 

Design and optimization of the  
geometries and material choices of the 
system's electrodes, separators,  
membranes, electrolyte, current collectors 
and feeders with respect to performance, 
thermal management, and safety 

 
Table 4. Issues that can be addressed using  

COMSOL Multiphysics [7] 
 

4 Conclusion 
In this paper, different kinds of simulation software 
systems have been reviewed. Tables 1-4 summarize the 
issues according to the simulation software systems 
with which they can be addressed.  
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None of the software can by itself provide the an-

swers to all the questions, so for a complex analysis we 
need to use multiple software systems. Section 2 above 
presents the different feasible simulation software sys-
tem combinations. 
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Abstract.  Digital human models are already in use for 
validating manual work in terms of risk prevention and 
ergonomics. However, modelling different work activities is 
mostly very time-consuming and inefficient. This is because 
digital human models are considered as machines with 
more than 100 degrees of freedom to be specified for one 
pose. ema, however, the so called editor for manual work 
activities, treats its digital humans as virtual workers. By 
defining work instructions, the modelling process is much 
faster and more intuitive compared to efforts specifying 
individual poses. Furthermore, the implemented work in-
structions are more accurate and realistic as a result of 
theoretical development and empirical validation by means 
of motion capturing technologies. Newest work operations 
also allow the planning of human-machine-collaboration 
leading to the validation of interactive human-robot-
scenarios. In this paper, features of ema are presented, 
including manual work modelling, time analysis and ergo-
nomic evaluation. 

Introduction
With the increasing digitalizing of product development 
processes more than 200 digital human models have 
been introduced on the market. Those models can be 
used for anthropometric as well as muscle stress anal-
yses. A detailed register can be found in Mühlstedt [1] 
and Duffy [2]. The most significant digital models are 
Ramsis (Human Solutions), Human Builder (Dassault 
Systémes) and Jack (Siemens PLM). They are repre-
sented by an internal skeleton model and an envelope 
and have similar characteristics and functionalities in 
terms of evaluating human workspace. Ergonomic anal-
yses is based on anthropometric data, i.e. percentiled 
body measurements, as well as on individual poses. 

However, motion modelling is similar to this of ma-
chines, i.e. individual poses are obtained by manipulat-
ing specific degrees of freedom to desired target posi-

tions. In contrast to robots with only 6 degrees of free-
dom, this modelling approach is mostly very time-
consuming and inefficient – considering the fact that 
those digital human models consist of 100 degrees of 
freedom and 50 segments on average. Furthermore, 
modelled human work activities do not refer to any 
standardized performance level and thus cannot be used 
to evaluating cycle time. 

1 Developing ema 
Facing the stated issues, the editor for manual work 
activities (ema) was developed by the imk automotive 
GmbH in cooperation with the Technical University 
Chemnitz, Volkswagen AG, the German MTM Associa-
tion as well as Dassault Systémes [3]. The primary 
objective was to create a digital human model acting on 
the basis of a standardized process language in terms of 
work instructions. In addition, it should be used for 
evaluating cycle time requirements. After five years of 
brainstorming and development, the first version of ema 
was presented in 2011. Since then, ema is constantly 
being further developed.  

1.1 Design Principles 
ema uses a modular approach for describing and gener-
ating human work activities. The editor is based on so 
called complex operations representing an aggregation 
of single elementary movements originally formulated 
by the MTM-method. MTM is a predetermined motion 
time system that is used to analyse human work tasks 
based on five elementary movements, i.e. reach, grasp, 
move, position and release. Those elementary move-
ments were empirically provided with standardised 
execution times dependent on influencing variables such 
as movement length or level of difficulty [4].  

By applying highly automated algorithms for gener-
ating a workflow based on MTM, the modelling ap-
proach in ema is not only faster but also a premise on a 
standardised method. 
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1.2 Complex Operations 
As mentioned before, ema uses complex operations for 
generating human work activities as a function of ele-
mentary movements. Thus, complex operations are 
aggregated single elementary movements in a logical 
sequence to fulfill a specific task. For instance, the op-
eration ‘get and place part’ consists of the following 
single movements: steps forward – bend – hand to ob-
ject – pick object – straighten body – object to body – 
step backward – turn – steps forward – bend – place 
object – release object – hand back – straighten body.  

Complex operations are divided into 2 groups con-
sisting of 36 human and 10 object operations. Human 
operations include picking and placing objects, using 
tools, grasping, manual screwing, visual control, wait-
ing, walking, turning, sitting down, bending down, 
kneeling, etc. whereas object operations include mov-
ing, turning, waiting, establishing and resolving connec-
tions, inverse and forward kinematics. One major chal-
lenge in the development of ema was the definition and 
implementation of complex operations that can be found 
in various manufacturing environments. In the end, the 
team from imk succeeded in a logical separation of 
operations and an additional parameter setting for ad-
justing boundary conditions of individual tasks, e.g. the 
weight of the object to be handeled.  

1.3 Empirical Validation 
As there was no sufficient theoretical method that was 
able to fully describe the complexity of human motion 
generation, an empirical approach was applied to vali-
date the implemented algorithms in ema. Therefore, a 
motion capturing system was used to record experi-
enced operators from real production lines in an artifi-
cial testing environment. For each operation, external 
parameters that may influence task execution were sys-
tematically varied and recorded, e.g. working height, 
force direction, weight of handeled object, and body 
height of operator.  

In this sense, the biomechanical correctness as well 
as a high accuracy of movements could be verified for 
the implemented modules in ema. 

2 Workflow 
Simulating human work activities in ema reduces the 
effort for modelling of up to 90 % compared to manual 
step-by-step simulation. While manipulating individual 

degrees of freedom for simulating 1 minute of human 
work requires about 230 minutes, only 25 minutes of 
effort are needed with ema. 

The workflow for generating a simulation in ema 
can be divided into 3 steps: defining the scenario, mod-
elling the behaviour and analysing the simulation. The 
individual steps are presented in more detail in the fol-
lowing. 

2.1 Scenario Definition 
Within the scope of defining the scenario, products and 
resources are implemented and positioned in the simula-
tion environment. Products represent objects that are 
handeled as well as reference objects, whereas resources 
respresent human models, tools, machines, tables, con-
tainers, layouts, etc. Digital human models describing 
specific percentiles are selected from the comprehensive 
library. User defined geometries as well as collision 
objects are also either selected from the comprehensive 
library or imported through the CAD interface (Figure 
1). At the moment, the comprehensive library consists 
of 360 objects. Furthermore, object characteristics are 
specified, such as weight or motion assignment. 

 
Figure 1: Object tree with library button. 

2.2 Behaviour Modelling 
After the scenario has been defined, the behaviour is 
modelled for each digital human model as well as for 
objects with previously assigned motion characteristics. 
The predefined complex operations are formulated to a 
task sequence by drag-and-drop (Figure 2). For each 
operation, parameters need to be specified, such as 
object to be handeled, automatic walk, target position or 
body posture.  

Parameters like ‘object to be handeled’ or ‘target po-
sition’ can be easily set by selecting the required object 
or reference object in the 3D-environment. Thus, a 
complex operation is really formulated as a process 
language in terms of ‘go and get the container and place 
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it on the shelf at the end of the hall’. 

 
Figure 2: Task library and behaviour workflow 

2.3 Analysis and Reporting 
Basically, there are three analysing tools in ema with a 
focus on cycle time, ergonomics and motion path. Cycle 
time analysis corresponds to the MTM-method as each 
implemented human work activity is modelled comply-
ing with the standardised time of MTM. Thus, a com-
prehensive time analysis based on MTM-UAS (Univer-
sal Application System), an aggregated MTM-system, is 
available in ema (Figure 3).  

 
Figure 3: Integrated MTM-UAS analysis 

Furthermore, ema includes an ergonomic risk assess-
ment according to NIOSH, OCRA (Occupational Repet-
itive Action) and EAWS (European Assembly Work-
sheet). 

 
Figure 4: Integrated EAWS analysis 

EAWS is a standardised tool for evaluating repeti-
tive assembly tasks taking into account static postures, 
action forces, load handling and short, repetitive loads. 
Within the scope of the ergonomic risk assessment, joint 
angles and positions of the body segments are recorded 

throughout the entire simulation cycle, i.e. simulation 
time. Based on this data, each posture is categorised 
according to EAWS. However, information regarding 
action forces and object weights need to be specified 
manually. In the end, ema calculates a total risk score 
that is rated according to the traffic-light system green – 
yellow – red (Figure 4). Additionally, so called spaghet-
ti diagrams visualising the motion paths, workflow 
reports as well as cycle time diagrams can be directly 
obtained from the simulation (Figure 5). All simulation 
results can be either saved as videos, screenshots or 
exported as Excel or CSV files. 

 
Figure 5: Spaghetti diagram showing motion paths (above) 

and cycle time diagram (below) 

3 Planning Collaborative Work 
With the introduction of human-machine collaboration, 
human workers are subject to a number of potential 
risks. Due to absent safety guards, humans work in the 
middle of highly dynamic enviroments where collision 
objects are not stationary any more. This leads to dan-
gers arising from different sources, such as: 
• planned and technological required collisions within 

the scheduled process, e.g. human-machine collabo-
ration for a specific task within the collaborative 
space 

• technical failure, e.g. collisions with out-of-control 
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• machine dynamics, e.g. collisions with moved objects 
• misbehavior, e.g. unattention, unintentional collision 

with objects 
Those dangers challenge the planning and the design of 
collaborative working scenarios and make simulations 
prior to commissioning important than ever. ema, with 
its realistic human task modelling and its potential in 
incorporating also machine tasks, prepares a new era for 
validating human safety in the field of automation [5]. 

3.1 Design of collaborative scenarios 
The design process for implementing collaborative 
working scenarios begins with a theoretical division of 
tasks between humans and machines and leads to the 
layout, tools and periphery design. Within the detailed 
planning phase, special tools for designing PLC-code, 
machine-code as well as human work activities are 
applied. As the following phase deals with the design 
and planning of scheduled collaborative tasks, a tool 
including PLC, machine and human tasks is urgently 
needed. Currently, research and development focuses on 
consecutive phases of generating misbehaviour and 
validating safety despite of misbehaviour – also as a 
basis for acceptance reports. 

3.2 Analysing Regular Sequences 
In order to efficiently analyse collaborative working 
scenarios, PLC, machine as well as human tasks need to 
be visualised in one simulation environment. Thus, the 
regular sequence of a collaborative work incorporates: 
• Individual motions of the system, e.g. safety gate 

open – close 
• Motion connections within the system, e.g. move 

machine only at closed safety gate 
• Sensor reaction of the system, e.g. close safety gate 

only when light curtain is free 
• Regular machine movement 
• Sensor reaction of machine, e.g. force control 
• Motion behavior of machine in case of sensor reac-

tion, e.g. safety regulated stop 
• Regular human motion 
• Human motion for non-periodic tasks, e.g. tool 

change 

3.3 Validating Safety at Misbehaviour 
For validating safety at misbehaviour, the interaction 
between human misbehaviour and system reaction 
needs to be analysed. Furthermore, danger arising from 

excessive demand because of the system’s dynamic 
needs to be taken into account. Even though, safety 
regulations are defined on the basis of risk assessments, 
human behaviour is analysed as a consequence of gen-
erated tasks. However, planning experience shows that 
validation requires an analytical approach. 

Thus, misbehaviour can either result from FMEA 
(Failure Mode and Effects Analysis) or from random 
generators [6]. Both approaches have advantages and 
disadvantages in terms of objectivity and computation 
time. For instance, FMEA allows the analysis of a sce-
nario with acceptable risk level where the robot moves 
an object with reduced velocity in close proximity to the 
human worker. The simulation of the scenario shows a 
collision between the object moved by the robot and the 
hand of the human worker (Figure 6). The next step 
would be a calculation and an evaluation of the applied 
and tolerable forces. There already exist tools for calcu-
lating forces during collision but those models are not 
yet implemented in ema. The physiological impact of 
collisions with the human body was already investigated 
by the BGIA in the past couple of years [7]. The results 
of this research are planned to be integrated in ema 
soon. 

Even though, FMEA is an established method for 
failure analysis, the generation of misbehaviour is de-
pendent on the engineer’s imagination. In this sense, 
developers of ema are working on a so called numerical 
model for human behaviour which automatically gener-
ates collaborative scenarios [8].  

 
Figure 6: Collision between object and human body 
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For instance, the human worker is unconcentrated 

and enters the safety zone. The robot stops as fast as 
possible. The human worker is surprised by the reaction 
of the robot and almost falls over. The simulation of the 
scenario shows an unexected result, i.e. the human does 
not fall over as he reflexively supports himself on the 
workpiece (Figure 7).  
 

 
Figure 7: Simulation of misbehaviour 

4 Discussion and Outlook 
ema is an advanced simulation tool for intuitively gen-
erating and analysing human work activities. As the 
application of human-machine collaboration is of major 
interest now, ema was further provided with functionali-
ties enabling the simulation of collaborative working 
scenarios. 

Due to the development of universal exchange for-
mats, ema not only comprises an interface for importing 
CAD data of machine objects but also for importing 
motion bevahviour in 3D space. Even though there exist 
exchange formats for geometries and motion data, logical 
connections to safety equipment are not yet integrated. 

However, ema is able to simulate safety equipment 
on the basis of objects with their own active behaviour, 
i.e. sensors can be switched on and off. Furthermore, 
they are able to communicate to the system environment 
in case of specific events, e.g. human entering safety 
zones. This functionality expands ema to an event-based 
simulation system also allowing the validation of col-
laborative scenarios. 

Even though ema is well-advanced in generating 
human activities, operations on moved objects in terms 
of following the moved object during task execution is 
not possible yet. For instance, objects moving on a con-
veyor belt or moved by a robot cannot be picked by the 
human worker during motion. 

Furthermore, the integration of risk assessment anal-
yses in terms of FMEA or random generators is still in 
focus of research and development. However, the ex-
amples show, that the integration of both methods is 
essential for the validation process.  
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Note.   At the moment, 4 editions of ema are available, 
i.e. Demo, Standard, Time&Ergo and Professional. The 
Demo edition is a fully featured software and can be 
installed for free. Compared to the Professional edition 
the only difference is in a watermark, a flag on each 
human model and in the only availability of the 5th fe-
male and 95th male percentile (Figure 8). The current 
version of ema is 1.6.0.0 including edition dependent 
functionalities like: 
• Male and female digital human models representing 

the 5th, 50th and 95th percentile (Standard) 
• Comprehensive task library for describing manual 

workflow (Standard) 
• Comprehensive object library for different geome-

tries, e.g. tables, shelves, containers, tools, etc. 
(Standard) 

• CAD data interface for importing user defined geom-
etries in Collada (.dae), JT (.jt), VRML (.wrl) and 
Wavefront (.obj) (Standard) 

• Analysis tools, such as spaghetti diagrams, workflow 
reports including ErgoChecks and cycle time dia-
grams (Standard) 

• Collision avoidance (Standard) 
• Data interface for importing and exporting results as 

CSV or XLSX (Standard) 
• Comprehensive ergonomic analysis based on the 

EAWS method (Time&Ergo) 
• Comprehensive time analysis based on the MTM-

UAS standard (Time&Ergo) 
• Dynamic work station simulation including complex 

kinematic animation, e.g. robots (Professional) 
• Motion capturing interface (Professional) 
• Welding simulation (Professional) 
• Assembly line balancing in terms of cycle variation 

analysis (Professional) 
 
Centauro GmbH.   The Centauro GmbH provides 
services in the field of simulating and analysing automa-
tion production lines. Currently, Centauro uses ema for 
planning human work activities within a research pro-
ject – especially in the field of human-robot-
collaboration – and is an essential partner for the further 
development of ema regarding task execution on moved 
objects.  

 

 
Figure 8: User interface Demo edition. 1 menu bar, 2 tabs, 3 simulator, 4 task library, 5 behaviour workflow, 6 property set-

tings, 7 3D settings, 8 3D view, 9 status area 
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Abstract. In this paper we present a joint model
for order reduction for dynamic linear time invariant
(LTI) system, which we call SVD-AORA (Singular Value
Decomposition-Adaptive Order Rational Arnoldi). The
SVD-AORA method is an extension of the SVD-Krylov
based method. It is based on linear projection using
two projection matrices (V and Z). The first matrix V is
generated using the Krylov technique through the AORA
method, the second matrix Z is generated using the SVD
technique by the resolution of the Lyaponuv equation.
After the resolution of the Lyaponuv equation, the so-
lution obtained (The gramian observability matrix go) is
decomposed using the SVD technique and thus we ob-
tain the second projection matrix Z. The use of the AORA
method enhances the numerical efficiency thanks to its
relative lower computation complexity and the use of the
SVD technique preserves the stability of the reduced sys-
tem. The proposed method gives a reduced order model
asymptotically stable, captures the essential dynamics of
the original model and minimizes the absolute error be-
tween the original and the reduced one. The results of
the proposed method are compared with other popu-
lar approach of order reduction in the literature which is
the SVD-Krylov method. The reduced systems obtained
by the proposed method have better performance com-
pared to SVD-Krylov method. The method is explained
through two numerical systems of different order.

Introduction
Technological world, physical and artificial processes

are mainly written by mathematical models which can

be used for simulation or for control. Among these

models the LTI of high order. However, these high order

models are difficult to manipulate and analyze because

of the fact that the resolution of these models is in-

deed very demanding in computational resources, stor-

age space, and mainely in CPU time. Hence the neces-

sity of model order rection technique.. In the literature

there exist different reduction methods of linear time

invariant system (Arnoldi, Lanczos [1, 2, 3, 4],Rational

Arnoldi [5],Rational Lanczos [6, 7], AORA [8], AO-

GRA [9], AORL [10], PRIMA [11],...); which perfor-

mance differantly. Among these performances we can

mention:

• A significantly reduced number of variables or

states (required for description of a given model)

compared to the original model,

• The simulation should be quick and does not re-

quire large memory space,

• The computational complexity associated with the

evaluation of the reduced model should be signifi-

cantly lower than the original model,

• Stability of reduced model must be guaranteed,

• Minimization of error between the original model

and reduced one.

To Bring this performances, we depict in this paper the

SVD-AORA method. This paper in organized as fol-
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low: in section 3, basic tools are developed. In sec-

tion 4, a description of SVD-AORA method is given

with application in theoretical models. In section 5, a

comparative study is presented. Section 6 concludes the

work.

1 Preliminary

This section reviews some basic mathematical tools re-

lated to the linear dynamical system.

1.1 Moment matching

Let a state space representation of linear dynamical sys-

tem be as [12, 13]:

∑ =

{ dx(t)
dt = Ax(t)+Bu(t)

y(t) =Cx(t)+Du(t)
(1)

The transfer function of linear system described as

equation 1 is given by [14, 15]:

F(s) =C(sE −A)−1B (2)

If F(s) is expanded as a power series around a given

finite point s0 ∈ R, then we obtain [9, 8]:

F(s)= f0+ f1(s−s0)+ f2(s−s0)
2+ ...+ fn−1(s−s0)

n−1

(3)

Where, n is the order of original system and the

fk, f or k = 0 : n− 1 coefficients present the moment

matching of the dynamical linear system around the fre-

quency s0. The fk coefficients are described by [10, 5]:

fk(s0) =C(s0E −A)−(k+1)B (4)

1.2 Krylov Subspace

Let a frequency si be for i = 1 : î, a matrix ψ = (A−
siE)−1E and a vector ξ = (siE − A)−1B. Then the

Krylov subspace is obtained by [1, 2, 16, 17]:

K(ψ,ξ ) = {ξ ,ψξ , ...,ψn−1ξ} (5)

1.3 H∞ error

Take a linear asymptotically stable system as in 1. The

H∞ norm is computed by this relation [18, 1, 19]:

H∞ = supw∈R‖F( jw)‖2 (6)

The reduced transfer function obtained by the use of

model order reduction method is F̂(s) = Ĉ(sÊ − Â)B̂.

Then, the H∞-norm error between the original system

and reduced one is determined by the following rela-

tionship:

‖ F − F̂ ‖H∞= supw∈R ‖ f ( jw)− f̂ ( jw) ‖2 (7)

2 SVD-AORA Model Order
Reduction Method

The accuracy and the computational efficiency of the

AROA and SVD-Krylov methods still insufficient in

term of H∞error minimization and the stability preser-

vation of the reduced system. In this section we give

a main mathematical problem formulation. Also, we

present the main steps of the proposed method SVD-

AORA and the results obtained by the use of two mod-

els.

2.1 Mathematical problem formulation

The mathematical problem consists on determining the

state space parameters (order k << n) of the reduced

model ∑̂ from the state space parameters (order n) of the

original model ∑ [1, 20, 12, 21] by using the proposed

model order reduction method:

∑ =

{ dx(t)
dt = Ax(t)+Bu(t)

y(t) =Cx(t)+Du(t)
(8)

in which A ∈ R
n×n, B ∈ R

n×p, C ∈ R
p×n and for sim-

plicity we take D = 0, we obtain.

ˆ∑ =

{
dx̂(t)

dt = Âx̂(t)+ B̂u(t)
ŷ(t) = Ĉx(t)+ D̂u(t)

(9)

such as, Â ∈ R
k×k, B̂ ∈ R

k×p,Ĉ ∈ R
p×k.

2.2 Description of SVD-AORA Model Order
Reduction Method

The SVD-AORA method is a joint method which ben-

efits from both Krylov and Singular value decomposi-

tion technique. This method generates two projection

matrices V and Z. The first projection matrix V is gen-

erated by using of the AORA technique. The second

matrix is computed by the use of the SVD technique
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and the matrix V is given according to this relation

Z = g0V (V T g0V )−1, where go presents the Gramian ob-

servability matrix. The details of the SVD-AORA algo-

rithm can be found in table 1 [21, 20, 6]:

Theorem 1 summarizes the principle of the proposed

method .

Theorem 1: Let a linear system as in 1 of order n and
k expansion frequency (k << n). Use the AORA al-
gorithm to compute a first projection matrix V after a
first k steps and the Lyaponuv technique to generate the
observability Gramian matrix go. Then the second pro-
jection matrix Z is generated by the use of this relation:

Z =WV (V TWV )−1 (10)

where the projection matrix W is a diagonal matrix,
containing in the diagonal the first k singular values de-
termined from the SVD decomposition of Gramian ma-
trix.

2.3 Application

To test the SVD-AORA algorithm, we take two SISO

models of different order (Eady of order 598 [22, 23]

and RLC model of order 150 [24]). We present of each

model the frequency response of the original model and

the reduced one, the absolute error between the original

model and reduced one and the poles distribution of the

reduced model.

2.3.1 Model 1: Eady 598

The Eady model presents a mathematical model of

atmospheric storm track (for example the region in the

mid-latitude Pacific [22]). Its a SISO dynamical linear

system of order 598 [22].

The figure 1 presents the frequency response of

original system (Exact-598) and reduced one (SVD-

AORA-16) of order 16. We notice a good correlation

between the original and reduce one about the fre-

quency range.

The absolute error variation between the original

system and reduced one is shown in figure 2. We notice

also from this result that there exist a good correlation

between the original and reduced one.

The figure 3 depicts the poles distribution of the

reduced system of order 16, we note that all poles are

negative real part, which explain the preservation of

stability.
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Figure 1: Frequency response of original system (Exact-598)
and reduced one (SVD-AORA-16).
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Figure 2: Absolute error between original model (598) and
reduced one (16).

2.3.2 Model 2: N-RLC 150

The RLC model is a dynamical system with single-

input/single-output [25, 26, 27, 11], it is very met in

modeling of the electrical and electronic systems. The

N-RLC model contains N chain of RLC circuit (where

RN = 10kΩ, CN = 680μF and L = 0.1H for N = 1 : 50).

The electronic schematic of our N-RLC network is pre-

sented in figure 4:

The figure 5 depicts the frequency response of origi-

nal system (Exact-150) and reduced one (SVD-AORA-

12). We notice a good correlation between the original

system and reduced one.

The figure 6 presents the absolute error variation be-

tween the original system and reduced one. We also
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Table 1: SVD-AORA Model Order Reduction algorithm.

SVD-AORA Model Order Reduction algorithm:(Inputs:A;B;C;D;S;k; Outputs:V ;Z)
(1): Define a frequency range S

S = [s1,s2, ...,sk] (with k 	 n)

(2): Define a matrix ψ and a vector ξ for each expansion frequency si:

ψi =−(siE −A)−1E for i=1:k

ξi = (siE −A)−1B for i=1:k

(3): Compute the first projection matrix V using the AORA algorithm

V = span{ξ1,ψ2ξ2, ...,ψk−1
k ξ2}

(4): Compute the gramian observability matrix go by solving the following Lyaponuv equation:

AT go +goA+CTC = 0

(5):Compute the singular value of the go matrix

[U,W,T ] = SV D(go)
(6): Compute the second projection matrix Z through the following relation:

Z =WV (V TWV )−1

(7):The reduced system parameters can be defined by the congruences transformation

Ê = ZT EV , Â = ZT AV , B̂ = ZT B, Ĉ =CTV
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Figure 3: Poles Distribution of Eady reduced model with
SVD-AORA method.

Figure 4: Chain RLC.

notice from the figure a good correlation between the

original system and reduced one.

The poles distribution is depicted in the figure 7. We

see that the all poles are negative real part, which ex-

plain the stability preservation of reduced system.

Figure 5: Frequency response of original system (Exact-150)
and reduced one (SVD-AORA-12).

3 COMPARATIVE STUDY
In this section we present a comparative study be-

tween the SVD-AORA method and the SVD-Krylov

one. Firstly, we present the frequency responses and

the absolute error variations obtained by the tow meth-

ods. We depict also the poles distribution obtained by

the SVD-Krylov method. Secondly, we give a compar-

ative table containing the CPU-Time and the H∞norm

error for each method.

Figure 8 presents the frequency response of original

system (order 598) and reduced one (order 16) obtained
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Figure 6: Absolute error between original system (150) and
reduced one (12).

Figure 7: Poles Distribution of RLC reduced model (12) with
SVD-AORA method.

by the two methods. We notice a good correlation be-

tween the original system and reduced one for the result

obtained by the SVD-AORA method.

We notice also from the figure 9 of the absolute error

variation that the best result is obtained by the SVD-

AORA method.

We note from the figure 10 of poles distribution ob-

tained by the SVD-Krylov method the existence of pos-

itive real part poles, which explain the instability of re-

duced system.

Figure 11 shows the frequency response of original sys-

tem (RLC-150) and reduced one (order 12) obtained by
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the two methods (SVD-AORA and SVD-Krylov). We

note that the result obtained by the SVD-AORA method

is very close to the original system which is not the case

for the SVD-Krylov method.

Figure 12 shows the variation of absolute error between

the original system and reduced one obtained according

to the previous frequencies responses. The variation er-

ror between the original system and reduced one is very

small near the low frequency and relatively small near

the high frequency by the SVD-AORA method which

is not the case for the SVD-Krylov method.

We note from the figure 13 of poles distribution ob-
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Figure 10: Poles Distribution of Eady reduced model (16)
with SVD-Krylov method.

Figure 11: Frequency response of original system
(Exact-150) and reduced one with two methods
(SVD-AORA-12 and SVD-Krylov-12).

tained by the SVD-Krylov method that all the poles are

negative real part, then the reduced system is stable.

The table 2 contains the different values of H∞ norm er-

ror and CPU-Time of each method. We note from the

figures 8, 9, 11, 12 and from the table 2 that the best

performance is obtained by the proposed method SVD-

AORA.

4 Conclusion
A combined SVD-AORA method for dynamic linear

time invariant model order reduction have been pre-

Figure 12: Absolute error between original model (150) and
reduced one (12) with two methods
(SVD-AORA-12 and SVD-Krylov-12).

Figure 13: Poles Distribution of RLC reduced model (12) with
SVD-Krylov method.

sented. The proposed method combine two techniques,

which are the singular value decomposition and the

Krylov. The Krylov technique is used in generation of

first projection matrix, which is numerically efficiency.

The singular value decomposition is used in computing

the second projection matrix by the using of the Lay-

ponuv technique and the first projection matrix. Two

models of different order were provided to prove why

model order reduction via a combined techniques (SVD

and Krylov) has the potential for significants improve-

ment over existing combined method.
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Table 2: H∞norms and CPU-Time of each method.

Methods SISO LTI Sys-
tem minH∞ maxH∞ CPU-Time

SVD-AORA Eady598 1.51110−7 2.76010−5 111.311s

SVD-Krylov Eady598 0.044 6.693 98.755s

SVD-AORA RLC150 5.88410−15 4.34310−4 13.023s

SVD-Krylov RLC150 1.758910−4 0.6290 11.823s
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Abstract.  This contribution is an outcome of a project 
cooperation between the Museum of Natural History Vienna 
and the Vienna University of Technology. The museum 
investigates since many years the prehistoric salt mines in 
Hallstatt, Austria, by classical archaeological methods, by 
experimental archaeology, and by modelling and simulation, 
which partly ca be seen as virtual experimental archaeolo-
gy. This contribution continues investigations on modelling 
agricultural constraints for population size in prehistoric 
Hallstatt, presented in a previous conference publication. 
As modelling and simulation approach agent-based simula-
tion is used, as well for the mining process, and for the 
supply including food production, and for the environment. 
First, the supply for the mining process is studied. The main 
focus is on the food production and its time consumption 
which is needed to feed all people working and living in 
prehistoric Hallstatt. This time consumption consists at one 
hand of the actual time used for seeding, mowing and 
harvesting and on the other hand more importantly of the 
time used for traveling to the fields and harvesting the 
goods. To simulate the traveling time an A* algorithm is 
used, also for the traveling time needed for the miners to 
get to the mine. Also the supply process of felling and 
transporting trees to the mine as well as chipping the wood 
to produce wood chips for lighting purposes is part of the 
simulation. Experiments with the model try to localize suita-
ble areas for the prehistoric Hallstatt village with interesting 
outcome: the simulation ‘suggests’ a subdivision of the 
population into a village near the mine and another village 
at the location of today’s Hallstatt. 

Introduction
Hallstatt is famous for its prehistoric salt mine which is 
of great interest for archaeologists. The special interest 
comes along with very well conserved finds which 
results of the great conserving effect of salt and the 
collapse of the salt mine in the 13th century B.C. Some 
of these finds are very special tools and it is hard to 
understand in which way they were used. Not at last to 
get a better understanding of the way these tools were 
used a cooperation between the Museum of Natural 
History Vienna and the Vienna University of Technolo-
gy was formed and this work is part of it. For instance a 
bronze pick which was investigated with the help of 
simulation in another project [1]. 

This work mainly focuses on the food production of 
the population of Hallstatt. It continues previous work 
on modelling agricultural constraints for population size 
in prehistoric Hallstatt, which studies how many people 
could have lived in Hallstatt if it is assumed that all food 
was produced locally [2]. The fields considered in this 
preliminary work are the same as used in this work. A 
result of this work is that 72 persons could have been 
fed of the food provided by these fields. This number of 
persons is used in the following as the population size. 
The population size is an essential parameter for this 
work because it directly influences the time needed to 
work on the fields. 

The model which is used for this investigation is an 
agent-based one [3] and is implemented in Anylogic [4]. 
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1 The Model 
The basis for all agricultural pro-
duction are the useable areas. 

1.1 Areas 
Because of the fact that this project 
is about prehistoric Hallstatt and its 
food production it would be desira-
ble to know which areas they actu-
ally used and for which purpose. 
But unfortunately these data are not 
available so other data have to be 
used. The oldest data to get are data 
of the 19th century. At this time 
maps for tax purposes were created 
and these maps hold information 
about the usage of the fields. These 
maps have been digitalised and can 
easily be implemented as shapefiles 
[5]. Because no better data are 
available, these maps are used for 
this project.  

There are several different types 
of areas declared but the ones used 
are ‘grass’, ‘field’ and ‘garden’. The 
total size of the class ‘field’ is 13 
hectare and is used for two different 
crops. Half of it is used for sorghum 
production and the other half is 
used for barley production.  

The ‘garden’ has a total size of 
16 hectare and its crop is beans. 
Actually the size of the class ‘grass’ 
is over 650 hectare, but this would 
be too much to be used by 72 per-
sons, more precisely the meat which 
could be produced by this amount 
of grass would not guarantee a balanced nutrition. 
Therefore just the size of 100 hectare is supposed to be 
harvested. It also has to be said that no grazing is con-
sidered and all of these 100 hectare are mown and har-
vested. 

Figure 1 shows the section of the map which is used 
for the simulation. The red areas are ‘garden’, the brown 
ones are ‘field’, the light green ones are ‘grass’, the dark 
green ones represent ‘wood’, grey is ‘rock’ and blue is 
‘water’. 
 

1.2 Calculation of the paths 
Because of the sectional very steep terrain it is neces-
sary to use a good algorithm for the calculation of the 
paths. Therefore the used algorithm is an A* algorithm. 

The disadvantage of using a complex algorithm is 
that the calculation needs lots of time especially if a 
small grid is used. In this case a grid of 25 meters seems 
to be the best choice. 

 
 

Figure 1: Used section of the map. 
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In Figure 2 a path from the vil-

lage near the mine to a field near 
the lake is shown. It seems to be a 
loop way to the field, but actually 
this shows the steepness of the 
terrain because the A* algorithm 
takes into account that the traveling 
speed is faster if the path is not too 
steep.  

The steepness can be better 
seen in Figure 3. Blue coloured 
areas are the deepest ones and the 
green ones are the highest.  

1.3 Population 
Birth and death rates are basically 
gathered from the project ‘Mining 
with agents’ [6] and with these 
rates a population structure was 
calculated. As mentioned above the 
population size is taken from a 
prior work [1] and is 72. 

Because of the calculated population structure not all 
of these 72 people are of an age which allows them to 
work. In this work it is assumed that persons younger 
than 6 years and persons older than 75 are not able to 
work. The following table shows the population struc-
ture and it can be spotted that 13 people are too young 
to work, no one is too old, what means that 59 persons 
are in an age where they can work. 

[0;6)  [6;15) [15;30) [30;45) [45;75) [75; Inf) 

13  
Pers. 

20 
Pers. 

21 
Pers. 

11 
Pers. 

7  
Pers. 

0  
Pers. 

Table 1: Population structure. 

As mentioned before this model is an agent based model 
and each person which is able to work is represented as 
an agent. Persons who are too young or too old are not 
modelled because they have no influence on the model. 

1.4 Working procedures 
The level of detail of the models concerning the work-
ing procedures is not very high but this does not seem to 
be necessary or useful. These models are kept simple so 
if there are better data, maybe by using experimental 
archaeology, they can be implemented easily. 

 

Seeding and mowing. For these two procedures 
parameters called ‘timeMowingPerHectar’ and ‘time-
SeedingPerHectar’ are used to define the seeding and 
mowing rates. In view of these rates an agent seeds or 
mows in every time step, when it is located at the field 
and the field is ready for seeding or mowing, a specific 
area. The parameters ‘timeMowingPerHectar’ and 
‘timeSeedingPerHectar’ are both equal to 10. 

Harvesting. For harvesting a parameter called ‘time-
HarvestPerHectare’ is used to represent the harvesting 
speed and is also 10. In this case the harvest speed is the 
same for each crop, even grass. But the most time con-
suming task concerning harvesting is not the harvesting 
itself but the transport of the goods to the home village 
of the agent because the physical highest load of each 
agent is set to 20kg. 
 

Because of the time consuming task of transporting 
the crops the supposed yields of the crop plants are 
shown in Table 2. 

 sorghum barley beans grass 

yield 341.269kg 760.049kg 510.773kg 3000kg

Table 2: Yields. 

 

Figure 3: Depth model. 
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Wood production. This task is similar to harvesting 
but in this case another simplification is made, namely, 
all wood is gathered at one spot in the wood. The har-
vest rate of wood is set to 10kg per minute and the 
transport capacity is 50kg, in contrast to 20kg if carry-
ing crop. A larger capacity is likely because there are 
finds that indicate a special method to drag wood. 

Wood chip production. Wood which is dragged to 
the mine has to be chipped so it can be used for lighting 
purposes. This is also represented as a parameter called 
‘woodChipsPerMinute’ which is set to 1kg. 
Salt mining.The salt mining process itself is not 
modelled. The output of the salt mine is the time which 
is used in the mine. But every minute 0.5kg wood chips 
are used in the mine. 

1.5 Scheduling of the workload 
The seducing of the workload is highly dependent on 
the date especially concerning the agricultural tasks. In 
the following Table 3 the optimal points in time for the 
agricultural tasks are shown, the numbers in this table 
represent the days of the year. 

 sorghum barley beans grass 

seeding/ 
mowing 

110 90 100 180 

harvesting 270 240 250 183 

Table 3: Action time table. 

When the optimal day for a specific task has come, all 
fields of the specific class are activated and then pro-
cessed. To be more precise – an agent gets a task as-
signed in the morning, then goes to the location of the 
field and performs it. Afterwards the agent gets the next 
task and directly heads to the next field which has not 
been processed yet.  

To minimize the walking time it is estimated how 
many people have to work on the specific field. If every 
field has enough workers assigned, the workload is 
empty and no more agents have to walk down to the 
fields and are free to do other work. Should it happen 
that the estimation was not good enough and the field is 
not processed when it is time to call it a day, the field is 
taken back to the workload and will be processed at the 
next day. 

 

On days when there is no agricultural work to be 
done, the agents are assigned to work in the mine if 
there are enough woodchips in the stock to light the 
mine. Otherwise the task is to make wood chips, or if 
there is not enough wood, to manage to get some. 

1.6 Second settlement 
As described before, the village is assumed to be located 
close to the mine and almost all fields beside the grass 
fields are located in the valley. This raises the guess that 
it could have made sense to have a second settlement in 
the valley, which would mean that not that many people 
have to go down to the valley for the agricultural pur-
poses. Also not all the crop has to be brought up the hill 
because the people living in the valley can take their 
food with them when going to work in the mine. The 
down side is, that the people in the valley, who work in 
the mine, have to go up the hill every morning.  

The possibility of a second settlement is taken into 
consideration and is placed in the valley where Hallstatt 
is located today. 

2 Results 
The result of this simulation is mainly the time which 
can be used to be spent in the mine because with this 
inferences on the salt output can be drawn. 

Although the time spend in the mine maybe is not 
the most meaningful output. It seems more useful to 
take a closer look at the time spent for harvesting and 
seeding because the most uncertain parameters are taken 
into account the most - namely the rate of chipping 
wood chips per minute and the amount of chips needed 
per minute. 

2.1 Results one settlement 
When taking a closer look at the time needed for seed-
ing in Figure 4 it can be seen that the time used for 
seeding is about 459 hours.  

The time theoretically used for seeding is the area of 
fields and gardens times the seeding speed which would 
be about 290 hours but in these 459 also the time for 
traveling to the areas and back is included.  
It is also easy to see in Figure 4 that the time used for 
working is close to exactly 8 hours a day. This is possi-
ble because in the simulation if the worker comes home 
late from work, the overtime is credited to the next 
morning. 
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Figure 4: Time consumption. 

Another thing to point out is that the time used for 
agricultural purposes seems quite low, especially if it is 
taken into account that a big area of 100 hectare grass 
has to be harvested. 

2.2 Results two settlements 
In this case the distribution of the people in the two 
settlements is studied. 

Figure 5 shows that the more people live in the val-
ley the shorter the time used for seeding is. Concerning 
the mowing time, the used time raises again when there 
are more than 45 people living in the valley. This is a 
result of the assumption that the people harvest the grass 
just in the valley and therefore they have to go around 
the lake to the right side of the lake to harvest grass and 
this path takes more time than going up the hill.  

3 Conclusion 
As the results have shown it really seems likely that 
there was a second settlement in the valley of Hallstatt. 
At the first look these results may look surprising but on 
the second look it is all about how often the people have 
to go up the hill.  

 

 
Figure 5: Time seeding and time mowing in dependence 

of the amount of people living in the valley. 

The descending of the time consumption the more peo-
ple live in the valley can be seen more dramatically in 
Figure 6. 

 
Figure 6: Time harvesting in dependence of the amount of 

people living in the valley. 

If the amount of crop which can be transported at once 
could be raised a lot, it would be different at some point. 

The fact that there are many more tasks which could 
be implemented and modelled more detailed, induces in 
doing so.  

On the one hand it is questionable if also the results 
would get better on the other hand who can tell that they 
do not – the problem of validation in archeology. 
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Abstract. This work aims to predict the burden of men-
tal diseases to provide sufficient capacities for treatment.
A microsimulation model is built to simulate the course
of events of mentally ill patients. Three scenarios of
simulations are defined to test the consequences of us-
ing differently detailed patient-level data on result qual-
ity. Significant differences in the results are encountered.
The overall numbers and times of patients events are an-
alyzed as well as the number of events per patient. The
differences between the results for the different scenar-
ios and for the various subpopulations regarding patient
parameters are pointed out. For example, psychotic pa-
tients tend to have more readmissions. Further analyses
regarding the connection between ambulant contacts
and readmissions to the hospital are performed. Also,
regional differences of Lower Austria compared to the
entire Austrian population are analyzed. Finally, an in-
tervention strategy with compulsory ambulant contacts
is examined.

Introduction

The prediction of the burden of mental diseases is im-

portant to provide sufficient capacities in the hospitals.

The overall number of readmissions to hospital is es-

timated as well as the numbers of events for subpopu-

lations defined by certain patient characteristics to de-

termine the required capacity and its change over time.

Also, the influence of outpatient contacts to a psychia-

trist on number and times of readmissions is examined.

The consideration of regional aspects is important

for the accuracy of the simulation results. So, the situa-

tion of patients with mental diseases for Lower Austria

is investigated in detail and compared with the situation

of entire Austria.

The availability of patient data is often a problem. In

these cases privacy protection only allows usage of k-

anonymized data. So, it is not certain to get significant

results with the given data. Differently detailed patient-

level data based on the same set is used to analyze the

effect on the quality of the outcome.

1 Survival Analysis

Methods from the field of survival analysis are used to

build the statistical model behind the simulation model.

Survival analysis deals with the analysis of data of

the time until the occurrence of a particular event. This

kind of data is frequently encountered in medical re-

search and referred as survival data.

Survival analysis mainly deals with the estimation

of the survival function and the hazard function. The

survival function S(t) gives the probability that the

events has not occurred until time t and the hazard func-

tion λ (t) gives the instantaneous rate of occurrence of

the event.

The cumulative hazard function Λ is defined as

Λ(t) =
∫ t

0
λ (x)dx. (1)

The Nelson-Aalen estimate is an estimate for the cu-

mulative hazard function Λ [1]. Let dt and nt denote the

number of people that experience the event at time t re-

spectively are at risk at time t. Let ti denote the event

times. Then Λ can be estimated by

Λ̂(t) = ∑
i:ti≤t

dti
nti

. (2)
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1.1 Cox model

The Cox model is a model for the hazard function [2].

It assumes that the ratio of the hazards of different ex-

posure groups remains constant over time. The hazard

at time t for individual i with covariate vector Xi is as-

sumed to be

λi(t) = λ0(t)exp(Xiβ ) (3)

where λ0 is an unspecified nonnegative function called

baseline hazard function and β is a vector of regression

coefficients.

Stratified Cox model. The stratified Cox model is

an extension of the Cox model and allows for multi-

ple strata [3]. The strata divide the subjects into dis-

joint groups and each subject is member of exactly one

stratum. Each of which has a distinct baseline hazard

function but common values for the coefficient vector

β . The hazard for individual i belonging to stratum k is

λk(t)eXiβ . (4)

2 Model
2.1 Data

Two datasets are used in this work. Dataset dataaut
consists of data of patients from Austria and dataset

datanoe consists of data of patient from Lower Aus-

tria. Patient parameters are age, sex, length of stay in

the psychiatric department and the diagnosis made dur-

ing the initial stay at the hospital. Also times of read-

missions, ambulant visits to a psychiatrist and deaths

are included. It depends on the chosen scenario which

events are actually considered in the model. The data

samples are used for the parametrization and the sam-

pling of the population of the simulation model.

2.2 Model description

The chosen model type is a microsimulation model.

That means that it follows the bottom-up approach and

every single individual is modeled. This approach is

chosen because not only the cross-sectional analysis is

important but also the longitudinal pathways of single

individuals. Furthermore, this approach is suitable for

the analysis of different policies and scenarios. Another

reason is that the characteristics of the individuals are

manageable with a bottom-up approach.

The events of a patient are expressed by state

changes. The possible ways through the states are de-

scribed by a transition matrix which can be interpreted

as a directed acyclic graph. Every individual starts in

state R (released after the first admission to hospital).

If the most recent event of the patient was the ith read-

mission, the patient is in state Ai and if the most recent

event was the ith ambulant psychiatrist visit, the patient

is in state Pi. The dead patients are in state D. In order to

calculate the times of the events respectively the prob-

abilities for the events to occur the hazard and survival

functions have to be modeled. The Cox model and the

Nelson-Aalen estimate are applied to determine the ac-

cording statistical models. The hazard functions for the

transitions are estimated with a stratified Cox model.

The strata represent the transitions [4].

The overall simulation time is fixed. The simulation

starts for every patient with the day of the release from

the first stay in a psychiatric department of a hospital.

The simulation is executed in discrete time steps of one

day.

The starting population is sampled from real data

described in Section 2.1. It is modeled as a closed co-

hort, so there is no change in the size of the population

except for deaths.

3 Simulations

3.1 Definition of scenarios

The given datasets of full records of patients are used to

examine the consequences of using differently detailed

patient-level data on result quality. Data at hand are of-

ten incomplete or contain only information about spe-

cific events due to data protection issues, loss of data

and many other reasons. Three scenarios with differ-

ent number and order of the readmissions that are used

for the Cox model are defined. So, the scenarios only

differ in terms of the parametrization. Each scenario is

executed with and without ambulant contacts to psychi-

atrists.

In scenario 1, only the first readmission of each pa-

tient is considered and all the other readmissions that

are available in the data are dismissed. In the simula-

tion, the transition rates from any readmission state Ai
to states Ai+1, Pi+1 and D are assumed to be equal for

all i. There are two versions of this scenario considering

the visits to the psychiatrist, one with ambulant contacts

(1a) and one without (1b).
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In scenario 2, the first z readmissions of each patient

are considered. All readmissions are considered inde-

pendently from each other, even if they belong to the

same subject. So, there is no order of the readmissions

and every readmission is regarded as first readmission.

Like in scenario 1, the transition rates from any read-

mission state Ai to states Ai+1, Pi+1 and D are assumed

to be equal for all i.
Between two consecutive admissions up to one con-

tact to a psychiatrist is considered. Again, there are two

versions of this scenario, one with contacts to the psy-

chiatrist (2a) and one without any contacts (2b).

In scenario 3, the first z readmissions of each patient

are considered with the same number z as in scenario

2 but in contrast to scenario 2 the readmissions are or-

dered. That means that for the first z readmissions the

transition rates from a readmission state are indepen-

dent. From the (z+ 1)th readmission on, the rates are

assumed to be equal to the transition rates starting from

state Az. In scenario 3a, at most one contact to a psychi-

atrist between two consecutive admissions is possible.

Therefore, also the psychiatrist contacts are ordered. In

scenario 3b, no psychiatrist contacts are considered.

Figure 1: Schematic representation of the information
needed in the three scenarios.

In Figure 1, the utilization of data in the three sce-

narios for a time line with three readmissions is pre-

sented.

3.2 Results

Simulations for single scenarios and comparisons of the

matching scenarios that only differ in the inclusion of

psychiatrist contacts and comparisons of all scenarios

with and without contacts to a psychiatrist for popula-

tions from Austria and Lower Austria are carried out.

The simulation time is 2 years, because the majority

of the readmissions, especially of the first readmissions,

which are the most crucial events, happen within this

period. A population of 18638 individuals is sampled

from datasets dataaut and datanoe.

An exemplary result for scenario 1a is shown in Fig-

ure 2. The evolution of the distribution of patients over

the states is shown. On the x-axis time is plotted, on

the y-axis the percentage of each state is plotted on top

of each other. The area under each curve is filled with

a distinctive color. The states are coded with colors.

Dark green represents state R, the readmission states

are assigned to lighter shades of green, the psychiatrist

states have shades of red and dark red represents the

state death D.

The share of the patients in state R decreases almost

exponentially. After two years about 50 percent are re-

maining in state R. The percentage of deaths increases

almost linearly. At the end of the simulation around

3.4% of the population is dead.
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Figure 2: Evolution of patient over the states for scenario 1a

for a population from Austria.

3.3 Comparison of scenarios

Patients with outpatient contacts to a psychiatrist (OPC)

are compared with those without outpatient contacts

(non-OPC). In Figure 3, the percentage of patients with

readmissions is shown for both groups and all scenar-

ios. Patients with ambulant contacts have a much higher

percentage of readmissions, in scenarios 2a and 3a even

twice as much as patients without ambulant contacts.

In Table 1, the percentages of patients with read-

missions are compared for all scenarios. It can be seen

that scenarios 2a and 2b have a higher percentage of

readmissions. The reason is that the transition proba-

bility from state R to state A1 is higher in scenario 2,

because in scenario 1 only the first readmissions from

the data are used to fit the rate from state R to A1 while

in scenario 2 all readmission times are treated as first

readmission times. Since the times for the later read-
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Figure 3: Comparison of the percentages of patients with
readmissions between patients with and without
outpatient contacts.

missions are shorter in average, the median of the first

readmission times drops from 75 days for scenarios 1

and 3 to 63 days for scenario 2. This leads to a higher

probability for entering state A1 and having a readmis-

sion.

Scenario 1a 1b 2a 2b 3a 3b
Readmissions (%) 42 43 51 51 42 42

Table 1: Percentage of patients with readmissions.

In order to analyze the results in greater depth typ-

ical pathways of patients during the simulation are de-

fined. In addition to the number of readmissions of a

patient the times of these are taken into account to clas-

sify the pathways.

Nine typical, distinctive pathways are chosen to split

the population in roughly equally sized classes. Only

the class of patients with no readmission is much bigger

than the others.

In Table 2, an overview of the classification for pa-

tients without ambulant contacts is given.

In Figure 4, the sizes of the classes for scenarios 1b,

2b and 3b are presented. Class 1 is not shown in the

plot, because the number of patients without readmis-

sions has already been analyzed and the focus is on pa-

tients with readmissions.

In scenarios 1b and 2b are more than twice as many

patients in class 2 than in scenarios 3b. That means

more individuals have exactly one readmission shortly

after the release. This can be explained by the fact that

Class Readmissions Month of first readmission

1 0 −
2 1 1

3 1 2-6

4 1 7-12

5 1 13-24

6 2-4 1

7 2-4 2-6

8 2-4 7-24

9 > 4 any

Table 2: Classification of patient pathways.
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Figure 4: Size of classes for the scenarios without ambulant
contacts.

in scenario 3b patients in average have more readmis-

sions and in scenario 2b more patients have readmis-

sions in general. The number of individuals with more

than four readmissions is much higher in scenario 3b.

3.4 Intervention

An intervention strategy is examined to possibly reduce

the number of readmissions. According to this strategy

a compulsory visit to an ambulant psychiatrist 30 days

after every admission to hospital is implemented. The

question is, if this strategy can reduce the number of

readmissions to hospital.

Type of Event No intervention Intervention

Readmissions 42.2 67.8
OPC 27.7 99.7
Deaths 3.9 3.6

Table 3: Comparison of percentages of the occurrence of
events for scenario 3a with and without
intervention.

In Table 3, the percentages of patients with readmis-
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sions, ambulant psychiatrist contacts (OPC) and deaths

are compared for scenario 3a. The percentage of pa-

tients with readmissions is much higher with the inter-

vention strategy. This leads to the conclusion that an

ambulant contact increases the probability for a read-

mission. The comparison of OPC and non-OPC pa-

tients in Figure 3 already hypothesizes this result. In the

intervention scenario almost every patient visits a psy-

chiatrist during the simulation. So, this strategy does

not succeed in reducing the number of readmissions.

3.5 Comparison of simulations for Austria
and Lower Austria

Results of the simulations for populations from Austria

and Lower Austria are compared in terms of number

and times of events. The evolutions of the patients dis-

tribution over the states for the two populations in sce-

nario 3a are presented in Figures 5 and 6. The share of

the patients in state R has a similar evolution for both

simulations and decreases almost exponentially. About

50 percent of the patients from Austria are remaining in

state R at the end of the simulation, about 47 percent of

the other population. So, patients from Lower Austria

have more readmissions, since the numbers for states Pi
and D are very similar for both populations.
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Figure 5: Evolution of the patients distribution over the
states in scenario 3a for Austria.

The proportions of the two populations with read-

missions, ambulant psychiatrist contacts (OPC) and

deaths are displayed in Table 4. The population from

Lower Austria has more events of every type. This can

be linked to a higher percentage of psychotic patients in

that population.
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Figure 6: Evolution of the patients distribution over the
states in scenario 3a for Lower Austria.

Type of Event Austria Lower Austria

Readmissions 42.2 44.8
OPC 27.7 28.6
Deaths 3.9 4.0

Table 4: Comparison of the percentages of the populations
with readmissions, ambulant contacts and deaths.

3.6 Sensitivity analysis

The influence of the composition of the population on

the number and times of readmissions is examined in

the course of a sensitivity analysis.

Firstly, a base case with a random subpopulation

sampled from dataset dataaut is considered. Starting

from that population other populations are generated by

changing only one parameter of all patients at a time

while leaving the other parameters unchanged. 12 pop-

ulations are generated: all male/female, all five years

younger/older, length of stay 50% shorter/longer and all

with each of the six diagnosis groups.

The number of patients with readmissions and the

deviation of the number from the base case is calcu-

lated. In Figure 7, a tornado plot for the number of pa-

tients with readmissions for all populations is presented.

This diagram is a bar chart with bars listed vertically

and ordered by length. The vertical line at 0 marks the

base case with no deviation. The bar for each parame-

ter reaches from the deviation of the highest value to the

deviation of the lowest value of the populations where

that particular parameter is changed.

The populations with single diagnosis groups have

the highest deviations ranging from has about 23% less
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Figure 7: Tornado plot for number of patients with
readmissions.

patients with readmissions than the base case to about

15% more. The male population has about 3% less

readmissions than the base case, the female has 1.2%

more. Also, the older population and the population

with longer stays in hospital have a slightly higher num-

ber of readmissions compared to the younger patients

and the population with shorter stays. All of these devi-

ations are below 2%.

4 Conclusions
The microsimulation model is an appropriate tool to

model the course of events of patients. Both the lon-

gitudinal analyses of the single patients as well as the

cross-sectional analyses can be carried out with little

effort.

In general, the results show an exponential decrease

over time of the number of patients with no event. Nev-

ertheless, about half of the patients have no readmis-

sions during the simulation. The number of patients

with one ambulant contact and no readmission has its

peak after half a year and declines afterwards. So, many

of these patients have a readmission soon after the visit

to the psychiatrist. The percentage of patients with a

particular number of readmissions is indirectly propor-

tional to the number of readmissions.

The comparison of the results of different scenar-

ios shows that in scenarios 2a and 2b the patients have

more readmission than in the other scenarios. This is

due to an overestimation of the number of readmissions

because the order of the readmissions is not considered

in these scenarios. So, the results of scenarios with

a lower level of data detail show significantly varying

results from scenario 3a which uses the most detailed

data. However, scenario 3a requires data of entire pa-

tient histories which is rarely available due to data pro-

tection issues.

For a more detailed analysis, the population is split

into classes defined by times and number of readmis-

sions of patients. In comparison to the other scenarios,

the readmissions of patients with only one readmission

are later and the average number of readmissions per

patients is higher in scenarios 3a and 3b.

The sensitivity analysis shows that the diagnosis of

the population has a dramatic influence on the number

of readmissions.

The proportion of patients with readmissions is

much higher for patients with previous ambulant psy-

chiatrist visit. Thus, ambulant contacts increase the

probability for readmissions and are in most cases an

indicator for a worsening of the condition of the patient.

This also leads to the fail of the reduction of readmis-

sions by the intervention strategy of compulsory visits

to a psychiatrist after a certain time after the last admis-

sion.

The comparison of the populations of whole Austria

and Lower Austria shows that more patients of the

latter have readmissions and also ambulant contacts.

This can be the result of the differing composition of

the populations regarding the parameter distributions.
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Abstract.  A simulation model for the operation of barges 
and dredging platforms using AnyLogic was developed, 
allowing for optimization of equipment selection and cost 
calculation. The model is a discrete event model set up 
using AnyLogic’s Enterprise Library. With a Monte-Carlo-
approach applying the model, risks in cost and time plan-
ning can be quantified. Linking a generic version of the 
AnyLogic model with Excel and GoogleEarth, models for 
arbitrary water construction sites can be created and used 
by cost estimators without simulation modelling know how. 

Introduction
Simulation is currently not very widely used in the con-
struction industry. Reasons may, on the one hand, lie in 
the industry itself, which tends to be rather conservative. 
On the other hand, many projects have unique features 
and construction site layouts change with the progress 
of construction itself (imagine an assembly line that 
changes after every finished product), two factors which 
make the creation of simulation models difficult. An-
other challenge is the traditional way of developing a 
construction project, where final designs and construc-
tion methods for certain parts are only available after 
the start of construction.  

At STRABAG’s Central Technical Department in 
Vienna, a group of experts on mathematical modelling 
and simulation develops models for applications in the 
whole range of construction projects to secure the com-
pany’s position as innovation leader in the construction 
industry.  

It could be shown that simulation is a suitable in-
strument to examine the influence of certain phenomena 
on dredging, which is the process of earthworks under 
water. These phenomena, such as bad weather, technical 
defects, interruptions of supply, etc. on a dredging pro-
ject, are outside the sphere of influence of the construc-
tion contractor, are mostly of a stochastic nature and can 
often have a significant impact on the cost of the rele-
vant construction activity. Simulation supports in quan-
tifying the influence of these factors and can therefore 
help reduce price risk for the construction contractor and 
its client. Some of the difficulties mentioned above are 
not present in this special kind of construction operation. 

In the following, we present a flexible framework to 
dynamically generate simulation models of arbitrary 
harbour dredging projects with variable equipment fleets.  

 
Figure 1: A dredging platform with a bucket  

excavator, bucket size 14m³. 

1 Problem Formulation 
In many harbors it is necessary to remove silt from 
basins and channels as part of the maintenance works or 
to increase the accessibility for larger ships.  
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Usually these works are carried out with dredging 

platforms (platforms which are fixed to the seafloor 
with stilts in the area of operation with a bucket excava-
tor mounted on top, see Figure 1) and a fleet of barges 
which transport the material from the dredgers to spoil 
areas at some distance from the harbor entrance. 

In addition to the dredgers and barges, tugs are 
needed to manoeuver the barges in the vicinity of the 
dredgers and to tow barges of the non-automobile type 
to the spoil areas and back to the dredgers. Modern tugs 
with enhanced maneuverability are used for moving the 
barges in the vicinity of the dredging platforms. Simpler 
and more inexpensive tugs are used to tow the barges to 
the spoil areas and back. Usually there are several 
dredgers, several dredging and spoil locations and a 
variety of barges and tugs involved in this kind of con-
struction activity, see Figure 2. 

 
Figure 2: Dredger in operation with two barges and a tug. 

The landing manoeuvre of the barges requires 
experienced captains in order to keep the 
disruption of digger usage short.  

The equipment cost is essentially time based. However, 
a merely performance based approach does not lead to 
reliable results due to presence of phenomena influenc-
ing the construction process that are often interlinked 
and clearly outside the sphere of influence of the con-
struction firm. These phenomena include but are not 
limited to: Unsuitable weather conditions, damage of 
barges or other equipment, necessary refuelling of the 
excavators, the passage of large ships, unsuccessful 
landing of barges, and the relocation of 
dredging platforms. All these items lead to 
a disruption of the construction process, 
reducing the degree of utilization of the 
dredgers, hence increasing total construc-
tion cost. The key to minimizing costs is 
maximizing the degree of capacity utiliza-
tion of the dredgers as the most costly 
elements which is done by ensuring a con-
tinuous servicing of dredgers with barges. 

Finding the right fleet composition for the barges is 
vital for achieving cost efficiency, especially because 
changing the fleet is very costly and time consuming. A 
sound simulation model enables the cost estimator to 
work with scenarios in order to find an ‘optimal’ fleet 
composition before the works start. 

Compared to earthworks on land (as in conventional 
road construction), which can be optimized using linear 
programs (Bogenberger et al., 2013), the costs are high-
er and less units (barges, dredgers) are in use. 

In order to create a more solid basis for cost calcula-
tion a framework for automatic simulation model crea-
tion was developed. The resulting model enables the 
user to carry out Monte-Carlo-analysis as well to further 
secure cost calculation results. 

2 The Model 
The nature of the problem described above suggests 
using discrete event simulation in order to quantify the 
bandwidth of the influence of the disruptions on the dura-
tion of a given construction project described before.  
In summer 2013 a subsidiary of STRABAG was carry-
ing out a dredging project in the harbour of Yuzhne, 
Ukraine.  

Thus, activity reports of 3 dredging platforms for 
almost one year were available, making it possible to 
determine the probability distributions for the disrupting 
phenomena of interest. Data analysis, using R, has 
shown that a lognormal distribution is a suitable model 
for all these phenomena. 

The simulation model was created using the simula-
tion software AnyLogic (6.8.1), which had proven to be 
suitable for modelling construction related processes 
before in STRABAG’s Central Technical Department 
(e.g. for tunnel construction, material supply in tunnel 
construction, material flow in a quarry, influence of 
construction activities on traffic, etc.).  

 
Figure 3: Modelling view in AnyLogic, showing the use of the Enterprise  

Library Network Blocks.
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For the model presented in this paper a network 

based modelling approach was used, applying elements 
of AnyLogic’s Enterprise Library, see Figure 3. Herein 
the locations, such as dredging and spoil sites and an-
chorage are the nodes and the routes along which the 
ships move are the vertices. 

The network geometry is taken from a map of the 
relevant area. In the first phase of the research the net-
work was literally drawn on a sea map of Yuzhne as can 
be seen in Figure 4.  

Barges are entities that populate the network. The 
tugs are modelled as network resources, which means 
that the barges request the tugs in accordance with the 
task that has to be carried out and the network object 
itself provides the entities with the requested resource as 
soon as it is available. 

The dredging platforms are modelled as Active Ob-
jects, located at certain nodes in the network. They 
consist of a workflow for incoming barges, modelled 
with objects of the Enterprise library and state charts, 
controlling the different modes of operation a dredger 
has, in detail a state of regular operation and all disrupt-
ing states as failures and disturbances.  

A close to optimum disposition of the barges to the 
dredgers is crucial to minimize idleness of the excava-
tors. Therefore, on site a human dispatcher controls the 
operation of the barges.  

 
Figure 4: Map of the example region in Yuzhne, with the 

network used by the Enterprise Library  
Network blocks. 

In the model, the dispatcher is represented by the ‘Dis-
ponent’ object, which iterates over all operational 
dredgers once a barge is unloaded at a spoil area and 
identifies the dredger with the least shipping space on 
the way and then sends the relevant barge to its dredg-
ing area. As in reality, the ‘Disponent’ object is called 
each time a barge has completed a task and a new desti-
nation for the respective barge has to be determined. 
 

The events in the simulation are triggered by a ran-
dom number generator using the frequency distributions 
and durations calculated from the reports of the dredg-
ers. Parameters were calibrated using site data. 

The validated model was then used to try a variety 
of different sets of equipment for the given project in 
order to find an optimal equipment configuration. 

3 Validation 
Similar to the real system the dredging platforms in the 
simulation model can create activity reports. This data 
was used to validate the model. The data of 30 days in 
the real system were compared to 30 simulated days. 
Simulation results match the real world results satisfac-
torily (see Table 1). Observing a longer timespan obvi-
ously leads to a better agreement with real world results. 

count  mean duration 

real sim   real  sim 

loading 493 543 79,30  77,35 

position change 57 38 56,43  58,32 

repair 56 33 226,55  113,91 

ship traffic 52 33 87,45  115,89 

barge shortage 188 212 70,05  136,11 

refueling 19 13 64,44  65,12 

bad weather 27 39 416,35  661,14 

Table 1: Comparison of a single simulation run  
with measured data.  

4 Generalization 
In order to allow application of the model to other con-
struction sites of the discussed type, dependency of 
expert model developers had to be reduced. A tool had 
to be created which allows estimators without 
knowledge of modelling software to adapt the model to 
their respective construction project. Acceptance of this 
tool by estimators and simplicity of usage is crucial for 
introduction of simulation as a method for cost estima-
tion and risk management. 

In order to achieve this goal, object replication and 
connectivity features of AnyLogic were used. In a ge-
neric model, location of dredging sites, spoil areas, and 
ship routes are input via kml-files which are produced 
using GoogleEarth. Additional information on barges 
and dredgers are input via Microsoft Excel into stand-
ardized forms, which are partly created dynamically via 
VBA.  
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The Anylogic model reads the kml- and the Excel-

file and sets up the model accordingly. 
Training of estimators and application to new con-

struction sites is part of an ongoing development pro-
ject. 

5 Monte Carlo Analysis 
Recent dredging projects calculated without application 
of detailed models showed that the inherent risks of 
such a project were not accounted for sufficiently. The 
results were economically unsatisfying. It is assumed 
that normal operation could be quantified well using 
traditional ways of calculation with mean operation 
times. Risk factors added to the calculated costs are 
gained through experience. Of course, setting these 
factors is crucial, if they are to low, costs cannot be 
covered, in the other case, the projects are not won in 
the first place.  

The calculated actual costs should nearly be the 
same for comparable companies. They use similar 
equipment, pay similar wages to workers and have simi-
lar management structures. 

The ability to quantify of risks can therefore be the 
differentiating factor between the loosing and the suc-
cessful bider. 

In the model presented above, various stochastic el-
emts are present. Unfortunate combinations of their 
expressions can lead to significantly higher construction 
times (and therefore costs).  Starting with a few hundred 
model runs of a Monte Carlo Analysis, the histogram of 
construction costs typically converges to a smooth 
curve, defining the distribution of the resulting construc-
tion costs. An example is depicted in Figure 5. Using 
this knowledge, the cost estimator can price for risk 
consciously, replicably, and in a project specific way. 

 
Figure 5: Histogram of simulation results (costs in Mio. €) 

from a Monte Carlo run with 200 iterations. The 
outliers can be explained by an unusual  
accumulation of condounders. 

6 Conclusions 
Simulation of logistic processes is currently not very 
widely used in the construction industry (an overview of 
existing approaches can be found in Günthner et al., 
2012), despite the fact that many of its processes are 
predestined for simulation due to the circumstance that 
construction processes are very often so costly that real 
experiments cannot reasonably be carried out and exter-
nal influences, which are hardly quantifiable, have an 
important impact on construction processes.  

Yet it could be shown that simulation can be put to 
use for cost calculation and risk estimation, generating a 
significant benefit for the user. This project shows that 
highly flexible tools can be created in a way that estima-
tors unfamiliar with modelling and simulation can use 
them. 

Through application of simulation models in certain 
niches the degree of familiarity with and the trust in 
these instruments can certainly be increased. If we suc-
ceed in reproducing the complexity of large scale con-
struction activities with semi- or fully automatized gen-
erated models, maybe also in connection with improved 
data models, it will be possible to facilitate a number of 
decisions with simulation models that can be generated 
quickly and inexpensively. Of course, in the future the 
majority of construction projects will still be satisfacto-
rily planned and executed by experienced project man-
agers. But more and more complex projects are harder 
and harder fully to perceive by a single human being. 
Therefore, prospects for simulation models in the con-
struction industry are increasing and therewith the pro-
spects for the players in the construction industry using 
the instrument of simulation. (Höfinger, 2014) 

References 
[1] Bogenberger C, Dell’Amico M, Hoefinger G, Iori M, 

Novellani S, Panicucci B. Earthwork Optimization Mod-
els for the Construction of a Large Highway System May 
International Network Optimization Conference 2013.  

[2] Günthner WA, Borrmann A. Digitale Baustelle – inno-
vativer Planen, effizienter Ausführen, Springer-Verlag, 
Berlin, 2011.  

[3] Höfinger G. Chancen für die Simulation in der Bauwirt-
schaft, 2014, WING Business, 47/1, p. 10-12. 



   SNE 26(1) – 3/2016 N 1 

SNE Simulation News 

EUROSIM Data and Quick Info 

 
Contents 
Short Info EUROSIM  .....................................................  2 
Short Info EUROSIM Societies  .....................................  3 
News EUROSIM  .....................................................................  9 
News ASIM   .........................................................................  10 
News CAE  .........................................................................  11 
News Liophant ......................................................................  12 
News MIMOS .......................................................................  13 
News RNSS  .........................................................................  14 
News LSS   .........................................................................  15 
News SIMS   .........................................................................  16 
News SLOSIM   ......................................................................  17 
News DBSS    .........................................................................  18 
News Albanian Sim Society  .................................................  18 
News UKSIM   .......................................................................  19 
News KA-SIM   ....................................................................... 20 
 
Simulation Notes Europe  SNE  is the official membership 
journal of EUROSIM and distributed / available to members of 
the EUROSIM Societies as part of the membership benefits.  
If you have any information, announcement, etc. you want to 
see published, please contact a member of the editorial board 
in your country or the editorial office. For scientific publica-
tions, please contact the EiC. 
This EUROSIM Data & Quick Info compiles data from EUROSIM 
societies and groups: addresses, weblinks, and officers of societies 
with function and email, to be published regularly in SNE issues. 

SNE Reports Editorial Board 
EUROSIM Esko Juuso, esko.juuso@oulu.fi  
                Borut Zupan i , borut.zupancic@fe.uni-lj.si 
                Felix Breitenecker, Felix.Breitenecker@tuwien.ac.at 
ASIM A. Körner, andreas.koerner@tuwien.ac.at 
CAE-SMSG  Emilio Jiminez, emilio.jiminez@unirioja.es 
CROSSIM Vesna Dušak, vdusak@foi.hr 
CSSS  Mikuláš Alexík, alexik@frtk.utc.sk 
DBSS M. Mujica Mota, m.mujica.mota@hva.nl 
FRANCOSIM   Karim Djouani, djouani@u-pec.fr  
HSS  András Jávor, javor@eik.bme.hu 
ISCS  M. Savastano, mario.savastano@unina.it 
LIOPHANT  F. Longo, f.longo@unical.it 
LSS  Yuri Merkuryev, merkur@itl.rtu.lv 
PSCS  Zenon Sosnowski, zenon@ii.pb.bialystok.pl 
RNSS  Y. Senichenkov, senyb@dcn.icc.spbstu.ru 
SIMS  Esko Juuso, esko.juuso@oulu.fi 
SLOSIM  Vito Logar, vito.logar@fe.uni-lj.si 
UKSIM  A. Orsoni, A.Orsoni@kingston.ac.uk 
KA-SIM  Edmond Hajrizi, info@ka-sim.com 
MIMOS Paolo Proietti, roma@mimos.it 
ROMSIM Marius Radulescu, mradulescu@ici.ro 
Albanian Society Kozeta Sevrani, kozeta.sevrani@unitir.edu.al 

SNE Editorial Office /ARGESIM     
 www.sne-journal.org, www.eurosim.info 
 office@sne-journal.org (info, news) 
  eic@sne-journal.orgt Felix Breitenecker   (publications) 
  SNE Editorial Office, Andreas Körner c/o ARGESIM / Math. 

Modelling & Simulation Group, Vienna Univ. of Technology /101,  
        Wiedner Haupstrasse 8-10, 1040 Vienna , Austria 

   

 

 

 

 

EUROSIM 2016 
9th EUROSIM Congress on Modelling and Simulation

City of Oulu, Finland, September 16-20, 2016
www.eurosim.info



 Information EUROSIM and EUROSIM Societies 
   

 N 2 SNE 26(1) – 3/2016 

 

 

EUROSIM 
Federation of European 
Simulation Societies 

General Information.   EUROSIM, the Federation of Eu-
ropean Simulation Societies, was set up in 1989. The 
purpose of EUROSIM is to provide a European forum for 
simulation societies and groups to promote advance-
ment of modelling and simulation in industry, research, 
and development.  www.eurosim.info 
Member Societies.   EUROSIM members may be na-
tional simulation societies and regional or international 
societies and groups dealing with modelling and simula-
tion. At present EUROSIM has 15 Full Members and 2 
(3) Observer Members: 

 

ASIM Arbeitsgemeinschaft Simulation 
Austria, Germany, Switzerland 

CEA-SMSG Spanish Modelling and Simulation Group 
Spain 

CROSSIM Croatian Society for Simulation Modeling 
Croatia 

CSSS Czech and Slovak Simulation Society 
Czech Republic, Slovak Republic 

DBSS Dutch Benelux Simulation Society 
Belgium, Netherlands 

FRANCOSIM Société Francophone de Simulation 
Belgium, France 

HSS Hungarian Simulation Society; Hungary 
ISCS Italian Society for Computer Simulation 

Italy 
LIOPHANT LIOPHANT Simulation Club 

Italy & International,  Observer Member 
LSS Latvian Simulation Society; Latvia 
PSCS Polish Society for Computer Simulation 

Poland 
MIMOS Italian Modelling and Simulation  

Association, Italy 
SIMS Simulation Society of Scandinavia 

Denmark, Finland, Norway, Sweden 
SLOSIM Slovenian Simulation Society 

Slovenia 
UKSIM United Kingdom Simulation Society 

UK, Ireland 
KA-SIM Romanian Society for Modelling and Sim-

ulation, Romania, Observer Member 
ROMSIM Romanian Society for Modelling and Sim-

ulation, Romania, Observer Member 
RNSS Russian National Simulation Society 

Russian Federation, Observer Member 
 

EUROSIM Board / Officers.   EUROSIM is governed by a 
board consisting of one representative of each member 
society, president and past president, and representatives 
for SNE Simulation notes Europe. The President is 
nominated by the society organising the next EUROSIM 
Congress. Secretary and Treasurer are elected out of 
members of the Board. 

President Esko Juuso (SIMS) 
esko.juuso@oulu.fi 

Past President Khalid Al.Begain (UKSIM) 
kbegain@glam.ac.uk 

Secretary Borut Zupan i  (SLOSIM) 
borut.zupancic@fe.uni-lj.si 

Treasurer Felix Breitenecker (ASIM) 
felix.breitenecker@tuwien.ac.at 

SNE Repres. Felix Breitenecker 
felix.breitenecker@tuwien.ac.at 

 
SNE – Simulation Notes Europe.   SNE is a scientific 
journal with reviewed contributions as well as a mem-
bership newsletter for EUROSIM with information from 
the societies in the News Section. EUROSIM societies 
are offered to distribute to their members the journal 
SNE as official membership journal. SNE Publishers are 
EUROSIM, ARGESIM and ASIM. 

 

Editor-in-chief Felix Breitenecker 
felix.breitenecker@tuwien.ac.at 

 

 www.sne-journal.org, 
 office@sne-journal.org 

EUROSIM Congress.   EUROSIM is running the triennial 
conference series EUROSIM Congress. The congress is 
organised by one of the EUROSIM societies.  

EUROSIM 2016 will be organised by SIMS in Oulu, Fin-
land, September 16-20, 2016.  

Chairs / Team EUROSIM 2016 

Esko Juuso EUROSIM President, esko.juuso@oulu.fi 
Erik Dahlquist SIMS President, erik.dahlquist@mdh.se 
Kauko Leiviskä EUROSIM 2016 Chair,  
                          kauko.leiviska@oulu.fi 

 

 www.eurosim.info 
 office@automaatioseura.fi 
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EUROSIM Member Societies 
ASIM 
German Simulation Society 
Arbeitsgemeinschaft Simulation 

ASIM (Arbeitsgemeinschaft Simulation) is the associa-
tion for simulation in the German speaking area, servic-
ing mainly Germany, Switzerland and Austria. ASIM 
was founded in 1981 and has now about 700 individual 
members, and 30 institutional or industrial members.  

 www.asim-gi.org with members’ area 
 info@asim-gi.org, admin@asim-gi.org  
 ASIM – Inst. f. Analysis and Scientific Computing 
Vienna University of Technology 
Wiedner Hauptstraße 8-10, 1040 Vienna, Austria 

 

ASIM  Officers  

President Felix Breitenecker 
felix.breitenecker@tuwien.ac.at 

Vice presidents Sigrid Wenzel, s.wenzel@uni-kassel.de 
T. Pawletta, pawel@mb.hs-wismar.de 

Secretary Ch. Deatcu, christina.deatcu@hs-wismar.de
Treasurer Anna Mathe, anna.mathe@tuwien.ac.at
Membership 
Affairs 

S. Wenzel, s.wenzel@uni-kassel.de 
W. Maurer, werner.maurer@zhwin.ch 
Ch. Deatcu, christina.deatcu@hs-wismar.de
F. Breitenecker, felix.breitenecker@tuwien.ac.at 

Universities / 
Research Inst. 

S. Wenzel, s.wenzel@uni-kassel.de 
W. Wiechert, W.Wiechert@fz-juelich.de 
J. Haase, Joachim.Haase@eas.iis.fraunhofer.de 
Katharina Nöh, k.noeh@fz-juelich.de 

Industry S. Wenzel, s.wenzel@uni-kassel.de 
K. Panreck, Klaus.Panreck@hella.com 

Conferences Klaus Panreck Klaus.Panreck@hella.com
 J. Wittmann, wittmann@htw-berlin.de 
Publications Th. Pawletta, pawel@mb.hs-wismar.de 

Ch. Deatcu, christina.deatcu@hs-wismar.de
F. Breitenecker, felix.breitenecker@tuwien.ac.at 

Repr. EUROSIM F. Breitenecker, felix.breitenecker@tuwien.ac.at 
A. Körner, andreas.koerner@tuwien.ac.at 

Education / 
Teaching 

A. Körner, andreas.koerner@tuwien.ac.at 
S. Winkler, stefanie.winkler@tuwien.ac.at 
Katharina Nöh, k.noeh@fz-juelich.de 

Int. Affairs – 
 GI Contact 

N. Popper, niki.popper@drahtwarenhandlung.at 
O. Rose, Oliver.Rose@tu-dresden.de 

Editorial Board 
SNE 

T. Pawletta, pawel@mb.hs-wismar.de 
Ch. Deatcu, christina.deatcu@hs-wismar.de

Web EUROSIM A. Körner, andreas.koerner@tuwien.ac.at 
 Last data update March 2016

ASIM Working Committee 

GMMS Methods in Modelling and Simulation 
Th. Pawletta, pawel@mb.hs-wismar.de 

SUG Simulation in Environmental Systems 
Wittmann, wittmann@informatik.uni-hamburg.de 

STS Simulation of Technical Systems 
H.T.Mammen, Heinz-Theo.Mammen@hella.com 

SPL Simulation in Production and Logistics 
Sigrid Wenzel, s.wenzel@uni-kassel.de 

EDU Simulation in Education/Education in Simulation 
A. Körner, andreas.koerner@tuwien.ac.at 

DATA Working Group Data-driven Simulation in Life  
Sciences; niki.popper@drahtwarenhandlung.at 

 
Working Groups for Simulation in Business Admin-
istration, in Traffic Systems, for Standardisation, 
etc. 

 

CEA-SMSG – Spanish Modelling and 
Simulation Group 
CEA is the Spanish Society on Automation and Control 
and it is the national member of IFAC (International 
Federation of Automatic Control) in Spain. Since 1968 
CEA-IFAC looks after the development of the Automa-
tion in Spain, in its different issues: automatic control, 
robotics, SIMULATION, etc. In order to improve the ef-
ficiency and to deep into the different fields of Automa-
tion. The association is divided into national thematic 
groups, one of which is centered on Modeling, Simula-
tion and Optimization, constituting the CEA Spanish 
Modeling and Simulation Group (CEA-SMSG). It looks 
after the development of the Modelling and Simulation 
(M&S) in Spain, working basically on all the issues 
concerning the use of M&S techniques as essential en-
gineering tools for decision-making and optimization. 

 http://www.ceautomatica.es/grupos/ 
 emilio.jimenez@unirioja.es 

 simulacion@cea-ifac.es 
 CEA-SMSG / Emilio Jiménez, Department of Electrical 
Engineering, University of La Rioja, San José de Calasanz 
31, 26004 Logroño (La Rioja), SPAIN 

CEA - SMSG Officers 
President Emilio Jiménez, 

 emilio.jimenez@unirioja.es 
Vice president Juan Ignacio Latorre juanigna-

cio.latorre@unavarra.es 
Repr. EUROSIM Emilio Jiminez, emilio.jimenez@unirioja.es
Edit. Board SNE Emilio Jiminez, emilio.jimenez@unirioja.es
Web EUROSIM Mercedes Perez mercedes.perez@unirioja.es

Last data update March 2016
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CROSSIM  – Croatian Society for 
Simulation Modelling 
CROSSIM-Croatian Society for Simulation Modelling 
was founded in 1992 as a non-profit society with the 
goal to promote knowledge and use of simulation me-
thods and techniques and development of education. 
CROSSIM is a full member of EUROSIM since 1997. 

 www.eurosim.info 
 vdusak@foi.hr 
 CROSSIM / Vesna Dušak 

Faculty of Organization and   
Informatics Varaždin, University of Zagreb 
Pavlinska 2, HR-42000 Varaždin, Croatia 

CROSSIM  Officers 
President Vesna Dušak, vdusak@foi.hr  
Vice president Jadranka Božikov, jbozikov@snz.hr 
Secretary Vesna Bosilj-Vukši , vbosilj@efzg.hr 
Executive board 
members 

Vlatko eri , vceric@efzg.hr 
Tarzan Legovi , legovic@irb.hr 

Repr. EUROSIM Jadranka Božikov, jbozikov@snz.hr 
Edit. Board SNE Vesna Dušak, vdusak@foi.hr 
Web EUROSIM Jadranka Bozikov, jbozikov@snz.hr 

 Last data update December2012

 

 

 

 

CSSS – Czech and Slovak 
Simulation Society 

CSSS -The Czech and Slovak Simulation Society has 
about 150 members working in Czech and Slovak nation-
al scientific and technical societies (Czech Society for 
Applied Cybernetics and Informatics, Slovak Society for 
Applied Cybernetics and Informatics). The main objec-
tives of the society are: development of education and 
training in the field of modelling and simulation, organis-
ing professional workshops and conferences, disseminat-
ing information about modelling and simulation activities 
in Europe. Since 1992, CSSS is full member of EU-
ROSIM. 

 www.fit.vutbr.cz/CSSS 
 snorek@fel.cvut.cz 

 CSSS / Miroslav Šnorek, CTU Prague 
FEE, Dept. Computer Science and Engineering, 
Karlovo nam. 13, 121 35 Praha 2, Czech Republic 

CSSS  Officers 
President Miroslav Šnorek, snorek@fel.cvut.cz 
Vice president Mikuláš Alexík, alexik@frtk.fri.utc.sk 
Treasurer Evžen Kindler, ekindler@centrum.cz 
Scientific Secr. A. Kavi ka, Antonin.Kavicka@upce.cz 
Repr. EUROSIM Miroslav Šnorek, snorek@fel.cvut.cz 
Deputy Mikuláš Alexík, alexik@frtk.fri.utc.sk 
Edit. Board SNE Mikuláš Alexík, alexik@frtk.fri.utc.sk 
Web EUROSIM Petr Peringer, peringer@fit.vutbr.cz 

Last data update December2012

DBSS – Dutch Benelux Simulation Society 
The Dutch Benelux Simulation Society (DBSS) was 
founded in July 1986 in order to create an organisation 
of simulation professionals within the Dutch language 
area. DBSS has actively promoted creation of similar 
organisations in other language areas. DBSS is a mem-
ber of EUROSIM and works in close cooperation with its 
members and with affiliated societies.  

 www.eurosim.info 
 a.w.heemink@its.tudelft.nl 
 DBSS / A. W. Heemink 
Delft University of Technology, ITS - twi, 
Mekelweg 4, 2628 CD Delft, The Netherlands 

www.DutchBSS.org 

DBSS Officers 
President A. Heemink, a.w.heemink@its.tudelft.nl 
Vice president M. Mujica Mota, m.mujica.mota@hva.nl
Treasurer M. Mujica Mota, m.mujica.mota@hva.nl
Secretary P. M. Scala, p.m.scala@hva.nl 
Repr. EUROSIM M. Mujica Mota, m.mujica.mota@hva.nl
Edit. SNE/Web M. Mujica Mota, m.mujica.mota@hva.nl

Last data update March 2016

FRANCOSIM – Société Francophone de 
Simulation 
FRANCOSIM was founded in 1991 and aims to the pro-
motion of simulation and research, in industry and aca-
demic fields. Francosim operates two poles. 

• Pole Modelling and simulation of discrete event 
systems. Pole Contact: Henri Pierreval, pierre-
va@imfa.fr 

• Pole Modelling and simulation of continuous sys-
tems. Pole Contact: Yskandar Hamam, 
y.hamam@esiee.fr 
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 www.eurosim.info 
 y.hamam@esiee.fr 
 FRANCOSIM / Yskandar Hamam 
Groupe ESIEE, Cité Descartes, 
BP 99, 2 Bd. Blaise Pascal, 
93162 Noisy le Grand CEDEX, France 

FRANCOSIM Officers 
President Karim Djouani, djouani@u-pec.fr 
Treasurer François Rocaries, f.rocaries@esiee.fr 
Repr. EUROSIM Karim Djouani, djouani@u-pec.fr 
Edit. Board SNE Karim Djouani, djouani@u-pec.fr 

 Last data update December2012

HSS – Hungarian Simulation Society 
The Hungarian Member Society of EUROSIM was estab-
lished in 1981 as an association promoting the exchange 
of information within the community of people involved 
in research, development, application and education of 
simulation in Hungary and also contributing to the en-
hancement of exchanging information between the 
Hungarian simulation community and the simulation 
communities abroad. HSS deals with the organization of 
lectures, exhibitions, demonstrations, and conferences. 

 www.eurosim.info 
 javor@eik.bme.hu 
 HSS / András Jávor,  
Budapest Univ. of Technology and Economics,  
Sztoczek u. 4, 1111 Budapest, Hungary 

HSS Officers 
President András Jávor, javor@eik.bme.hu 
Vice president Gábor Sz cs, szucs@itm.bme.hu 
Secretary Ágnes Vigh, vigh@itm.bme.hu 
Repr. EUROSIM András Jávor, javor@eik.bme.hu 
Deputy Gábor Sz cs, szucs@itm.bme.hu 
Edit. Board SNE András Jávor, javor@eik.bme.hu 
Web EUROSIM Gábor Sz cs, szucs@itm.bme.hu 

 Last data update March 2008

ISCS – Italian Society for Computer 
Simulation 
The Italian Society for Computer Simulation (ISCS) is a 
scientific non-profit association of members from indus-
try, university, education and several public and research 
institutions with common interest in all fields of com-
puter simulation. 

 www.eurosim.info 
 Mario.savastano@uniina.at 
 ISCS / Mario Savastano, 
c/o CNR - IRSIP, 
Via Claudio 21, 80125 Napoli, Italy 

ISCS Officers 
President M. Savastano, mario.savastano@unina.it
Vice president F. Maceri, Franco.Maceri@uniroma2.it 
Repr. EUROSIM F. Maceri, Franco.Maceri@uniroma2.it 
Secretary Paola Provenzano,  

paola.provenzano@uniroma2.it 
Edit. Board SNE M. Savastano, mario.savastano@unina.it

Last data update December2010

 
 

 
LIOPHANT Simulation 

Liophant Simulation is a non-profit association born in 
order to be a trait-d'union among simulation developers 
and users; Liophant is devoted to promote and diffuse 
the simulation techniques and methodologies; the Asso-
ciation promotes exchange of students, sabbatical years, 
organization of International Conferences, courses and 
internships focused on M&S applications.  

 www.liophant.org 
 info@liophant.org 

 LIOPHANT Simulation, c/o Agostino G. Bruzzone, 
DIME, University of Genoa, Savona Campus 
via Molinero 1, 17100 Savona (SV), Italy 

LIOPHANT Officers 
President A.G. Bruzzone, agostino@itim.unige.it 
Director E. Bocca, enrico.bocca@liophant.org 
Secretary A. Devoti, devoti.a@iveco.com 
Treasurer Marina Masseimassei@itim.unige.it 
Repr. EUROSIM A.G. Bruzzone, agostino@itim.unige.it 
Deputy F. Longo, f.longo@unical.it 
Edit. Board SNE F. Longo, f.longo@unical.it  
Web EUROSIM F. Longo, f.longo@unical.it 

Last data update March 2016
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LSS – Latvian Simulation Society 
The Latvian Simulation Society (LSS) has been founded 
in 1990 as the first professional simulation organisation 
in the field of Modelling and simulation in the post-
Soviet area. Its members represent the main simulation 
centres in Latvia, including both academic and industri-
al sectors. 

 briedis.itl.rtu.lv/imb/ 
 merkur@itl.rtu.lv 
 LSS / Yuri Merkuryev, Dept. of Modelling 
and Simulation Riga Technical University 
Kalku street 1, Riga, LV-1658, LATVIA 

 

LSS Officers 
President Yuri Merkuryev, merkur@itl.rtu.lv 
Secretary Artis Teilans, Artis.Teilans@exigenservices.com

Repr. EUROSIM Yuri Merkuryev, merkur@itl.rtu.lv 

Deputy Artis Teilans, Artis.Teilans@exigenservices.com

Edit. Board SNE Yuri Merkuryev, merkur@itl.rtu.lv 

Web EUROSIM Vitaly Bolshakov, vitalijs.bolsakovs@rtu.lv 
 Last data update March 2016

PSCS – Polish Society for Computer 
Simulation 
PSCS was founded in 1993 in Warsaw. PSCS is a scien-
tific, non-profit association of members from universi-
ties, research institutes and industry in Poland with 
common interests in variety of methods of computer 
simulations and its applications. At present PSCS counts 
257 members. 

 www.ptsk.man.bialystok.pl 
 leon@ibib.waw.pl 
 PSCS / Leon Bobrowski, c/o IBIB PAN, 
ul. Trojdena 4 (p.416), 02-109 Warszawa, Poland 

 
PSCS Officers 
President Leon Bobrowski, leon@ibib.waw.pl 
Vice president Tadeusz Nowicki,  

Tadeusz.Nowicki@wat.edu.pl 
Treasurer Z. Sosnowski, zenon@ii.pb.bialystok.pl 
Secretary Zdzislaw Galkowski, 

Zdzislaw.Galkowski@simr.pw.edu.pl
Repr. EUROSIM Leon Bobrowski, leon@ibib.waw.pl 
Deputy Tadeusz Nowicki, tadeusz.nowicki@wat.edu.pl 
Edit. Board SNE Zenon Sosnowski, z.sosnowski@pb.ed.pl 
Web EUROSIM Magdalena Topczewska  

m.topczewska@pb.edu.pl 
 Last data update December2013

SIMS – Scandinavian Simulation Society 
SIMS is the Scandinavian Simulation Society with 
members from the four Nordic countries Denmark, Fin-
land, Norway and Sweden. The SIMS history goes back 
to 1959. SIMS practical matters are taken care of by the 
SIMS board consisting of two representatives from each 
Nordic country (Iceland one board member). 

 
SIMS Structure. SIMS is organised as federation of re-
gional societDjouaniies. There are FinSim (Finnish 
Simulation Forum), DKSIM (Dansk Simuleringsforen-
ing) and NFA (Norsk Forening for Automatisering). 

 
 www.scansims.org 
 esko.juuso@oulu.fi 
 SIMS / SIMS / Erik Dahlquist, School of Business, Socie-
ty and Engineering, Department of Energy, Building and 
Environment, Mälardalen University, P.O.Box 883, 72123 
Västerås, Sweden 

 
SIMS Officers 
President Erik Dahlquist, erik.dahlquist@mdh.se 
Vice president Bernd Lie, lie@hit.noe 
Treasurer Vadim Engelson,  

vadim.engelson@mathcore.com 
Repr. EUROSIM Erik Dahlquist, erik.dahlquist@mdh.se 
Edit. Board SNE Esko Juuso, esko.juuso@oulu.fi 
Web EUROSIM Vadim Engelson,  

vadim.engelson@mathcore.com 
Last data update March 2016

 
 

 

SLOSIM – Slovenian Society 
for Simulation and 
Modelling 

SLOSIM - Slovenian Society for Simulation and Mod-
elling was established in 1994 and became the full 
member of EUROSIM in 1996. Currently it has 69 mem-
bers from both slovenian universities, institutes, and in-
dustry. It promotes modelling and simulation approach-
es to problem solving in industrial as well as in academ-
ic environments by establishing communication and co-
operation among corresponding teams. 

 
 www.slosim.si 
 slosim@fe.uni-lj.si 
 SLOSIM / Vito Logar, Faculty of Electrical  
Engineering, University of Ljubljana,  
Tržaška 25, 1000 Ljubljana, Slovenia 
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SLOSIM Officers 
President Vito Logar, vito.logar@fe.uni-lj.si  
Vice president Božidar Šarler, bozidar.sarler@ung.si 
Secretary Aleš Beli , ales.belic@sandoz.com 
Treasurer Milan Sim i , milan.simcic@fe.uni-lj.si 
Repr. EUROSIM B. Zupan i , borut.zupancic@fe.uni-lj.si 
Deputy Vito Logar, vito.logar@fe.uni-lj.si
Edit. Board SNE B. Zupan i , borut.zupancic@fe.uni-lj.si  

Vito Logar, vito.logar@fe.uni-lj.si  
Blaž Rodi , blaz.rodic@fis.unm.si 

Web EUROSIM Vito Logar, vito.logar@fe.uni-lj.si 
 Last data update March 2016

UKSIM - United Kingdom Simulation Society 
The UK Simulation Society is very active in organizing 
conferences, meetings and workshops. UKSim holds its 
annual conference in the March-April period. In recent 
years the conference has always been held at Emmanuel 
College, Cambridge. The Asia Modelling and Simula-
tion Section (AMSS) of UKSim holds 4-5 conferences 
per year including the EMS (European Modelling Sym-
posium), an event mainly aimed at young researchers, 
organized each year by UKSim in different European 
cities.  
Membership of the UK Simulation Society is free to 
participants of any of our conferences and thier co-
authors.  

 
 www.uksim.org.uk 
 david.al-dabass@ntu.ac.uk 
 UKSIM / Prof. David Al-Dabass 
Computing & Informatics,  
Nottingham Trent University 
Clifton lane, Nottingham, NG11 8NS 
United Kingdom 

 

UKSIM Officers 
President David Al-Dabass, 

david.al-dabass@ntu.ac.uk 
Secretary A. Orsoni, A.Orsoni@kingston.ac.uk
Treasurer A. Orsoni, A.Orsoni@kingston.ac.uk 
Membership chair G. Jenkins, glenn.l.jenkins@smu.ac.uk 
Local/Venue chair Richard Cant, richard.cant@ntu.ac.uk 
Repr. EUROSIM A. Orsoni, A.Orsoni@kingston.ac.uk 
Deputy G. Jenkins, glenn.l.jenkins@smu.ac.uk
Edit. Board SNE A. Orsoni, A.Orsoni@kingston.ac.uk 

 Last data update March 2016

 
 

RNSS – Russian Simulation Society 
NSS - The Russian National Simulation Society 
(    -

 – ) was officially registered in Russian 
Federation on February 11, 2011. In February 2012 NSS 
has been accepted as an observer member of EUROSIM, 
and in 2014 RNSS has become full member. 

 www.simulation.su 
 yusupov@iias.spb.su 
 RNSS / R. M. Yusupov,  
St. Petersburg Institute of Informatics and Automation 
RAS, 199178, St. Petersburg, 14th lin. V.O, 39  

RNSS Officers 
President R. M. Yusupov, yusupov@iias.spb.su 
Chair Man. Board A. Plotnikov, plotnikov@sstc.spb.ru 
Secretary M. Dolmatov, dolmatov@simulation.su 

Repr. EUROSIM R.M. Yusupov, yusupov@iias.spb.su  
Y. Senichenkov, se-

nyb@dcn.icc.spbstu.ru 
Deputy B. Sokolov, sokol@iias.spb.su 
Edit. Board SNE Y. Senichenkov, 

senyb@dcn.icc.spbstu.ru 
Last data update March 2016

EUROSIM OBSERVER MEMBERS 

KA-SIM Kosovo Simulation Society 
Kosova Association for Modeling and Simulation (KA – 
SIM, founded in 2009), is part of Kosova Association of 
Control, Automation and Systems Engineering (KA – 
CASE). KA – CASE was registered in 2006 as non Profit 
Organization and since 2009 is National Member of 
IFAC – International Federation of Automatic Control. 
KA-SIM joined EUROSIM as Observer Member in 
2011. In 2016, KA-SIM has applied for full membership 
KA-SIM has about 50 members, and is organizing the in-
ternational conference series International Conference in 
Business, Technology and Innovation, in November, in 
Durrhes, Albania, an IFAC Simulation workshops in 
Pristina. 
 

  www.ubt-uni.net/ka-case 
  ehajrizi@ubt-uni.net 
 MOD&SIM KA-CASE;       Att. Dr. Edmond Hajrizi 

      Univ. for Business and Technology (UBT) 
      Lagjja Kalabria p.n., 10000 Prishtina, Kosovo 
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KA-SIM Officers 
President Edmond Hajrizi, ehajrizi@ubt-uni.net 
Vice president Muzafer Shala, info@ka-sim.com 
Secretary Lulzim Beqiri, info@ka-sim.com 
Treasurer Selman Berisha, info@ka-sim.com 
Repr. EUROSIM Edmond Hajrizi, ehajrizi@ubt-uni.net 
Deputy Muzafer Shala, info@ka-sim.com 
Edit. Board SNE Edmond Hajrizi, ehajrizi@ubt-uni.net 
Web EUROSIM Betim Gashi, info@ka-sim.com 

 Last data update March 2016

ROMSIM – Romanian Modelling and 
Simulation Society 
ROMSIM has been founded in 1990 as a non-profit so-
ciety, devoted to theoretical and applied aspects of mod-
elling and simulation of systems. ROMSIM currently 
has about 100 members from Romania and Moldavia. 

 www.ici.ro/romsim/ 
 sflorin@ici.ro 
 ROMSIM / Florin Hartescu,  
National Institute for Research in Informatics, Averescu 
Av. 8 – 10, 71316 Bucharest, Romania 

 
ROMSIM Officers 
President  
Vice president Florin Hartescu, flory@ici.ro 

Marius Radulescu, mradulescu@ici.ro 
Repr. EUROSIM Florin Stanciulescu, sflorin@ici.ro 
Deputy Marius Radulescu, mradulescu@ici.ro 
Edit. Board SNE  
Web EUROSIM Zoe Radulescu, radulescu@ici.ro 

 Last data update partly March 2016

 

MIMOS – Italian Modelling and 
Simulation Association 
MIMOS (Movimento Italiano Modellazione e Simula-
zione – Italian Modelling and Simulation Association) is 
the Italian association grouping companies, profession-
als, universities, and research institutions working in the 
field of modelling, simulation, virtual reality and 3D, 
with the aim of enhancing the culture of ‘virtuality’ in 
Italy, in every application area.  
MIMOS has submitted application for membership in 
EUROSIM (Observer Member). 

 
 www.mimos.it 
 roma@mimos.it – info@mimos.it 

 MIMOS – Movimento Italiano Modellazione e Simulazio-
ne;  via Ugo Foscolo 4, 10126 Torino – via Laurentina 
760, 00143 Roma 

MIMOS Officers 
President Paolo Proietti, roma@mimos.it 
Secretary Davide Borra, segreteria@mimos.it 
Treasurer Davide Borra, segreteria@mimos.it 
Repr. EUROSIM Paolo Proietti, roma@mimos.it 
Deputy Agostino Bruzzone, agosti-

no@itim.unige.it 
Edit. Board SNE Paolo Proietti, roma@mimos.it 

Last data update March 2016

 
Albanian Simulation Society 
At department of Statistics and Applied Informatics, 
Faculty of Economy, University of Tirana, Prof. Dr. 
Kozeta Sevrani at present is setting up an Albanian 
Simulation Society. Kozeta Sevrani, professor of Com-
puter Science and Management Information Systems, 
and head of the Department of Mathematics, Statistics 
and Applied Informatic, has attended a EUROSIM 
board meeting in Vienna and has presented simulation 
activities in Albania and the new simulation society. 
The society – constitution and bylaws are at work - will 
be involved in different international and local simula-
tion projects, and will be engaged in the organisation of 
the conference series ISTI – Information Systems and 
Technology. The society intends to become a EU-
ROSIM Observer Member. 

 
 kozeta.sevrani@unitir.edu.al 
  Albanian Simulation Goup, attn. Kozeta Sevrani 
University of Tirana, Faculty of Economy  
 rr. Elbasanit,  Tirana 355  Albania 

 

Albanian Simulation Society-  Officers (Planned) 
President Kozeta Sevrani,  

kozeta.sevrani@unitir.edu.al 
Secretary  
Treasurer  
Repr. EUROSIM Kozeta Sevrani,  

kozeta.sevrani@unitir.edu.al 
Edit. Board SNE Albana Gorishti,  

albana.gorishti@unitir.edu.al 
Majlinda Godolja,  

majlinda.godolja@fshn.edu.al 
Last data update March 2016
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 Simulation in Production und Logistics 2015 - 16. ASIM-Fachtagung Simulation in Produktion und Logistik 
M. Raabe, U. Clausen (Hrsg.); ISBN 978-3-8396-0936-1, Stuttgart: Fraunhofer Verlag, 2015. (O. P.) 

 Simulation in Produktion und Logistik 2013: Entscheidungsunterstützung von der Planung bis zur Steuerung 
W. Dangelmaier, C. Laroque, A. Klaas (Hrsg.); ISBN 978-3-942647-35-9, HNI-Verlagsschriftenreihe,  
Heinz Nixdorf Institut, Paderborn, 2013 (O. P.) 

 Modellierung, Regelung und Simulation in Automotive und Prozessautomation – Proc. 5. ASIM-Workshop 
Wismar 2011. C. Deatcu, P. Dünow, T. Pawletta, S. Pawletta (eds.), ISBN 978-3-901608-36-0,  
ASIM/ARGESIM, Wien, 2011 (O. A.) 

 Simulation in Produktion und Logistik 2010: Integrationsaspekte der Simulation - Technik, Organisation und 
Personal. G. Zülch, P. Stock, (Hrsg.), ISBN 978-3-86644-558-1, KIT Scientific Publ. Karlsruhe, 2010 (O.P.) 
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 Simulation und Optimierung in Produktion und Logistik – Praxisorientierter Leitfaden mit Fallbeispielen. 
L. März, W. Krug, O. Rose, G. Weigert , G. (Hrsg.); ISBN 978-3-642-14535-3, Springer, 2011 (O.P.) 

 Verifikation und Validierung für die Simulation in Produktion und Logistik - Vorgehensmodelle und Techniken. 
M. Rabe, S. Spieckermann, S. Wenzel (eds.); ISBN: 978-3-540-35281-5, Springer, Berlin, 2008 (O. P.) 

 Qualitätskriterien für die Simulation in Produktion und Logistik – Planung und Durchführung von 
Simulationsstudien.   S. Wenzel, M. Weiß, S. Collisi – Böhmer, H. Pitsch, O. Rose (Hrsg.); 
ISBN: 978-3-540-35281-5, Springer, Berlin, 2008 
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 P. Einzinger: A Comparative Analysis of System Dynamics and Agent-Based Modelling for  
Health Care Reimbursement Systems.  
FBS 25, ASIM/ARGESIM Vienna, 2014; ISBN 978-3-901608-75-9, ARGESIM Report 75 (O. A.) 

 M. Bruckner: Agentenbasierte Simulation von Personenströmen mit unterschiedlichen Charakteristiken  
FBS 24, ASIM/ARGESIM Vienna, 2014; ISBN 978-3-901608-74-2, ARGESIM Report 74 (O. A.) 

 S. Emrich: Deployment of Mathematical Simulation Models for Space Management  
FBS 23, ASIM/ARGESIM Vienna, 2013; ISBN 978-3-901608-73-5, ARGESIM Report 73 (O. A.) 

 G. Maletzki: Rapid Control Prototyping komplexer und flexibler Robotersteuerungen auf Basis des  
SBC-Ansatzes. FBS 22, ASIM/ARGESIM Vienna, 2014; ISBN 978-3-901608-72-8, ARGESIM Report 72 (O. A.) 

 X. Descovich: Lattice Boltzmann Modeling and Simulation of Incompressible Flows in Distensible Tubes for 
Applications in Hemodynamics 
FBS 21, ASIM/ARGESIM Vienna, 2012; ISBN 978-3-901608-71-1, ARGESIM Report 71 (O. A.) 

 F. Miksch: Mathematical Modeling for New Insights into Epidemics by Herd Immunity and Serotype Shift 
FBS 20, ASIM/ARGESIM Vienna, 2012; ISBN 978-3-901608-70-4, ARGESIM Report 70 (O. A.) 

 S. Tauböck: Integration of Agent Based Modelling in DEVS for Utilisation Analysis: The MoreSpace Project  
at TU Vienna; FBS 19, ASIM/ARGESIM Vienna, 2012; ISBN 978-3-901608-69-8, ARGESIM Report 69 (O. A.) 

 Ch. Steinbrecher: Ein Beitrag zur prädiktiven Regelung verbrennungsmotorischer Prozesse 
FBS 18, ASIM/ARGESIM Vienna, 2010; ISBN 978-3-901608-68-1, ARGESIM Report 68 (O. A.) 

 O. Hagendorf: Simulation-based Parameter and Structure Optimisation of Discrete Event Systems 
FBS 17, ASIM/ARGESIM Vienna, 2010; ISBN 978-3-901608-67-4, ARGESIM Report 67 (O. A.) 

 
 
Orders via ASIM (O. A.) or via Publisher (O. P.): 
ASIM/ARGESIM Office Germany, Hochschule Wismar, PF 1210, 23952 Wismar, Germany 
ASIM/ARGESIM Geschäftsstelle Österreich, c/o DWH, Neustiftgasse 57, 1040 Vienna, Austria 
Download (some books) via ASIM webpage in preparation 
Info: www.asim-gi.org, info@asim-gi.org 
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Über eine Million Menschen weltweit sprechen
MATLAB. Ingenieure und Wissenschaftler in
allen Bereichen – von der Luft- und Raumfahrt
über die Halbleiterindustrie bis zur Bio-
technologie, Finanzdienstleistungen und
Geo- und Meereswissenschaften – nutzen
MATLAB, um ihre Ideen auszudrücken.
Sprechen Sie MATLAB?

Modellierung eines elektrischen
Potentials in einem Quantum Dot.  

Dieses Beispiel finden Sie unter:
www.mathworks.de/ltc

®

Parlez-vous 
MATLAB?


