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Abstract. Breast cancer is a chronic disease which has
been classified as a cancer type having one of the highest
mortality rates. An early and accurate diagnosis of any
chronic disease plays an important role and can be life-
saving. Numerous research articles state that the role of
computerized diagnostic tools supporting the decision
making in diagnosis of chronic diseases has increased
over the past decade. The presented study implements
and evaluates three different artificial neural networks in
form of supervised radial basis networks (RBN). The
performance of the RBN's in regards to different center
selection methods using different clustering algorithm
are evaluated with the help of the Wisconsin breast can-
cer dataset (WBCD) by UCI machine learning repository.

Introduction

Cancer is a disease where the neoplasm or the tumor
cells show uncontrolled death which leads to formation
of a mass or lumps [1], [2]. Today clinicians face the
challenge to screen almost 200 different types of cancer
[3]. In regards to breast cancer the World Cancer fact-
sheet [4] lists it as the second most diagnosed cancer
across the globe along with the second highest mortality
rate. The regain of a healthy state of patients in case of
chronic illness depends on an early detection as well as
on a proper treatment. The most common methods for
breast cancer diagnosis are: (1) surgical biopsy and (2)
fine needle aspiration cytology (FNAC).

The physician experience and analytical skills are
part of the subset for accurate diagnosis of breast can-
cer. One of the earliest computerized implementation
for cancer diagnosis dates back to 1995 using a linear
programming approach [5]. During the following dec-
ade several machine learning and data mining imple-
mentation followed. The positive results of those im-
plementations led to an increase in usage of such com-
puterized tools and underlined the promising nature of
computer assisted diagnosis for chronic disease.

Machine learning like artificial neural networks
(ANN’s) and support vector machine (SVM) have been
proven accurate and fast enough for the disease diagno-
sis. ANN is a soft computing approach, which processes
the input data in an adaptive way, i.e. the designed algo-
rithm involves ‘learning’ from the past information.
After learning, the designed ANN can be specifically
used for classification of patterns or prediction or fore-
casting. ANN has become an accurate method for anal-
ysis of clinical data for diagnosis purposes in the linear
and non-linear domain [6], [7], [8], [9].

In this research study, RBNs were used for the anal-
ysis of breast cancer. The fast learning rate and unique
design in its own class makes RBN more dominant in
some of the applications than conventional multilayer
perceptron networks (MLP). This study involves im-
plementation and evaluation of three different RBN’s
using supervised learning methods in regards to their
centers selection methods:

1. Fixed selection of centers at random [10]

2. Selection of centers using the default k-means algo-
rithm of MATLAB — proposed method

3. Selection of centers using ‘customized’ k-means al-
gorithm — proposed method
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The main reason behind choosing the supervised
learning algorithm is the accuracy obtained in the end
stage when compared to that of an unsupervised meth-
od. One of the examples representing dominance of
supervised RBN over unsupervised RBN was described
in [11].

The breast cancer data used for this study is the
Wisconsin Breast Cancer Dataset (WBCD) from the
University of California Irvin (UCI) Machine Learning
Repository [12].

This paper is organized as follows: Section 1 gives
the background information on radial basis networks,
WBCD data and the previous work using it. Section 2
describes the methods used for this study with subsec-
tions explaining all three designs and its implementa-
tion. The results obtained are discussed in Section 3
followed by summary of this study in Section 4.

1 Background

1.1 Wisconsin breast cancer dataset:

In this research study, the Wisconsin breast cancer da-
taset available on [12] was used for breast cancer analy-
sis using a RBN. The original data consists of record-
ings from 699 patients towards their FNAC findings
which accumulates 9 different attributes on a scale of
0 — 10. In each of the data 10 was classified as most
abnormal value and 1 as most normal value, also the
class labeled for diagnosis was assigned, ‘2’ stands for
benign and ‘4’ for malignant breast cancer. According
to WBCD original data out of 699 patients, 458 pa-
tients were classified into the benign class cancer and
241 as malignant. The FNAC recorded attributes are as
follows:

e Clump thickness

¢ Uniformity of cell size

o Uniformity of cell shape
e Marginal adhesion

¢ Single epithelial cell size
¢ Bar nucleoli

¢ Bland chromatin

¢ Normal nucleoli

e Mitoses
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In the pre-processing part of the data, the original
WBCD data available on [12] contains a total of 16
instances having missing attributes value, thus they have
been eliminated from the database before implementing
of the RBN. The output class of ‘4’ as malignant breast
cancer was changed to ‘1°, which states a new set of
class values i.e. ‘1’ representing malignant and ‘2’ rep-
resenting benign. The same data was also normalized
from 0 — 1 scale using a minmax method.

1.2 Radial Basis Networks:

A radial basis function is a function whose output value
depends on its distance from a center ‘c’.
The activation function of RBN is given as:

@ = fllx—cll (1)

@ = activation function
x = input value
¢ = center of the radial neuron

Radial basis function networks (RBFN) possess a radial
symmetric property in regards to their own centers and
are a subset network of MLP’s. RBFN have a different
design and algorithm, it works on analysis of the data
during a learning process and applying a ‘best fit” ap-
proach during a testing phase.

Hidden layer

Input layer

Figure 1: Basic schematic of Radial basis function
network [13].

As shown in Figure 1 the construction of a basic RBFN
consist of the three different layers:

1. Input Layer: The layer which acts as the source node
for the input data.

2. Hidden Layer: It is layer having high number of neu-
rons with a basis function working as the network ac-
tivation function.

3. Output Layer: It acts as a sink in the network, giving
an output response for the given input data.




Considering all above design constraints, the output
response of the radial basis network is given as:

y= Z wij. @i(x) ()
Yy = output response of network
¢ = activation function
X = input value
¢ = center of radial neuron

w;; = weight of output layer

For a Gaussian RBF the activation function is given for
a spread value o of the radial neuron as:

llx—cll*
(p = e_ 2072 (3)

The most versatile characteristic of RBFN is that the
mapping between input to hidden layer is nonlinear
whereas it is linear between the hidden-output layer [10].

1.3 Previous works on WBCD data:

The breast cancer diagnosis on WBCD data performed
at the University Of Sydney, Australia achieved a
94.74% accuracy using a C4.5 decision tree algorithm
[14]. Researchers at University of Veszprem, Hungary
have obtained an overall accuracy of 95.57% using a
fuzzy clustering method [15] whereas researchers at
Swiss Federal Institute of Technology, Switzerland have
obtained accuracy 97.36% using a fuzzy genetic algo-
rithm [16]. Researcher at the Tobb University of Eco-
nomics and Technology, Turkey has demonstrated a
SVM machine learning approach which yielded an
overall accuracy of 99.54% [17] where on other side a
100% accuracy was obtained using a Rough subset
theory by SVM at University Changchun, China [18].
When focusing on RBN methods, researcher from the
Indian Institute of Management and Technology, India
obtained an accuracy of 49.79% [19], on the other hand
researchers at the Yildiz Technical University, Turkey
achieved an accuracy of 96.18% [20].

2 Methods and Implementation

As mentioned in Section 1.2, radial basis networks are
symmetric to its own center(s), and the output value
depends on the distance between input value and the
respective center.
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Thus, the determination of the center value plays a
critical role in the performance of supervised RBN’s. In
this research study three methods regarding the selec-
tion of centers of radial neurons were implemented and
their obtained results were compared to each other.

2.1 Algorithm 1: Fixed selection of centers at
random

In this supervised learning method the random selection
of center(s) method described in [10] was used. This
was implemented in the form of a radial basis network
supervised algorithm present in MATLAB neural net-
work toolbox. The basic steps involved in this method
are summarized as follows.

1. Selection of RBN architecture
2. Initialization of network

3. Training of network

4. Validation of the network

5. Test of network

6. Presentation of results

Here the WBCD data for supervised learning were ran-
domly divided for analysis into 70% training, 15% val-
idation and 15% test dataset.

2.2 Algorithm 2: Selection of centers by
default k-means algorithm

The second RBN implementation was also done in
MATLAB, but without the neural network toolbox.
First a statistical test was used for the determination of a
‘Silhouette Index’ to calculate the best possible ‘k’
value for a k-means clustering on the WBCD data. For
this study ‘k = 2’ was obtained, so two clusters of data
will be implemented for this algorithm.

The main aim of using the k-means algorithm in this
method is to determine the cluster centers for each cate-
gory input. In this method the default k-means algo-
rithm of MATLAB to determine center values is used. It
was followed by the design of a supervised RBN for the
WBCD analysis. The steps involved in this method are
listed as follows:
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1. Determination of Silhouette index

2. Perform k-means clustering to determine the centers
of input value

3. Calculation of 1/20z term in activation function, where
o represents the spread value of radial part

4. Calculate the output activation of radial neurons over
Inputs

5. Determination of output weights using pseudoinverse
method

6. Evaluation of RBN response

7. Presentation of results.

2.3 Algorithm 3: Selection of centers by
modified k-means algorithm

This last RBN was also implemented using MATLAB
without using the neural network toolbox. The main aim
of using a k-means algorithmic approach in this method
was to determine the centers for the input categorical
data. Furthermore, after a successful determination of a
center value using a modified kmeans approach, a su-
pervised RBN was implemented.

The difference between ‘Algorithm 2’ and ‘Algo-
rithm 3’ is the method used to calculate the k-means. In
Algorithm 2, the given algorithm of MATLAB was
used, whereas in ‘Algorithm 3’ a customized k-means
approach was designed for the determination of the
centers value. The methodological step number 2 to 7
presented in Algorithm 2 in Section 2.2 are same to
analyze the WBCD cancer data. The following steps
represent the customized k-means algorithm for deter-
mination of centers:

1. Determination of number of unique category in target
for determining value for k-means

2. Selection of Centers per categorial data
3. Selection of intial centroids

4. Perform k-means over iterative loop
5.Remove, if any empty clusters present

6.Find the closest centroid to determine membership
class.

The performance measure for all three implemented
supervised RBN algorithms was the overall accuracy
obtained in regards to the total classification rate. The
overall accuracy obtained for all three supervised algo-
rithms/methods for centers' determination were com-
pared.
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3 Results and Discussion

3.1 Results of Algorithm 1: Fixed selection of
centers at random

The used RBN algorithm in this method for selection of
centers is described in [10]. The fixed centers from the
categorical input data at random are selected in this
method. The algorithm was implemented in MATLAB
7.10 with use of neural network toolbox. The nine dif-
ferent categorical inputs presented in Section 1.1 were
taken as the input to the RBN model. The key factor
which influences the performance of RBN model is the
‘spread’ value and centers of the given input data. Here
in this method, we have selected centers randomly as
mentioned and best spread value was determined using
‘spread over loop’ method. The following response was
obtained when network was simulated with ‘loop over
spread’ method.

The results of implemented model obtained highest
overall accuracy rate at spread value of 0.7 represented
in Figure 2.

Supervised RBFN analysis for WBCD data
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Figure 2: Classification analysis v/s spread values of
RBN model.

The following tables, Table 1 and Table 2 represent the
confusion matrix obtained through Algorithm 1during
training and testing phase.

Training Dataset

Actual Class Predicted Class
Positive (Malig- Negative (Benign)
nant) = 195 =285

Positive (Malig- 195 0

nant) = 195

Negative (Benign) 0 285

=285

Table 1: Results of Training phase- Algorithm 1.
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Test Dataset

Actual Class Predicted Class

Positive (Malig- Negative (Benign)

nant) = 195 =285
Positive (Malig- 20 1
nant) = 21
Negative (Benign) 1 78
=79

Table 2: Results of Testing phase- Algorithm 1.

The total accuracy for the analysis of results obtained is
calculated as:
TP+TN

T A=y FP+FN+ TN

* 100% 4)

TA = Total accuracy

TP = True Positive value
TN = True Negative value
FP = False Positive value
FN = False Negative value

The overall accuracy of 100% for the training and vali-
dation and 98% for the testing data set was obtained.

3.2 Results of Algorithm 2: Selection of
centers using default k-means algorithm
of MATLAB

In this second method, the RBN based diagnostic tool
for breast cancer was also implemented and tested on
MATLAB 7.10, but here the neural network toolbox
was not used. The same set of input parameters as taken
in Algorithm 1 were taken as end point and to compare
and analyze these algorithms. But here no partition of
data was done prior before giving input (i.e. 100%
training dataset). Prior to the design and implementation
of supervised RBN model for breast cancer two steps
were done: (1) Determination of Silhouette index (The
silhouette value for input data is a measure of similarity
of points within in its own cluster, compared to the
other points in the cluster [21].) (2) k-means clustering
for determination of centers. The maximum silhouette
index of ‘0.75” was obtained at ‘k = 2’. Later on the
obtained ‘k’ value was adapted for default k-means
algorithm. Then in the same way an implementation of
the RBN model and activation function was determined
based on the input values.

Finally the learning weights were determined using
pseudoinverse method. The result of the same method
were implemented and analyzed by calculation of the
total accuracy obtained as mentioned in above method.
The following table represents the results obtained
through implementation of ‘Algorithm 2°.

The overall accuracy of ‘Algorithm 2’ was found to
be 96.77%. Here in this method, 2 centers per categori-
cal data were used as the outcome of the default k-
means algorithm.

Training Dataset

Number of predicted value
(Benign + Malignant)

Right predicted values 661

Wrong predicted values 22

Table 3: Results of Algorithm 2.

3.3 Algorithm 3: Selection of centers using
‘centralized’ k-means algorithm

In this last method, the RBN model for breast cancer
diagnosis was also implemented on MATLAB 7.10 but
here also no neural network toolbox is used. The same
input dataset used in ‘Algorithm 1’ and ‘Algorithm 2’ is
also used in this method, but likewise no partition of
data as mentioned in Section 4.2 is used i.e. 100%
training dataset. Prior before implementation of RBN
model for diagnosis, two steps were done: (1) Determi-
nation of number of unique categories in target data (2)
Perform ‘customized’ k-means for determination of
centers. The only difference between both k-means
approach is the involved substeps of it.

Here in this method, there is feature added to decide
the ‘number of centers per category’. Also, empty clus-
ters were also removed, which may lead to higher accu-
racy, was also implemented in this method. In this
method, the total accuracy was recorded over different
values of ‘number of centers per category’. The other
steps like determination of activation function and de-
termination of output weights were same as used in
‘Algorithm 2’. The following Table 4 describes the
accuracy analysis over different values of ‘number of
category’. Here in this method numbers of centers rang-
es from 1 to 10 were evaluated for accuracy analysis.
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At the end of all implementation involved in this re-
search study following few things can be summarized
when all results are compared in regards to their overall
accuracy. All the methods implemented in this study
have acheived noticeable performance of 90% and
higher accuracy in the end results obtained. One of our
proposed method i.e. Algorithm 3 i.e. ‘Selection of
centers using customized k-means algorithm’ has
achieved accuracy of 97.07% at 3 selected centers per
category. On other side no significant difference in
overall accuracy was found in higher number of centers
per category. Likewise on other side, by use of sophisti-
cated neural network toolbox gave almost same level of
accuracy.

Number of Number of
Total overall Total overall
centers per centers per
accuracy accuracy
category category
1 96.48% 6 96.92%
2 96.92% 7 96.92%
3 97.10% 8 96.92%
4 96.77% 9 96.92%
5 96.92% 10 96.92%

Table 4: Accuracy outcome obtained in Algorithm 3.

Number of predicted value
(Benign + Malignant)

Right predicted values 663

Wrong predicted values 20

Table 5: Results for number of selected centers = 3
(Algorithm 3).

4 Conclusions

The main purpose of this research work was to compare
performance of several centers selection methods for
developing RBN models. The overall classification rate
obtained at the end of this study stated that, all the im-
plemented supervised RBN models show higher accura-
cy rate of 90% and above.

SNE 25(3-4) — 12/2015

The noticeable performance of 97.07% was ob-
tained in last method based on ‘number of centers per
category’ choice. On the other side the other two meth-
ods i.e. basic supervised RBN algorithm i.e. method 1
showed total accuracy of 98% and method 2 with basic
k-means showed total accuracy of 96.77%.When com-
paring all above results obtained, significant differences
were found. This states that there is dominance of cen-
ters selection for performance of RBN model. The no-
ticeable result obtained in this study also states: the
algorithm without neural network toolbox showed al-
most the same results as that of the algorithm involving
sophisticated toolbox.

Thus, in the end to summarize the research work we
conclude that there is a critical role of centers determi-
nation in performance of RBN when accuracies of all
methods are compared to each other, as it is clear from
the definition that RBN are radially symmetric in re-
gards to their own centers. In future sophisticated algo-
rithms to determine centers can be developed for eval-
uation of RBN which further can be compared to stand-
ard supervised RBN algorithm of MATLAB which may
produce noticeable results.
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