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Abstract. Virtual commissioning (VC) is used to test
control code deployed on Programmable Logical Control-
lers. Simulation models of a plant are the core of any VC
approach. Simulation models should represent the plant
in a way so that the correct process execution can be
tested under customers’ conditions. Simulation models
of a plant are usually not built monolithically, but by
many partial simulation models that represent the mod-
ules or components of the investigated plant. To ensure
that the VC is efficient and provides helpful results, these
partial simulation models can be implemented at differ-
ent levels of detail, depending on the current test scenar-
io. Usually, the definition of the modules’ and compo-
nents' level of detail is fixed. However, situations exist
where more than one level of detail can be adequate. A
dynamically adaptable level of detail seems beneficial to
e. g. keep computing time at a reasonable level and to
ensure meaningful results of the plants simulation mod-
el. However, no method or approach exists so far to
handle a dynamically adaptable level of detail. The paper
presents the research results of the authors on virtual
commissioning and focuses on a simulation point of view
and is organized as follows: In Section 1, a brief descrip-
tion is given on how to define the right granularity of
simulation models used for virtual commissioning. Based
on these results, several levels of detail and model types
that can be used for a VC approach are introduced in
Section 2. In Section 3, situations are described where
more than one level of detail is suitable. In Section 4 and
Section 5, potentials and challenges of a dynamically
adaptable level of detail are dicussed and possible solu-
tion contributions that could yield benefits for a VC ap-
proach are shown.

Introduction

Simulation models that represent the investigated plant
are the basis of any virtual commissioning (VC) ap-
proach. Usually, these simulation models represent
specific elements of a plant like modules and compo-
nents [1] and are built by many partial simulation mod-
els. From a mechatronic point of view [2], these partial
simulation models simulate modules that can be seen as
noteworthy elements of the overall system and be de-
scribed as substantial function holders.

Modules realise specific processes or tasks within
the plant and bundle their capabilities together to per-
form the plants greater purpose. Modules themselves are
comprised of (hierarchically lower and granular finer)
components like sensors, actors and others (Figure 1).
Components as typical elements of a module perform -
in cooperation and together with an appropriate control-
ler - the specific process/task of the module.
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Figure 1: Components within a module.

The granularity of a simulation (what components or
modules of a plant are modelled at which level of detail
by which model types) takes a high impact on the simu-
lation itself. The more variations of specific elements
exist (which widens solution space n), the more difficult
it is to realise a simulation model. This applies particu-
larly to an adaptive level of detail, where by principle n
elements can be described by m models.
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While the number of different model types at differ-
ent levels of detail and thus the overall number of mod-
els increases, kind and quantity of interfaces between
these models increase as well (see also Section 2.1). As
stated by Haberfellner et al. [3], the overall simulation
model becomes consequently more detailed by increas-
ing the number of interfaces. Rabe et al. [4] refers to
Chwif et al. [S] and Robinson [6], stating that the intri-
cacy of a simulation model is highly depending on the
used level of detail. Eventually, a high and complex
level of detail combined with a large amount of possible
model types increase the necessary effort on validation
of partial parts as well as of the entire model.

As a conclusion, only few specific parts of a manu-
facturing plant should be simulated at a high and com-
plex level of detail, depending on the specific use case.
The largest part of a manufacturing equipment model
should be kept as easy as possible, easy to validate.
Concerning the level of detail, the following rule should
apply: As abstract and less complex as possible, as
complex and detailed as needed [7]. Number and kind
of specific levels of detail and model types should be
restricted.

1 Defining the Right Granularity
of Simulation Models

To approach a systematic definition of sensible lev-els
of detail for simulation models used for VC, the appro-
priate granularity of simulation models should be clari-
fied by means of appropriate model types. Auto-mated
plants are structured hierarchically, describing the struc-
ture and arrangement of typical elements like sensors,
actors and others. Accordingly, a hierarchical perception
on plants can be promising. From operator to operator
plant hierarchies might be distinguished in detail, which
is why a universal, holistic view on plants is not possi-
ble without further investigation. Essentially, the well-
known systems engineering approach on hier-archy
within a system can be determined as a standard [3]
when investigating structure and arrangement of auto-
mated plants and its involving elements. Furthermore,
the data model of the digital plant regarding to VDI4499
[8] should be given one’s careful consideration as ap-
propriate database for elements or objects to be identi-
fied when looking at a plant’s hierarchy and, in the end,
architecture.

Therefore, as a prerequisite, the systems’ architec-
ture should be processed in a way so that further inves-
tigation is possible. According to Systems Engineering
standards ([3], [9]) it is common to decompose a system
into smaller elements like subsystems, modules and
components. Components describe the smallest ele-
ments of a plant worth to be considered [28] and are not
being split into granularly finer parts. Components rep-
resent typical resources like sensors, actors, conveying
belts and others. They do not perform processes on their
own but in cooperation. Strong interacting components
can therefore be described as typical function holders
within the automated plants. These function holders in
form of (granular more roughly decomposed) modules
perform the customers’ defined processes based on the
interaction of the planned and dimensioned components.
Modules can therefore be seen as to be identified parts
of the plant that should be individually simulated at an
appropriate level of detail. Thus, in preparation to fur-
ther investigation, it is important to identify modules of
a system that can be mapped onto the implemented
processes. The first step should be to investigate the
systems’ architecture.

To identify modules as substantial function holders
within the plant, the system architecture DSM, compris-
ing of components and their interrelationships, can be
used [10]. The DSM is represented as an n-square (N?)
matrix where components label the rows and columns
and are °[...] set in relationship to each other by enter-
ing marks or values in the DSM cells’ [9]. The rela-
tionship can either be binary or, preferably, numerical
[10]. Numerical values are advantageous as they allow
to weigh the interactions. In this context, Pimmler and
Eppinger state that ‘[...] the number and definitions of
the interaction types is dependent upon the context of
the given design problem’ [10]. The basic procedure for
building a system architecture DSM model is described
in detail by Eppinger and Browning in [9] and is not
further discussed here. Based on the identified interac-
tion of components, several analysis methods on the
created DSM model can be used. According to Eppinger
and Browning, ‘[...] the most common method of anal-
ysis applied to [system] architecture DSM models is
[...] clustering’ [9]. Clustering allows for the identifica-
tion of interacting components in form of clusters that
are described as ‘a set of components grouped because
of certain relationships, suggested through analysis of
the [system] architecture DSM, and defined to comprise
amodule [...]".

7,
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Figure 2 shows this principle: Starting with a set of
interacting components, modules can be derived by
using the clustering algorithm.
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Figure 2: Principle of ‘clustering: Components with strong
interaction are arranged to clusters (which
henceforth form the modules).

By applying the clustering algorithm, modules as sub-
stantial function holders can be identified from the sys-
tem’s architecture. Each module usually has numerous
and different internal interfaces between the compo-
nents which it comprises, but only a comparable small
number of external interfaces. The latter allow the con-
nection of several modules that altogether represent the
investigated plant. The higher the number of interfaces
isthe more complex a system is [3]. To keep the com-
plexity of a module at a reasonable level, all compo-
nents within a single module should therefore have the
same level of detail in simulation. The different mod-
ules, however, will be modelled in appropriate, i.e.
possibly different, levels of detail. This will reduce the
modelling effort, especially in case of an automated
model generation.

2 Model Types and Levels
of Detail for Virtual
Commissioning

Simulation models of plants’ modules and components
must be sufficiently meaningful with regard to the re-
spective test case [3]. Models can naturally only be
abstractions and simplifications of reality and can there-
fore only show selected aspects of a system’s behaviour.
A systematic classification on what aspects should be
simulated is beneficial for a VC approach. As defined in
[1], four levels of detail (LoD) can be identified for a
(discrete manufacturing) VC approach and can be de-
scribed as follows:

e Macroscopic LoD: Rough granular perception of the
respective plant; modules are represented by a single
simulation model (without comprised components).
Only time based behavior is considered, goods that
are transported and/or processed are not considered.

e Mesoscopic (not dynamical) LoD: Fine granular per-
ception of the plant; the module’s function is simu-
lated by the interaction of simulation models of com-
ponents that comprise the module. These components
can be devices (like sensors or actors or frequency
inverters) or mechanical/pneumatical/hydraulical sys-
tems (also called basic system according to [2]). Only
time based behavior is considered, goods that are
transported and/or processed are considered but
movement is restricted to predefined paths (no free
movement in space or collisions possible).

e Mesoscopic (dynamical) LoD: Fine granular percep-
tion of the plant as in the mesoscopic (not dynamical)
LoD. Components show physical/dynamical behav-
ior, where applicable. Goods that are transported
and/or processed are considered but movement is re-
stricted to predefined paths (collisions on these paths
are possible, in contrast to mesoscopic (not dynam-
ical) LoD).

e Microscopic LoD: Fine granular perception of the
plant as in the mesoscopic (dynamical) LoD. Com-
ponents as well as transported goods show physi-
cal/dynamical behavior. Movement of goods is pos-
sible in free space, including any type of collisions
like interfering contours, etc.

Several model types (exemplary defined in [1], see also
[11]) can be distributed over these four levels of detail
and define the solution space used to build the respec-
tive plant’s simulation model. These model types differ
in aspects like time-based and dynamical/physical be-
havior. The specified model types can be described as
follows:

e Dead time models (macroscopic LoD): The first
model type to be defined can be the simulation of the
mechanic and electronic domain in only one model,
covering the hierarchical module level. The behav-
iour of the module is described here as a whole, indi-
vidual components and therefore concrete domains of
a mechatronic system are disregarded. From a system
point of view this corresponds to a coarse-granular
modelling approach. Models can be seen as black-
boxes, they describe a mechatronic system (module)
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ignoring its inner structure. By definition the function
and behaviour is covered by only one model, this can
be done by a simple transformation of the control in-
put to control signals delayed only by a dead time
(dead time models). Dead time models on module
level can be modelled as simple data flow models
since no physical characteristics are considered. Pa-
rameterization should be kept flexible, which means
that dead time itself could be a parameter or is being
calculated e. g. from the transport speed and length of
a conveyor. Dead time models are only partly appro-
priate to describe complex correlations, since models
would become very complex and unclear.

Goods or items that are transported or machined are
not considered with this model type. Modelling dead
time models on module level depend on system
knowledge to picture the respective function and be-
haviour [12]. System knowledge describes the
knowledge needed to describe circumstances and
processes as a whole. Faults concerning runtime
monitoring (e. g. a transport or a process does not
finish in time) or discrepancy errors (e. g. errors that
describe discrepancies on sensor signals) are to be
modelled in an appropriate way and must be suitable
to fit deterministic and stochastic investigations.

« Simple device and kinematic models (mesoscopic not
dynamical LoD): Consideration of models on module
level is often not sufficient, particularly when behav-
iour and function cannot be modelled in an appropri-
ate way or only with high modelling efforts. A view
on the mechanic and electronic domains of a mecha-
tronic system might be necessary. This could be done
by considering the component level as identified,
where behaviour and function and therefore the indi-
vidual characteristics of a mechatronic system/mod-
ule are defined by collaboration of specific compo-
nents. From a system point of view this corresponds
to a fine-granular modelling approach, modelling the
behaviour and functions of concrete components. In
this particular case, models can be seen as white-
boxes, describing the inner structure of a mechatronic
system. For the electronic domain, this could be done
similarly to module levels models as simple dead
time models (named simple device-models). Depend-
ing on parameterization, simple device-models show
behaviour and function of a device but offer no extra
functions or physical behaviour. Simple kinematic
models, describing movement and behaviour without
moving forces, are the counterpart of simple device

models and represent the model of the basic system.
Movement is based on stated paths, whereby move-
ment can be a translation, rotation or combinations of
those (defined by the degrees of freedom of the basic
system). Simple device- and kinematic models can,
as well as dead time models, be modelled as simple
data flow models since no physical characteristics are
considered. Faults are to be modelled in an appropri-
ate way.

Complex device and kinematic models (mesoscopic
dynamical LoD): If concrete physical behaviour is
needed to describe the characteristics of the mecha-
tronic system/module, models of components must
provide functions containing equilibrium of power
and moments. For the electronic domain, this can be
done by models that cover flow and potential of
physical systems (as device-models). Simple physical
models considering forces that cause movement are
the matching models of the basic system. As the pre-
viously defined simple kinematic models, move-
ments are limited to stated paths, covering both trans-
lational or rotational movements and combinations of
those, on this occasion described physically/dynami-
cally. A free movement within space is excluded
here. These models are the corresponding partners for
device models (named kinetic models), representing
the mechanic domain. Faults are to be modelled in an
appropriate way. The modelling itself is preferably
done by an object-oriented non-causal modelling
language suitable for dynamic simulation

Kinetic models (microscopic LoD): When free
movement in space is necessary to cover the charac-
teristic of the mechatronic system/module and its
covered process, movements on stated paths are not
sufficient anymore. Models must be able to emulate
reality in a way that use cases like possible collisions
between objects and other structural elements are
simulated in a proper way. Models of the basic sys-
tem therefore depend necessarily on geometric de-
sign data [13]. Movement of goods and items is sub-
ject to physical rules (complex kinetic models). To
simulate physical behaviour of the basic system,
models of the device must be simulated in an equiva-
lent level of detail. Device-models as already defined
are not suitable, since undefined behaviour of the
complex kinetic models could be the consequence
when building a simulation model with these models.
Device models must be able to react properly to
complex kinetic model behaviour, indicating that
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complex device-models are needed for the electronic
domain. Complex device-models must provide be-
haviour like switching hysteresis of sensors or s-
curves of variable-frequency drives. Functions like
the s-curves should be emulated in an appropriate
way. As already stated for physical based models,
modelling itself is preferably done by an object-
oriented, non-causal modelling language, suitable for
dynamic simulation. Faults are to be modelled in an
appropriate way.

Table 1 shows an overview of the defined levels of
detail as well as several important aspects of the particu-
lar levels of detail that are important for a VC approach.

Macroscopic Mesoscopic
Aspect: dev. mech.

(nd) { (d) { (nd) | (d)

Microscopic
dev. mech,

Consideration

of entire process
mapping
Time-based
behaviour
Dynamical/physical
behaviour (if X X X
applicable)

Failure states
Consideration of
processed good*:

- Movement of goods
on stated paths X - - w* - X
(=degrees of freedom)
- Free movement of
goods in space

- Collision of goods
possible

dev: device, mech: mechanical /pneumatical/hydraulical basic system (see
V/DI2206 [2]), nd: not dynamical, d: dynamical

*Good is synonym to bulk goods or piece goods

** Acceleration free movement

***Only possible in simulated degree of freedom

X - - X X

X N R

Table 1: Overview of defined levels of detail and several
important aspects of VC.

2.1 Ensuring consistent interfaces
between simulation models in
different levels of detail

Different levels of detail indicate different modelling
techniques. Time based models on a macroscopic resp.
mesoscopic (not dynamical) level of detail can be mod-
elled using a causal modelling approach, while simula-
tion models that show dynamical behaviour (mesoscop-
ic dynamical, microscopic level of detail) usually follow
a a-causal modelling approach, as already mentioned in
the previous section.

However, simulation models in different modelling
approaches are not necessarily compatible regarding to
their interfaces: a consistent data flow is not possible at
all times and must be ensured, especially in case of an
automated model generation ([24], [25]) where no man-
ual intervention or correction is demanded.The defini-
tion of modelling regulations, e. g. presented by a set of
rules, allows for a systematic identification of situations,
where additional simulation models like coupling or
termination elements (that must be included in the simu-
lation library, see [14] and [27] for an example) are
necessary to ensure the interoperability of the partial
simulation models. A detailed description on how to
solve the problem of inconsistent interfaces is given in
[14] and is not further discussed here.

2.2 Deficits when defining the level
of detail for certain modules

As described before, each single module can be seen as
a substantial function holder within a plant [1]. These
function holders perform the customers’ defined pro-
cesses.

Based on available engineering data and heuristics
that consider the practical knowledge of the engineers
involved, a situation related (test-case specific) required
level of detail can be assigned to each single module
(see Section 1, also [15]). At the moment, this assign-
ment isfix for the simulation run and cannot change.
However, modules often not only perform one process,
but many, depending on the character of the appropriate
module. Situations can arise where modules can be
modelled in multiple levels of detail, according to the
appropriate situation and the process that is being exe-
cuted. A module e. g. executes three different processes
where each process requires a different level of detail.
An example will be given in the next section.

3 Identifiying Situations
where an Adaptable Level
of Detail is Appropriate

As a first step towards an adaptable level of detail, sit-
uations should be systematically identified where the
approach is beneficial. An easy transport processes shall
be given as example to demonstrate situations where an
adaptable level of detail is appropriate.
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3.1 Example

A work piece is to be transported over 2 conveyors
(CVO01, CV03) and a turntable with integrated con-
veying belt (TT02) there and back again (Process steps
P1 to P6 in Figure 3).

All conveying belts consist of one motor; the turnta-
ble contains an extra motor for rotation movement.
Conveying belt CV01 and CV03 have one sensor each
(S1 placed at the beginning of CVO01 and S6 placed at
the end of CV03) for (accurate) position recognition.
Turntable TT02 has 2 sensors (S2 and S3) on its con-
veying belt. The position of the (rotating) turntable is
recognized by two mechanical switches (S4, S5).

[N
O,

Transport CV01 to TT02

Turntable rotation fwd

Transport TT02 to CV03
{precision stop)

Transport CV03 to 7702

Turntable rotation bkw

Transport TT02 to CV01

s [N

s3[m]

> @
Usa
Figure 3: Example as described.

While sensors S2 and S3 can be described as standard
capacitive sensors, sensors S1 and S6 allow for precise
positioning (yellow shaded, laser distance sensors).
Performed processes are P1 to P6 (Figure 3, green ar-
rows).

P1, P2, P4 and P5 can be described as ‘standard’
conveying processes or ‘technical cycles’ that do not
have any special requirements e. g. regarding to posi-
tioning accuracy. Process P3 and P6 however need very
accurate positioning (+ 0,1mm) for further processing of
the work piece (not part of this example model). Figure
4 shows an excerpt of the PLC program that exemplary
shows execution of process steps P1 and P2.Eventually,
a situation related required level of detail can be defined
based on the processes. When performing process P1,
P2, P4 and P35, no further requirements on the simula-
tion emerge — the usage of a macroscopic level of detail

(dead time models) seems to be adequate to test the
programmed PLC-functions (see also Figure 4).

Following this idea, two levels of detail, depending
on the process step, can be suitable for conveyors CV01
and CV03: When P1 and P4 are executed, a macroscop-
ic level of detail (and the included dead-time-model) is
sufficient.

Init

E+:START END 54

P1 . CV01_M_FWD
TT02_M_FWD

T-

P2 =L [TT02_TH Rig..

Jtss
Init

Figure 4: Exemplary PLC program that shows execution
of process steps P1 and P2.

However, process P3 and P6 indicate that accurate posi-
tioning must be ensured. Parameters like ramps and
physical effects like acceleration and friction become
important elements of the module models in these pro-
cess steps, as they influence the quality of the simula-
tion results and, finally, the quality of the PLC-Code
itself. The needed physical behaviour can be simulated
by a mesoscopic (dynamical) level of detail (complex
device and kinematic models, see Chapter 1).

3.2 A systematic way to identify modules
that can potentially switch regarding
to their level of detail

In case several levels of details are possible, from all
suitable levels of detail often the highest and most com-
plex one is chosen to ensure correct behaviour of a mod-
ule in any case. This can lead to situations where a high
and complex level of detail is useless for most of the
simulation run since a low (curtailed in the meaning of
functionality) level of detail would be sufficient for
most of the time. Situations are possible where 1) the
computing time increases to a level that prevents VC
from running smoothly and 2) where effort on valida-
tion can increase to a level where the overall ef-
fort/benefit ratio of a simulation is compromised.

7,
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An adaptable level of detail where simulation mod-
els can switch through different levels of detail (depend-
ing on the test case) can be promising. However, there is
no known solution for this challenge at the moment. To
describe the issue of switching simulation models (re-
garding to their level of detail) in a standardized and
systematic way, the Domain-Mapping-Matrix (DMM)
[16] can be used as a supporting tool. The DMM, repre-
sented by a rectangular (n x m) matrix, can combine two
different domains (in this consideration resources and
processes). Rows are represented by appropriate mod-
ules (representing the resources of the system investi-
gated) while columns are filled with the process steps
that are executed by the modules.

For each module which is involved in a particular
process step, the cell at this intersection must be filled
with a score. The mapping process is executed by enter-
ing a value that represents the strength of the interaction
of designed automated processes and processing re-
sources selected during the engineering process itself. In
context of the given design problem, each conceivable
interaction must be scored.

Depending on the simulation systems’ supported
levels of detail, the overall quantification scheme of the
score could be based on the amount of levels of detail
available for modelling. If e. g. four levels of detail (see
Section 1) are provided, the scores’ values could be
based on a range from 1 to 4, in reference to each avail-
able level of detail. Therefore, the numbers present the
overall needed level of detail (where 1 is defined as
macroscopic and 4 as microscopic), ascertained by
engineers. Figure 5 shows an example on how the inter-
actions of modules and processes (based on the example
in Chapter 2.1) could be weighted.

Drr

ProcessZD
Process 3 [
Process 4 [
process 5 [

O
p
:
3

] cvou

] o2 2 1)1 2 1

B cvos !

Figure 5: Example of a Domain Mapping Matrix where
processes are assigned to modules within a
plant. Processes refer to process steps as
defined in Chapter 2.1.

~ = | Process 1 [H

Attention should be paid to situations where a mod-
ule has different scores (exemplarily shown by the red
boxes in Figure 5). This can be identified by examining
the modules associated row. As a conclusion, the DMM
indicates in an easy way to identify situations where
more than one level of detail is appropriate. As already
described, the highest (and most complex) level of de-
tail of all possible is often chosen for the simulation run
to ensure correct behaviour of a module in any case
(max() function over the module’s associated row),
despite useless for e. g. CV03 when performing process
P4 or TTO2 performing Processes P1, P3, P4 and P6.

4 Potentials and Challenges of
an Adaptable Level of Details

A second step in introducing an adaptable level of detail
should focus on possible implementation strategies
regarding to the used simulation tool and overall simula-
tion framework and procedure. The main benefit (lower
computing time) of an adaptable level of detail should
be in focus.

4.1 Possible implementation strategies

Simulation is always strongly depending on the used
simulation tool as well as framework and the overall
simulation approach like discrete event simulation or
continuous simulation. The computing time of a simula-
tion is influenced by multiple factors according to [17]:
The type of the used numerical solver (for a detailed
comparison of common solvers see [18]), amount of
continuous state variables as well as the sheer quantity
of events that must be handled by the solver [19]. If an
adaptable level of detail is demanded, two very basic
implementation strategies can be identified.

1. Implementation in one single tool (e. g. in Modelica
[20]): One tool provides all levels of detail in e. g. a
(copious) library. The tool must be able to handle
discrete event simulation as well as continuous simu-
lation approaches. The tool must be able to swap
(partial) simulation models during runtime. This is
also called “integrated simulation’ [17].

2. Implementation in different tools according to tool
specific abilities and strengths (e. g. Modelica [20]
and Matlab/Simulink [21]): Several libraries in dif-
ferent modelling tools provide objects in a specific
level of detail. Matlab/Simulink could e. g. be used
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for dead-time models (since dead time models have a
discrete event character) while a Modelica library can
provide models where physical/dynamical behavior
is needed.

A middleware (like the Functional-Mockup-Interface
(FMI) [22] or implementations with respect to the
High-Level Architecture (HLA) [23] standard) is
necessary to interconnect these (partial) simulations.
The middleware must be able to swap (partial) simu-
lation models during runtime. This principle is also
called ‘separated simulation’ according to [17].

Both implementation strategies have their advantages
and drawbacks: When implementing all levels of detail
feasible in just one single simulation tool, it must be
capable to handle both discrete (macroscopic,
mesoscopic not dynamical) and continuous (mesoscopic
dynamical, microscopic) behaviour (‘Hybrid-Model-
ling’, compare [17]). Additionally, the simulation tool
must provide (numerical) solvers that are capable of
handling not only discrete event simulation or continu-
ous simulation, but both. Cardinality of the included
simulation library is estimated to be very high, exacer-
bating servicing as well as model building effort (re-
gardless if models are built by an automatic model ap-
proach [24], [25], or manually).

Segregation of discrete and continuous behaviour in
different tools (e. g. Matlab/Simulink for discrete event
simulation, Modelica for continuous simulation) re-
quires a middleware with standardized interfaces to
ensure interoperability of the respective models. Liu and
Frey [17] describe this as an intermediate communica-
tion and synchronization layer. The well-known Func-
tional Mockup Interface (FMI) [22] is one approach that
follows this idea and has already found widespread
acceptance in industrial applications.

FMI was introduced with the intention to deliver an
interface to develop complex systems where different
parts of the system can be modelled in different simula-
tion tools. Simulation models are provided in form of a
Functional Mockup Unit (FMU) (exported by the re-
spective simulation tool) and are implemented in the
standardized framework. However, FMI increases the
complexity of the simulation approach to a level that
could make an automatic generation approach according
to [24], [25] unfeasible. Efforts on parameterization as
well as adjustment of the FMI framework itself are
considered to be rather high.

4.2 Influences on computing time when
simulating in different levels of detail

Different levels of detail (precisely: different model
types) can be indicative of different workloads needed
to calculate the plant simulation model, being one of the
main reasons an adaptable level of detail might be suit-
able to avoid unnecessary high computing time. A high-
ly detailed simulation model indicates, due to the high
amount of events to be calculated, that computing time
may increase to a level that prevents VC from running
‘smoothly’. An example on how smoothness can be
defined is provided by [26]: A fixed step of 1ms (hard
real-time) of the simulation must be ensured so that the
PROFINET communication from simulation model to
the PLC is not corrupted within a VC test bench.

As already mentioned, the numbers of triggered
events have a large impact on computing time of a
simulation model. Each time an event is triggered (e. g.
when a sensor triggers or control variables within the
PLC change), the deployed solver restarts calculating
the whole simulation model. Depending on the solver,
these calculations can be iterative (called event-
iterations) to ensure the specified simulation accuracy.
This increases computing time even further. More com-
plex, very detailed simulation models (that consider
physical/dynamical behavior) have naturally a high
amount of events and need potentially more computing
time than an easy, time based simulation model which is
based only on dead-time models (that should only have
a low number of events). The defined models types
(Chapter 1) should therefore not only differ in the abil-
ity to simulate time based and physical/dynamical be-
havior, but also mainly in the number of events they
potentially generate. Furthermore, the used simulation
models should be highly optimized to a specific solver
(e. g. in [26], the Euler solver is used) to ensure a hard
real-time at any time whenever needed.

4.3 Conclusions and thoughts about an
adaptable level of detail

As a conclusion, the used simulation models, e. g.
stored in a model library (see [27] for further details and
an example), should be optimized in a way so they gen-
erate as less events as possible. Additionally, it must be
ensured that the number of events grows with the re-
spective level of detail and not vice versa: models at a
macroscopic level of detail should generate (clearly)
less events than models at a microscopic level of detail.

7,
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This highly correlates with the solver used and must
be taken into consideration when building or optimizing
a simulation library that contains models at different
levels of details. The main benefit and the ultimate goal
of an adaptable level of detail, is therefore mainly de-
pending on the events generated and the solver used, not
necessarily from the simulation principle itself (discrete
event/continuous simulation). Additionally, the in-
teroperability of the simulation models must be ensured
at all time, not only when the level of detail is deter-
mined static, but especially when simulation models
should change during runtime.

On the technical side, no possibility to change mod-
els during runtime exists, to the authors’ best
knowledge, so far, and this holds for both implementa-
tion possibilities (integrated/separated simulation). This
can be seen as a major point that should be taken into
consideration in future investigations.

5 Requirements for Implementing
an Adaptable Level of Detail

As concluded in Chapter 3, the used simulation tool,
simulation framework and number of events have a
huge impact on the implementation of an adaptable
level of detail. Several requirements can be identified
that must be accomplished regardless of the used simu-
lation environment. These requirements represent im-
portant factors that not only concentrate on the simula-
tion model or the used framework, but also on the simu-
lation (building and executing) process itself and shall
be considered when an adaptable level of detail is to be
implemented in future applications:

o It must be possible to generate the simulation model
automatically: Information potentially necessary for a
dynamical switching should not prevent an automatic
generation approach (e. g. described by [24] or [25]).

e The level of detail may only be switched considering
modules: Only complete modules (including all
comprised components) may be switched through
different levels of detail, not the components com-
prising a module (the goal is to keep complexity of
the simulation model as well as intricacy of the
switching process itself on a reasonable and manage-
able level).

o Interoperability must be ensured: Interfaces between
partial simulation models should always be compati-
ble, even when these models are switched between
several levels of detail.

e Computing time shall not increase while ‘switching’
the simulation models: Effort on ‘switching’ simula-
tion models to different levels of detail should be
kept to a minimum regarding to computing time to
ensure real time ability.

¢ ‘Switching’ simulation models within a process step
must be prevented: A specific level of detail assigned
to a module must be assigned fix until the process is
terminated. Switching levels of detail is therefore not
allowed within a process, but between two subse-
quent processes.

o It must be clearly identifiable what process is being
executed: In case a module is able to execute several
processes, the simulation tool/framework must be ca-
pable to identify the specific process.

e Models used for VC should always be optimized to
generate the minimum possible number of events:
The model library (an example can be found in [27])
must be optimized and it must be ensured that simu-
lation models in a low level of detail create signifi-
cant fewer events than models at a high level of de-
tail. This can mean that models should be optimized
to run with a specific solver in a specific simulation
environment.

6 Conclusion

The paper presents considerations regarding an adapta-
ble level of detail when running a simulation with the
purpose of virtual commissioning. Furthermore, an
outlook on how an adaptable level of detail might be
implemented according to simulation library and simu-
lation framework was given. While different levels of
detail have already been implemented in several test
cases [1], at the moment no known simulation tool as
well as simulation framework is capable of switching
simulation models during runtime of the simulation.
Future work on the topic should be focused on two
aspects: Firstly, a refined method to identify situations
where an adaptable level of detail is suitable (based on
the method introduced in this paper) and secondly a
technical solution that enables swapping simulation
models at different levels of detail.
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