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Abstract.  The goal of the project BaMa (Balanced Manu-
factoring) is to develop a simulation-based method for 
monitoring, predicting and optimizing energy and resource 
demands of manufacturing companies. Considering the 
economic success factors time and costs, a new modelling 
and simulation concept will be integrated in the research 
project to implement an energy and cost  foot printing. A 
modular approach that segments a production facility into  
"cubes" will be developed. Cubes have a clearly defined in-
terface and represent a certain physical behaviour that 
contributes to the energy balance of the overall system. 
This article shows the basic concept how cubes are de-
fined and how formal concepts for interfaces, system be-
haviour, and hierarchical layout are described. 

Introduction 
Balanced Manufacturing (BaMa, the project is running 
from 2014 until 2018) will develop a simulation-based 
tool for monitoring, predicting and optimizing energy 
and resource demands of manufacturing companies un-
der consideration of the economic success factors time, 
costs and quality. Goal of the modelling approach - 
which is done in the first part of the project –should be 
the development of methods, which are able to integrate 
all building blocks of the facility (production, building, 
energy, logistics, management system) with one ap-
proach. This phase of BaMa started with a thorough sys-
tem analysis and the definition of the methodology. In 
order to address these challenges, systematic approach-

es, as described by Thiede et al in  “A systematic meth-
od for increasing the energy and resource efficiency in 
manufacturing companies” [1] have been analysed. A 
modular approach was chosen, that segments a produc-
tion facility into so called "cubes". In the first step the 
features of the cubes were defined. Cubes have in addi-
tion clearly defined interfaces and represent a certain 
physical behaviour that contributes to the energy bal-
ance of the overall system. Nevertheless all cubes 
should be built up with the same architecture.  

One of the main goals of BaMa is to monitor and 
compute energy and resources consumption. For doing 
so, based on the cube related energy and resource flow 
analysis, the method should be able to generate a specif-
ic product-footprint for every product running through 
the “cube system”. The product footprint represents a 
products expenditures concerning cost, time, energy and 
the environmental impact such as resulting carbon emis-
sions in the product life cycle phase within the factory. 

Of course there are already comprehensive planning 
tools, such as [2], which also have been analysed. Re-
garding this analysis BaMa will also be implemented in-
side a customised toolchain. The toolchain (Balanced 
Manufacturing Control, BaMaC) allows energy efficient 
operation, design and refurbishment of production 
plants under competitive conditions, with regard to min-
imal energy and resource consumption. Tools to assist 
energy conscious steering of a plant during operation 
will be developed as suggested by K. Bunse et al in [3]. 
BaMaC will contain three core modules: 

The modules in detail will be able to support the 
three tasks: Monitoring: data on resources consumption 
will be aggregated and visualised, data can be imple-
mented into simulation of cubes. 
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Figure 1. Future Modules of the BaMa Toolchain. The  

simulation approach has to fulfil various demands. 

Prediction: allows forecasting of overall energy demand 
of the plant based on the product-footprint and the pro-
duction schedule. Optimisation: based on data and nu-
merical simulation-models of the cubes, this part of the 
tool chain will improve the plant operation with regard 
to the optimisation targets energy, time, costs and quality. 

By integrating the four main optimisation fields 
building, energy system, production, and logistics 
equipment BaMa will be applicable to a variety of in-
dustrial sectors. It will serve as a basis for a software 
tool chain which will be integrated into industrial auto-
mation systems, such as ERP or MES. The toolchain 
will introduce energy efficiency as a steering parameter 
into the control centre, thus enabling manufacturing 
companies to balance energy efficiency and competi-
tiveness in their continuous operation strategies. 

To satisfy the described demands of BaMA and 
BaMaC the cube concept needs to fulfil a variety of 
characteristics. The concept has to fit a variety of appli-
cations i.e. it should be able to integrate all relevant 
building blocks of the facility (machines, energy sys-
tem, logistics, …) with the same architecture. It is used 
as formal description of the real production plant and al-
so as basis for models of the system. This modelling 
should be possible more or less “directly”, without 
much amount of work for translating. The cubes must 
have clearly defined features and interfaces and the sys-
tem should be able to generate a specific product-
footprint for every product running through the “cube 
system”. And finally of course implementation should 
be possible easy, fast and stable.  

1 Motivation of BaMa - Footprinting 
One of the most interesting demands – and main goal -  
in BaMa is the implementation of  a comprehensive foot 
printing for industrial production plants. Industrial pro-
duction accounts for 40% of the energy consumption of 

Europe, with an estimated potential for reduction of 
30% to 65% [4]. A common top-down approach to iden-
tify the environmental impact of products is to assess 
the Carbon Footprint of Products (CFP) on a one-year-
basis. This procedure is important for raising awareness. 
However, for the purpose of optimizing plant operation 
it is not well suited, because the results can vary on a 
large scale due to the lack of transparency of different 
methods [5], missing standardisation [6] and the lack of 
reliable data [7]. In addition the CFP fails to incorporate 
the diversity of different types of expenditure that go in-
to the manufacturing of products. 

In order to address these issues the BaMa bottom-up 
approach for aggregating a product footprint during the 
production phase of the product life cycle was proposed. 
This method allows for real-time evaluation of a batch 
or even single product using monitoring or simulation 
data. The definition of a significant footprint sets prod-
uct success factors in context with its ecological impact. 
In particular energy, costs, carbon emission and time 
will be captured and visualised for the transformation 
process a product undergoes within the plant. Each part 
of the plant contributes to the product’s energy, cost or 
time consumption, as well as carbon emission, which 
accumulates the product footprint. The energy used by 
production machines, auxiliary infrastructure, logistics 
and the building is aggregated from the entry of the raw 
materials to the departure of the finished good. The in-
tegral footprint of all products produced in a year match 
the yearly carbon footprint of the plant exactly. So com-
parability with conventional studies is achieved.  

From this bottom-up approach different challenges 
arise. For example, the incorporation of standby-, setup- 
and ramp-up times, the energy consumption of the ad-
ministration and the allocation of different products and 
by-products manufactured at a machine are some of the 
problems. The necessity to calculate mean values and 
dividing them between different products demands for a 
way to assess the degree of which each product is re-
sponsible for the generated footprint. One can easily see 
that measurement of data for this applications and mod-
elling of such processes is challenging. Implementation 
would strongly benefit of a clear defined modelling 
concept and approved, straight forward methods. The 
cube approach, in which the system is described through 
black boxes (cubes) connected through inputs and out-
puts has to manage to map the complexity of a manufac-
turing facility in the necessary detail and breaking down 
the plant into its elements.  
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The inputs and outputs of cubes can be material, en-

ergy or information flows. Energy flows carry a qualifi-
er to determine the different expenditures, including 
carbon emission and monetary value. The products in 
the material flow accumulate the footprint by aggregat-
ing the cost, energy consumption, carbon emission and 
time inside the system boundary.  

2 Requirements for Cubes 
Based on the previous findings, a methodology for con-
ducting a comprehensive system analysis of a produc-
tion plant in preparation for the implementation of Bal-
anced Manufacturing had to be developed. The method-
ology should be formulated at a generic level to ensure 
its usability in a variety of production facilities.  

As described the basic element of this system analy-
sis consists of the so called cubes. The idea was that cu-
bes constitute subparts of a system “production-plant” 
and have the following properties:  

 

• defined boundaries, 
• interfaces to other cubes, 
• a certain physical behaviour that contributes to the 

energy balance of the system  
• and usually some degree of freedom to be influenced 

for optimisation.  
 

To put it differently, the boundaries of sub systems in 
terms of energy-, material- and information flows had to 
be thoroughly defined to intersect the whole system into 
observable parts. The characteristics and attributes of 
cubes should be specified in a generic way in order to 
guarantee the applicability for all parts of the plant and 
for different kinds of productions. A cube could be a 
machine tool, a chiller, a baking oven, the production 
hall or a utility system. The definition of the cubes 
should allow implementing the described product-
footprint evaluation, which sets the product success fac-
tors in context with its ecological footprint.  

In particular the resources energy, costs and time 
will be captured and visualised for the transformation 
process a product undergoes within the plant. Each cube 
should contribute to the product’s energy, cost or time 
consumption within the production plant which accumu-
lates the product footprint. The product-footprint should 
be made up of a high number of originally independent 
data streams that are aggregated in a time-synchronised 
manner. So also methods for suitable data aggregation 
and fragmentation should be found and described. 

So our approach leads us to the following process. 
(see Figure 2) . In the first step we analyse general sys-
tems of production plants. As a matter of fact in BaMa a 
number of basic applications of real world system were 
taken to be analysed (e.g. production facilities of semi-
conductors, bakeries, metal processing industries, …).  
Based on these approaches several specific cubes are 
defined with a variety of needed features for input, out-
put, system behaviour, system variables, changing pro-
cesses and many more. An additional general analysis is 
done and a generic cube definition is formulated. This 
cube definition is one step before the formalisation of 
the modelling concept we will introduce. The modelling 
concept (formal model) will especially need to be able 
to handle continuous and discrete processes running 
through the “cube system”.  The last step is the imple-
mentation of simulation applications for BaMaC. 

 

  
Figure 2. Analysis of the system (a variety of systems and 

their generalisation ) leads us to the general “cube concept”. 
This helps to formalise the real world and its control as well 

as future models. A formal model definition and 
 implementation finalise the project phase. 

 
Most important at this stage was the demand, that the 
cube concept should be as generic as possible not in-
cluding specific model restrictions at that time. For 
these demands ontologies seem to fit in some kind of 
way. For this reason - and as a next step - the basic idea 
of ontologies, as well as the motivation for using such 
ontological analysis in modelling and the role in the 
modelling processes should be described. 
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3 Ontologies in Modelling 
After all analysis of the requirements for cubes showed 
that ontological analysis could be a promising approach. 
The project team thought at that time, that probably the 
project will not need the whole range of possibilities, 
but some aspects seemed promising. Ontologies have 
been an effective tool in modelling and simulation to 
help to address some aspects in complex modelling & 
simulation projects.  

To understand principles of the ontological approach 
and to estimate benefits and motivations for using On-
tologies in modelling we relied on the work of Benja-
min et al “Using Ontologies for Simulation Modeling“ 
[8]. An ontology is an inventory of the kinds of entities 
that exist in a domain, their characteristic properties, 
and the relationships that can hold between them [9]. In 
our case the domain is the part of the actual world, 
which is a production plant. Such a production plant has 
its own ontology, which we refer as a domain ontology 
with some sub domains. In a domain ontology, we de-
fine various kinds of objects (e.g., machines and tools), 
properties (e.g., being made of metal), and relations be-
tween kinds and their instances (e.g., part of).  

In general we need to extract the nature of concepts 
and relations in any domain and representing this 
knowledge in a structured manner. An ontology and its 
building differs from traditional modelling activities 
(adding information and data to a formal system de-
scription) not only in depth but also in breadth of the in-
formation used. As Benjamin et al describe in [8]: 
“Thus, an ontology development exercise will expand 
beyond asserting the mere existence of relations in a 
domain; the relations are “axiomatized” within an on-
tology (i.e., the behaviour of the relation is explicitly 
documented). Ontology development is motivated not 
so much by the search for knowledge for its own sake 
(as, ideally, in the natural and abstract sciences), but by 
the need to understand, design, engineer, and manage 
such systems effectively.” For the cube concept, which 
should be used for various cube types within one model 
and as a basic library for future production plant models. 

For defining ontologies different aspects are im-
portant as described in [10] especially determining the 
appropriate scope and granularity of ontologies and the 
use of ontologies as a basis for defining model reposito-
ries. 

 
 

Inefficiency is often a problem in knowledge acqui-
sition and management. Information that has been rec-
orded before is captured again and modelling is done 
multiple times. Rather than having to identify infor-
mation again and again in different applications, the 
idea of an ontology is to develop libraries ” large revis-
able knowledge bases of structured, domain specific, 
ontological information in which can be put several uses 
for multiple application situations” [8].  

The literature describes ontologies as important for 
modelling for a lot of reasons. Ontological analysis has 
been shown to be effective as a first step in the con-
struction of robust knowledge based systems [11]. Mod-
elling and simulation applications can take advantage of 
such technologies. As a second point, ontologies help to 
develop standard, reusable application and domain ref-
erence models. This characteristic seemed to fit for in-
tegration of various production plant types. Last but not 
least ontologies are at the heart of software systems that 
facilitate knowledge sharing.  

Motivation for Using Ontologies in Modelling 
Basic motivations for using ontologies in modelling and 
simulation are that they are useful across the modelling 
and simulation lifecycle, particularly in the problem 
analysis and conceptual model design phases. They play 
a critical role in simulation integration and simulation 
composability and they are important in facilitating 
simulation model interoperability, composition and in-
formation exchange.  

One of the key ideas is to allow the decomposition 
of the overall system model into smaller, more manage-
able components, and to distribute the model develop-
ment effort among different organisations or functional 
groups [12].  This is a perfect approach for the planned 
cube concept. Once the component simulation models 
have been developed, there is a need for mechanisms to 
assemble a simulation model of the entire target system 
in a manner that the “whole (system) = sum of its com-
ponents.” 

An important challenge is modelling and simulation 
composability (from a set of independently developed 
components). “Composability is the capability to select 
and assemble simulation components in various combi-
nations into simulation systems to satisfy specific user 
requirements” [13]. Composability enables users to 
combine, recombine, and configure or reconfigure com-
ponents in numerous ways to satisfy their diverse needs 
and requirements.  
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There are two forms of composability: syntactic and 

semantic . Syntactic composability deals with the com-
patibility of implementation details such as parameter 
passing mechanisms, external data accesses, and timing 
mechanisms. Semantic composability, on the other 
hand, deals with the validity and usefulness of com-
posed simulation models [13]. 

As a matter of fact these advantages of ontological 
analysis seemed to perfectly fit the needs of our cube 
concept and the formal modelling process afterwards. 
The process described in Figure 2 was perfectly set for 
application of the basic ideas of ontological analysis. 

Role of Ontologies in the Modelling Process  
Simulation models are often designed to address a set of 
modelling objectives or to answer a set of questions. An 
important first step in simulation modelling is to define 
the purpose of the model. This activity involves several 
related activities. On one hand the developer gets a 
“list” of not formalised problem symptoms. The domain 
experts often describe a problem in terms of a list of ob-
served symptoms or areas of concern. The desire is to 
identify the cause of these symptoms and to suggest 
remedies. As described in chapter 1 one of the main ob-
jectives for the cube approach is to introduce the possi-
bility of bottom up foot printing for production plants 
and to identify the origin of those symptoms. In addition 
often the domain experts specify the objectives of a pro-
ject in terms of a specific question that needs to be an-
swered, or, alternatively, specifies explicit goals to be 
met. For instance, in our example the manager of the 
production plant might ask the question “How can I op-
timise my production process?” or state a goal: e.g., “I 
need to reduce used energy by 20% on all my ma-
chines.”. Using clearly defined objectives can help a lot in 
both cases to formalise and structure the described goals.  

The purpose of the model also depends on con-
straints on possible solutions to the problem. The do-
main expert, based on past experience with similar situ-
ations, often suggests a variety of possible alternative 
solutions that must be explored. For example, a produc-
tion plant manager who would like to increase produc-
tion rate may, because of a budgetary constraint, be un-
willing to invest in new machines, but may instead be 
able to hire additional labour. Ontologies will help facil-
itate the above tasks as well. 

The advantages and also the justification of invest-
ing additional resources needed for following an onto-
logical approach instead of doing only the work which 

is unconditional are on one hand providing a mechanism 
to interpret and understand the problem descriptions. 
Domain experts often use specialised terminology to de-
scribe symptoms and problems. Domain ontologies help 
with the unambiguous interpretation of the problem 
statements and in precisely conveying information about 
the problem to the simulation modeller. Cube can – in a 
reduced way – fulfil these characteristics. In addition 
harmonizing statements of objects that are described 
from multiple perspectives (often, this is a non-trivial 
task because of terminological differences and the lack 
of explicit descriptions of the semantics of different 
terms and concepts – see also [8]). Last but not least the 
ontological analysis unambiguously interprets limiting 
constraints that need to be addressed relative to accom-
plishing project goals.  

All together the BaMa Cube concept will not fulfil 
all formal needs and demands of an ontology. As a mat-
ter of fact within BaMa the ontological approach was 
identified to support various needs of the modelling 
process. It helps in the process of getting “axiomatized” 
rules for the modelling of production plant sub systems. 
So the behaviour of the relations between subsystems is 
explicitly documented as well as the possibility how and 
what to “footprint”. Objects, properties and relations are 
clearly defined and are reproducible for every simula-
tion project, that will be implemented with the cube 
concept. BaMa will not only generate “one model of 
one production plant” but will develop libraries and 
large revisable knowledge bases of structured, domain 
specific, ontological information in which can be put 
several uses for multiple application situations. In prac-
tice scope and granularity of the cubes can be defined 
clearly and can also be supervised. By using ontological 
analysis decomposition of the overall system model into 
smaller, more manageable components is done as well 
as distribution of the model development will be possi-
ble. The aim of composability enables future users of 
BaMa to combine, recombine, and configure or recon-
figure components in numerous ways. 

4 Cube Definition 
On basis of the above described ideas the generic term 
"cube" describes an encapsulated part of the observed 
overall system (domain). This is part of a methodologi-
cal approach to address the high system complexity and 
heterogeneity by dividing the overall system from an 
energetic point of view into well-defined manageable 
modules (see Figure 3), which then allow a focused sys-
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tem analysis independent form the surrounding envi-
ronment. Integrating different viewpoints and areas of 
engineering (machinery, energy system, building, and 
logistics) in a single system description can be interpret-
ed as combining a number of ontological sub-domains 
and makes it necessary to establish a general specifica-
tion of the cube properties and interfaces. 

 

 
Figure 3. Production facility as interacting cubes. 

The cubes consolidate all information and resource 
flows (energy, materials, etc.) within identical system 
boundaries, which not only promotes transparency dur-
ing simultaneous analysis of energy and material flows, 
but the obtained modularity also increases flexibility for 
adaptation to specific environmental conditions.  

Cubes have uniformly and consistently defined in-
terfaces through which they interact with each other by 
exchanging energy, material and information flow, see 
Figure 2. 

 
 

Figure 4. Generic cube interfaces with energy, material and 
information flows. 

 
The material flow incorporates the immediate value 
stream (e.g. work piece, baking goods) and is described 
as discrete entities.  
 

All necessary energy flow (electrical, thermal, etc.) 
is represented as continuous variables together with 
their respective CO2 rates and is quantified inside the 
cube boundaries using balance equations. Information 
flow provides operating states and monitoring values for 
the higher-level control as well as control actions for the 
cube module 

This modular cube description and specified inter-
faces then enables analysing and modelling the internal 
behaviour independent from its surroundings. For ex-
perimental analysis based on measurement data, cube 
interfaces can be equipped with measuring devices to 
detect incoming and outgoing flows. Also, experimental 
production cubes are being constructed which allow a 
more in-depth energy analysis and the inclusion of more 
detailed measurement information for developing data 
models and usage in simulation. 

The modularisation of the observed overall system is 
not only used for developing simulation models for 
these systems. So the cubes have not only the “virtual 
simulation block” (so-called virtual cube, see Figure 5) 
in the form of a component in a simulation model, 
which we have to formalise later on but also the repre-
sentation in the “real world” e.g. in the automation sys-
tem of the production plant.  

The retained encapsulation and interaction via de-
fined interfaces provides flexibility during internal 
modelling of the cubes (e.g. as mathematical models, 
data models, etc.) and for reusing implemented compo-
nents in other models. 

 
Figure 5. Architecture of the BaMa toolchain including the 

production facility in the “real world” and the a virtual  
representation of the observed system (simulation). 
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Figure 5 shows the relationship between real and 

virtual cubes in the simulation environment and the in-
tegration into the overall automation system architec-
ture. The BaMa toolchain obtains measurement and sta-
tus data from different levels of the automation system 
and on the other hand delivers prediction data and pro-
posals for optimised operation strategies that can be 
adopted - with user interaction - in the real system. 
The generic interface and attributes definition of the cu-
bes serves as a basis for specifying four cube categories 
(see Figure 6). 
 

 
Figure 6. Categories and subcategories of cubes. 

 
Defining the cubes succeeded in the possibility to 

have reusable modules for representing machines and 
all other physical inventory within a production plant. 
Both discrete and continuous flows can pass through the 
system. The modules are on basis of one methodology 
(all cubes are children from a master cube, see Figure 6) 
and can so be implemented in the same way. A more de-
tailed description of the cube methodology and the indi-
vidual cube categories can be found on the cube subsec-
tion on the BaMa  project website with the address 
(http://bama.ift.tuwien.ac.at/). As a matter of fact while 
doing the cube concept, the modelling group of BaMa 
always had in mind how to formalise in the next step the 
model libraries on basis of the given features and inter-
faces, which was helpful in the next step. 

5 Formalisation of Cubes 
After the generic description of cubes the question of 
implementation arises. As far as described we combined 
various areas of production plants, where entities are 
able to pass from one area to the other. Still we need to 
be able to generate the planned foot printing.  
 

As described in the last chapter on the one hand, the 
modelling approach needs to provide solutions for hy-
brid systems, i.e. systems containing continuous as well 
as discrete parts. Of course there are many software 
tools which offer solutions for either continuous or dis-
crete models but not for combined models. Still, there 
are a few commonly known simulation environments 
like Simulink or Modelica who allow the combination 
of discrete and continuous model parts. In the case of 
Simulink, for example, discrete SimEvents models can 
be combined with continuous models described by ordi-
nary differential equations (ODEs) where the SimEvents 
scheduler and the ODE solver work in parallel and co-
operate, which seems to work fine for very simple trials, 
but as soon as large or rather complex systems are im-
plemented, the simulation can fail due to non-resolvable 
errors. Additionally, the execution of actions intended to 
take place at the same time an event occurs has to be de-
fined by the user right before or right after the event in 
order to prevent unintentional results.  

On the other hand in the BAMA project buildings as 
well as machines, building services and logistics have to 
be modelled and simulated on the whole in spite of their 
different requirements regarding modelling approaches 
and simulation techniques. As this is virtually impossi-
ble to realise in one tool alone, the most common way to 
face this task is to use cooperative simulation (co-
simulation). There exist some co-simulation tools de-
veloped especially for systems containing buildings and 
machines, but most of them regard mainly thermal pro-
cesses and perhaps energy consumption but disregard 
resources and do not support optimisation. Furthermore 
these tools in general gravely restrict the software used 
for partial models. 

These problems were approached by taking the step 
between the generic description (Cube Definition) and 
the actual Implementation - using a simulation formal-
ism (Formal Model) – see Figure 2. In 1976 Bernard 
Zeigler proposed in his book “Theory of  Modeling and 
Simulation” [14] a classification of dynamic system-
models into three basic types: Discrete Event -, Discrete 
Time – and Differential Equation – systems (DEV, 
DTS, DES). DEV are usually simulated using an event-
scheduler, DTS are system models where changes of 
state-values are happening in equidistant instances of 
time and DES as purely continuous models, described 
with differential equations. Zeigler introduced system-
specification-formalism for all three types (DEVS, 
DTSS and DESS) where DTSS is a subtype of DEVS.  



 N Popper et al.    Concept of Cubes- General Concept for Description of Production Plants 

 112 SNE 24(2) – 8/2014 

TN
Very important properties of the formalisms are their 

hierarchical nature and their closure under coupling 
which perfectly fits the cube features. That is, an atomic 
model of each formalism has inputs and outputs, which 
can be coupled with inputs and outputs of other atomic 
blocks or with the inputs and outputs of an overlying 
non-atomic model which inhabits these atomic models 
(hierarchical). The resulting overlying model now be-
haves exactly like an atomic model (closure under cou-
pling) of the particular formalism and therefore again 
can be coupled with other atomic and non-atomic mod-
els. In the following part we assume the knowledge of 
atomic and coupled DEVs and atomic and coupled 
DESs (see [14].  

On basis of these atomic and coupled DEVS and 
DESS Zeigler introduced an additional formalism called 
DEV&DESS [15] standing for Discrete Event and Dif-
ferential Equation System Specification. DEV&DESS is 
intended to describe so called hybrid system. In this 
context, hybrid system means a system consisting of 
both, a discrete and a continuous part, which is exactly 
what is needed for cubes. Atomic DEV&DESS systems 
can be described with the system  = < 

> 
where  describes a set of pos-
sible discrete and continuous inputs and outputs and 

is a set of possible states, which de-
scribes the state space. Together with 

 

we get  and 
 as internal and external state transition func-

tion,  and 
 as discrete and continuous output func-

tion as well as  as rate of change 
function ("right side" of an "ODE-System") and 

 as state event condi-
tion function. 

As described above the DESS and DEVS formal-
isms are well known in literature. In our case we focus 
on the additional meaning of .  is a function of 
the actual state  and continuous input value  
and is responsible for triggering internal events, which 
then may cause a discrete output 

 and definitely results in the 
execution of . Therefore, internal events in 
DEV&DESS are not exclusively dependable on time, as 
it is the case with DEVS, but may also be triggered be-
cause of the system state  reaching a certain threshold. 

Events of the later type are called state-events. 
Since the state transition functions  and  update 
the whole state, including its continuous part, they may 
lead to a discontinuous change in . Thus, as  
is the output of an integrator, this integrator needs to be 
reseted, each time an external or internal event occurs. 

The last distinguishing feature of the whole, 
DEV&DESS, to its components DEVS and DESS is the 
dependency of  and  of the actual continuous 
input value. For DEV&DESS to be well defined, we 
need to fulfil both, the requirements for the DEVS part, 
and the requirements for the DESS part. Therefore for 
each possible input-trajectories and initial states, during 
a finite time interval only a finite number of events is al-
lowed to happen, the function  again has to meet the 
Lipschitz requirements and the continuous input and 
output signals need to be bounded and piecewise con-
tinuous.  
Coupled DEV & DESS 

 
are described via  as a set of 
possible discrete and continuous inputs and outputs,  
as a set of involved "child-DEV&DESS"-denominators, 

, 
and finally together with 

 and 
 we get the whole system. 

The meaning of all the terms listed above are already 
known, either from the atomic DEVS definition or from 
coupled DEVS or coupled DESS systems. But there are 
some restrictions, concerning the coupling of discrete 
outputs with continuous inputs and vice versa. At first, 
we divide the interface map  into two component 
functions. One for the calculation of the discrete inputs 
of block   and one for the calcula-
tion of the continuous inputs . for 
each  

Second, we need to define, how to interpret a con-
nection from an discrete output to an continuous input 
and the other way round: Discrete output signals, actual-
ly are only existent at instance of time, where they are 
produced. The rest of the time, the value of the output-
signal is the empty set  or non existent. However, to 
enable connections between discrete outputs and con-
tinuous inputs, we define discrete outputs to be piece-
wise constant. So the value of a discrete output at a time 
between two output-events is always the value of the 
last output-event. Therefore it is allowed to connect dis-
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crete outputs arbitrary to continuous inputs. The other 
way round isn’t that easy, and it is necessary to apply 
restrictions. Thus, continuous outputs are only allowed 
to be connected to discrete inputs, if they are piecewise 
constant. One could think of a connection from discrete 
to continuous being realised by putting an additional 
DEV&DESS-block in between, that receives the dis-
crete output at its discrete input and forwards it to its 
continuous output. The other way around works too.  

As DEV&DESS sums up the functionality of both 
sides, the discrete and the continuous one, the modeller 
has to deal with the requirements of each formalism as 
well. On the one hand, the modeller needs to take care, 
not to produce algebraic loops and on the other hand he 
also needs to think of how to define the tie-breaking 
function select for the model to produce the desired be-
haviour. As Zeigler showed [15], all three basic formal-
ism, DEVS, DTSS(already included in DEVS) and 
DESS describe subclasses of the set of DEV&DESS-
describable systems. Therefore DEV&DESS-
describable is perfectly suited to formally describe and 
simulator-independently hybrid models of real systems. 
In our case - as a step in between - we used the cube 
formalism as organisational structuring of the modelling 
process using ontological analysis know how. Every cu-
be has continuous inputs like various forms of energy, 
which are part of a continuous model, and many cubes, 
like machine cubes handling work pieces, have discrete 
inputs which are handled in a discrete system part of the 
machine model.  

Since the DEV&DESS formalism does not specify 
solution methods, solution algorithms for the discrete 
part and differential equation solvers for the continuous 
part can be chosen at the point of implementation. In the 
case of cubes comprising purely continuous models, the 
DESS formalism can be applied and still linked with 
other cubes described by DEV&DESS or DEVS for 
plain discrete systems. Additionally, several atomic 
DEV&DESS can be embraced by another DEV&DESS 
called coupled DEV&DESS afterward for even better 
structuring; hence the DEV&DESS formalism also ful-
fils the hierarchy requirement, which represents an ob-
ligatory demand in the BAMA cube definition.  

As every DEV&DESS, be it coupled or atomic, can 
be regarded as separate systems and each DEV&DESS 
represents one cube in which the balance equations con-
sider everything within the cube’s borders, which are 
per definition balance borders, closure regarding bal-
ance equations can also be ensured as long as the gener-
ic description of the cube can guarantee it. 

DEVS is a very general formalism. As a result, it 
can be shown, that a lot of other discrete-event-
formalism, as for example Event-Graphs, State charts, 
Petri-Nets and even Cellular Automata describe sub-
classes of the set of all systems describable by DEVS. 
That’s why Zeigler proposes the so called DEVS-Bus as 
common interface for multi-formalism simulation. For 
implementation and formalisation this keeps the possi-
bility of a “general approach” for integrating domain 
experts knowledge in future approaches and involve 
possible additional model concepts (e.g. additional cubes 
shall be described in one of the ways mentioned above). 

6 Implementation 
Last but not least, since digital computers only are able 
to work in a discrete way, discretisation is necessary for 
each DEVS and DESS-part of a DEV&DESS to be able 
to be simulated on a digital computer. For pure DESS-
models, usually ODE-solver-algorithms are used, to 
numerically solve the differential equations, i.e. to simu-
late the DESS model. Therefore, the DESS model in 
combination with the used ODE-solver constitutes a 
DEVS model, approximating the DESS model. This re-
sulting DEVS model, as each DEVS model, can then be 
simulated error-free on a digital computer, apart from 
the error due to the finite representation of real numbers. 

But due to the fact that the DEV&DESS formalism 
is, as its name implies, just a formalism, it is independ-
ent from the implementation software. This is very im-
portant for the BAMA project since a lot of participat-
ing industry partners   already use certain automation 
software which is intended to be able to communicate 
with the simulation software and every developing part-
ner has preferred simulation tools or limited licenses.  

The DEV&DESS formalism does not restrict the 
possibilities for the cube interfaces. In the cube defini-
tion described briefly above it has been defined that in-
put and output signals can be arrays and may represent 
physical values which carry a unit or other attributes en-
suring consistency. This is possible with the 
DEV&DESS formalism since the only specification for 
inputs or outputs to a DEV&DESS is that there is a set 
of discrete and/or a set of continuous inputs and outputs. 
Hence the demands on cube interfaces can be met by the 
DEV&DESS formalism. Finally taking a deeper look at 
ontological analysis was worth doing, even if BaMa did 
not implement its own ontology. Defining and imple-
menting the process as described below (see Figure 7) 
was one of the keys to successfully implement the cube 
methodology in the first phase of BaMa. 
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Figure 7. System Analysis and Modelling uses Ontological 
Analysis Knowhow for reusable, quality assured results. 
 
At the actual point of BaMa the definition of the  

DEV&DESS formalism is finalised. As a matter of fact 
there is still a link missing to get to the implementation 
itself, but on the one hand there exist several tools im-
plementing the DEV&DESS formalism with a certain 
approach like PowerDEVS using QSS for the discretisa-
tion of the DESS parts and thus transforming 
DEV&DESS into DEVS only, QSS-Solver with the Mi-
cro-Modelica language, M/CD++,  or a Simulink library 
for DEV&DESS developed at the Hochschule Wismar 
or DEVS-only tools like DEVS-Suite, CD++ and 
JDEVS; on the other hand in the course of the BAMA 
project several typical scenarios have already been for-
malised with the DEV&DESS formalism and imple-
mented PowerDEVS for test purposes, so it is warranted 
that this formalism can actually be used as a bridge from 
the BAMA cube definition to the BAMA implementa-
tion. 
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