
S I M U L AT I O N
EUROPENOTES

Journal on Developments and
Trends in Modelling and Simulation

Membership Journal for Simulation
Societies and Groups in EUROSIM

Print 2305-9974ISSN
Online ISSN 2306-0271

SNE

ARGESIM

Volume N23 o.3-4   December2013                          doi: 10.11128/sne.23.34.1020



E U R O S I M  2 0 1 6
9th EUROSIM Congress on Modelling and Simulation

 
City of Oulu, Finland, September 12 – 16, 2016 

 

 

 

 
 

 
EUROSIM Congresses are the most important modelling and simulation events in Europe. 
For EUROSIM 2016, we are soliciting original submissions describing novel research and 
developments in the following (and related) areas of interest: Continuous, discrete (event) 
and hybrid modelling, simulation, identification and optimization approaches. Two basic con-
tribution motivations are expected: M&S Methods and Technologies and M&S Applications. 
Contributions from both technical and non-technical areas are welcome.  
 
Congress Topics The EUROSIM 2016 Congress will include invited talks, parallel, 
special and poster sessions, exhibition and versatile technical and social tours. The 
Congress topics of interest include, but are not limited to:  
 
Intelligent Systems and Applications  
Hybrid and Soft Computing  
Data & Semantic Mining 
Neural Networks, Fuzzy Systems & 

Evolutionary Computation  
Image, Speech & Signal Processing  
Systems Intelligence and  

Intelligence Systems  
Autonomous Systems  
Energy and Power Systems 
Mining and Metal Industry 
Forest Industry 
Buildings and Construction 
Communication Systems 
Circuits, Sensors and Devices 
Security Modelling and Simulation  
 

Bioinformatics, Medicine, Pharmacy 
and Bioengineering  

Water and Wastewater Treatment, 
Sludge Management and Biogas 
Production 

Condition monitoring, Mechatronics  
and maintenance 

Automotive applications 
e-Science and e-Systems  
Industry, Business, Management, 

Human Factors and Social Issues  
Virtual Reality, Visualization, 

Computer Art and Games  
Internet Modelling, Semantic Web  

and Ontologies  
Computational Finance & Economics  
 

Simulation Methodologies and Tools 
Parallel and Distributed 

Architectures and Systems  
Operations Research  
Discrete Event  Systems  
Manufacturing and Workflows  
Adaptive Dynamic Programming 

and Reinforcement Learning  
Mobile/Ad hoc wireless  

networks, mobicast, sensor  
placement, target tracking  

Control of Intelligent Systems  
Robotics, Cybernetics, Control 

Engineering, & Manufacturing  
Transport, Logistics, Harbour, Shipping

and Marine Simulation  
 

Congress Venue / Social Events The Congress will be held in the City of Oulu, Capi-
tal of Northern Scandinavia. The main venue and the exhibition site is the Oulu City Theatre 
in the city centre. Pre and Post Congress Tours include Arctic Circle, Santa Claus visits and 
hiking on the unique routes in Oulanka National Park. 
 
Congress Team: The Congress is organised by SIMS - Scandinavian Simulation Society, 
FinSim - Finnish Simulation Forum, Finnish Society of Automation, and University of Oulu. 
Esko Juuso EUROSIM President, Erik Dahlquist SIMS President, Kauko Leiviskä EUROSIM 2016 Chair 
 
Info: www.eurosim.info, office@automaatioseura.fi 
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Editorial 
Dear  Readers – This third issue of SNE Volume 23 again combines individually submitted contributions and post-conference publi-
cations submitted from EUROSIM societies’ conferences. In SNE 23(3-4), the post-conference publications have been submitted 
from SIMS Conference 2012 (SIMS – Scandinavian Simulation Society), from MATHMOD 2012 (Vienna Conference on Mathemati-
cal Modelling, Vienna, Austria), and from ERK 2013 Conference (Portoroz, Slovenia; SLOSIM - Slovenian Simulation Society’s 
track on modelling and simulation track. Again the broad spectrum of modelling and simulation is reflected in the contributions, 
from modelling analysis to computational case studies. We are also glad, that we can continue our series on ARGESIM Benchmarks 
on ‘Modelling Approaches and Simulation Implementations’ with two solutions – one being a classical two-page solution, the other 
one being an extended comparative solution – which will be the general trend for our benchmark solutions. 
And this issue also concludes the series of three front cover graphics, which Vlatko Ceric provided for SNE Volume 23.  
 I would like to thank all authors for their contributions,  and the organizers of the EUROSIM conferences for co-operation in 
post-conference publication, and the ARGESIM SNE staff for  helping to manage the SNE administration and the improved SNE 
layout and extended templates for submissions (now also tex), And especially Vlatko Ceric for his graphics.. 
 

Felix Breitenecker, SNE Editor-in-Chief, eic@sne-journal.org; felix.breitenecker@tuwien.ac.at 
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An Approximate Differentiation Method of 
Inverse Simulation based on a Continuous 

System Simulation Approach 
David J. Murray-Smith 

University of Glasgow, School of Engineering, Rankine Building, Oakfield Avenue, Glasgow G12 8LT, 
United Kingdom; david.murray-smith@glasgow.ac.uk 

 
 
Abstract.  Inverse simulation techniques allow inverse 
solutions to be found for a range of problems involving 
dynamic systems described by sets of linear or nonlinear 
ordinary differential equations. Techniques in common 
use generally involve iterative solutions based on discre-
tised descriptions but continuous system simulation 
tools can also provide solutions and are often simpler to 
apply and computationally more efficient. This paper 
presents a method of inverse simulation which involves 
use of a very simple, but effective, approximation for 
derivative terms within the model. Discussion of results 
for linear and non-linear examples leads to the conclu-
sion that this technique can be applied to a wide range of 
dynamic models that are of practical importance for 
engineering applications. 

Introduction

1 The Approximate 
Differentiation Method  
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Figure 1: Block diagram of the approximate  
differentiator.The block 1/s represents the  
operation of integration in terms of the Laplace 
variable s. 
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Figure 2: The upper trace shows the input found from 

inverse simulation of the linear SISO system of 
Equations (2) and (3). The lower traces  
(superimposed) show the demanded output 
together with the output obtained from  
application of the input found from inverse 
simulation to the conventional forward  
simulation model for this system. 

2 An Example Involving a 
Nonlinear Model 

Q Q

 Q23 

Figure 3: Schematic diagram of the coupled-tanks system. 
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Figure 4: Required liquid levels for the first case  

considered. 

 
Figure 5: Flow rates determined by inverse simulation for 

the first case considered. 

 
Figure 6: Differences between reference liquid level time 

histories and liquid levels found by applying  
inputs from inverse simulation to the forward 
simulation model. 
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Figure 7: Required liquid levels for second case involving 

a larger difference between final levels in Tank 1 
and Tank2 resulting in a required flow rate for 
Tank 1 that exceeds the maximum. 

Figure 8: Input flow rates found using inverse simulation 
for level variations defined in Figure 7. 

 
Figure 9: Differences between the desired levels and the 

levels found from forward simulation of the 
coupled-tanks model for the case defined by 
the inputs of Figure 8. 

3 Discussion and Conclusions 

s
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Diffusion Approximation in a Stochastic Cellular 
Automaton Model for Epidemics 
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Abstract.  Although microscopic models are nowadays 
getting more and more popular among, still the model-
ling approach lacks of appropriate mathematical theory 
to confidentally rely on the outputs of the derived mod-
els. Especially unexpected chaotic group behaviour and 
the inability to validate and parametrise the model often 
leads to unusable simulations. The investigated test-
case, a simple cellular automaton (CA) simulating the 
temporal development of a SIR (Susceptible-Infected-
Recovered) type epidemic, shows a field of application 
for so called complexity theory. In order to explain and 
analyse the aggregated simulation results of the CA, 
certain methods usually used in Markov theory for quan-
tum mechanics, basically extensions of so called diffu-
sion approximation [1], are applied. Finally, already sus-
pected, correlations to the solutions of the famous SIR 
differential equations, formerly derived by Kermack and 
McKendrick [2], can be proven with analytical methods 
and extended by convergence results and qualitative 
error estimations. 

Introduction 

Advantages Disadvantages 

Lower abstraction level 
compared to reality 

Difficult to validate 

Easy to understand for 
non-experts 

High computational ef-
forts 

Very flexible regarding 
system changes 

Difficult to document 
regarding reproducibility 

More suitable for eye-
catching visualisations 

Sometimes unpredictable 
and chaotic results 

Table 1: Some advantages and disadvantages of  
microscopic models. 
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1 Comparison of two Modelling 
Approaches 

 
Figure 1: Example Result of the Cellular Automaton. 

 

Figure 2: Example Result of Classic SIR Differential  
Equations. 
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2 Cellular Automaton – 

Definition 

2.1 Space 

2.2 Agents (non-empty cells) 

2.3 Simulation 

•

•

3 Analysis and Transformations 

Figure 3: Visualisation of the rules for the SIR Cellular 
Automaton. 

3.1 Extracting probabilities 
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3.2 Time discrete to continuous 

3.3 Spatial discrete to continuous 
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Figure 4: Transformation from CA to Markov Process. 

4 Diffusion Approximation  

5 Conclusion 
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Figure 5: Direct comparison between ODE and CA model. 
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Abstract. This article is about the mathematical de-
scription, analysis and background of the simulation
environment SIMULINK. This simulation environment is
a well-known tool in applied mathematics and a wide
range of fields in engineering, mainly control engineer-
ing. SIMULINK is driven by control engineering which is
recognisable in the block oriented structure as well as in
the notation and characterisation of simulation models.
This article will give an overview about the mathematics
behind the simulation models in SIMULINK and discuss
several items. The structure of the article starts in the be-
ginning with the mathematical definitions and context. A
relation between the mathematical aspects and the situ-
ation in the simulation environment is given.

Introduction
As an introduction of the article the setup of dynamical

systems will be given and discussed. Mainly dynamical

systems are linked for many people with ordinary dif-

ferential equations, initial vale problems or partial dif-

ferential equation in more complicated modelling ap-

proaches. This link is wrong in general, a dynamical

system can be defined without a differential equation.

This allows to consider a wider range of dynamical sys-

tems, e.g. time continues and time discrete. In the case

of time continuous systems the connection to differen-

tial equations can be established a shown in the follow-

ing steps.

Dynamical System. Assume sets T and X �= /0 with

T ∈ {�0,�,�
+
0 ,�}. Furthermore define a mapping

g : T ×X →X which satisfies the for x∈X and t1, t2 ∈ T

1. g(0, t) = x,

2. g(t1,g(t2,x)) = g(t1 + t2,x).

The triple (T,X ,g) is named a dynamical system, in

case of T ∈ {�0,�} it is called time discrete, in case

of T ∈ {�+
0 ,�} it is called time continuous. X is called

the state space and g the flow. For easier notation g is

redefined to

gt(x) = g(t,x). (1)

It is easy to proof that for t, t1, t2 ∈ T the mapping g
fulfills

1. g0 = id,

2. gt1+t2 = gt1 ◦gt2 = gt2 ◦gt1 ,

3. g−1
t = g−t .

Time Continuous Dynamical Systems. As-

sume x : �→�
n, x ∈ C 1(�) and g continues differen-

tiable. With x(0) = x0 and x(t) = gt(x0) let’s consider

d

dt
x(t) = lim

h→0

1

h

(
gt+h(x0)−gt(x0)

)
=

=

((
lim
h→0

1

h
(gh − id)

)
◦gt

)
(x0) =

=

(
∂
∂ t

gt

∣∣∣∣
t=0

◦gt

)
(x0) =

=

(
∂
∂ t

gt

∣∣∣∣
t=0

)(
x(t)

)
.

(2)

Time continuous dynamical systems with conditions re-

garding x and g assumed above can be described by

x′(t) = f
(
x(t)

)
, f

(
x(t)

)
=

(
∂
∂ t

gt

∣∣∣∣
t=0

)(
x(t)

)
. (3)
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A Körner Mathematical Framework for Graphical SIMULINK Models

1 Model Structure in SIMULINK
Let’s consider an arbitrary SIMULINK model, e.g. as

illustrated in Figure 1.

Figure 1: An arbitrary SIMULINK model to illustrate different
relations between certain SIMULINK elements.

The model structure shows two issues:

1. input-output relation of each component

2. graph structure defines the the topology of the

component connection

The following sections will discuss this two aspects,

the signal flow graphs as a mathematical environment

to describe the interconnection and the input-output re-

lation of the individual blocks to implement different

behavior.

2 Graph Concept for SIMULINK
Models

Oriented Graphs and SIMULINK-Models. Con-

sider V = V (G) as the set of nodes and E = E(G) the

set edges. The tuple G = (V,E) is called a graph and

e ∈ E(G) an edge. The edge is called oriented if e
is represented as an ordered pair e = 〈v1,v2〉 of nodes

v1,v2 ∈ V (G), the starting node v1 and the end node

v2. The edge is called not oriented if the edge is rep-

resented via a not oriented pair e = (v1,v2) of nodes

v1,v2 ∈V (G).
As illustrated in Figure 1 each SIMULINK-model

has an orientation. For this purpose the oriented graph

is a suitable mathematical environment to represent the

orientation in a SIMULINK-model. Next step is to ex-

press the mathematical and technical manipulations in

the model, which are represented in a block with certain

input and output signals or vectors of signals.

Weighted Graphs and Signal Flow Graphs.
Let’S assume G= (V,E) to be a graph and w : E →�

+
0 .

The triple (V,E,w) is called weighted graph and w the

weighting function. Let (V,E,w) be a weighted graph

and (ek) a series of edges of the graph. The weight of

the series of edges is defined as

w
(
(ek)

)
=

k

∑
i=1

w(ek). (4)

Furthermore the distance between two nodes in the

graph is defined as the minimum of weights thru all se-

ries of nodes which are connecting the two discussed

nodes. The illustration of a particle of a weighted

graphs is illustrated in Figure 2.

Figure 2: An illustration of a particle of a weighted graph, (a)
classical representation in graph theory, (b)
representation focusing on signal flow graphs.

The last step in the mathematical environment is the in-

tegration of signal flow in the graph concept.

Assume Gw = (V,E,w) as an oriented and weighted

graph wit the set of nodes V = {v1, . . . ,vk}, the set

of edges E = {e1, . . . ,em} and the weighting function

w : E → �
+
0 . Furthermore is X = {x1, . . . ,xk} with

xi ∈� for i = 1, . . . ,k defined. The mapping

μ : V → X , vi 	→ xi
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relates each node vi with a value xi. The values x j =
μ(v j), x� = μ(v�) of X are connected to w by the equa-

tion

x� = x j ·w(e j), (5)

if e j =
〈
v j,v�

〉
is valid. If the node v� is the end of more

than one edge e j, e.g. r ∈�

e j =
〈
v j,v�

〉
, e j+1 =

〈
v j+1,v�

〉
, . . . ,e j+r =

〈
v j+r,v�

〉
,

than for x� hold

x� =
r

∑
s=0

x j+s ·w(e j+s).

The tuple S = (Gw,μ) is called a signal flow graph.

To have in mind that this mathematical environment

is designed for a description for SIMULAINK-models

this definition of a signal flow graph is not general-

ized enough to represent more than linear models in

SIMULINK. For this purpose the concept has to be re-

designed to cover more general model structures.

Generalised Signal Flow Graphs. In the defini-

tion given up to now the relation between two nodes x j
and x� is given by the weighting function w along the

edge e j according to

x j = x� ·w(e j).

This limitation in the mathematical description will not

allow to include all SIMULINK-models, so the defini-

tion need a more general approach. The fist step is to

generalize the weighting.

Assume S as a signal flow graph. The mapping

we j : X → X , x j 	→ x� = we j(x j) (6)

defines the so-called generalised weighting function of

the signal flow graph S.

This definition of a generalised weighting function

allows to cover a wider range of relations between

nodes in the signal flow graph. If there are no possi-

bilities of misunderstanding the shorter notation

x� = w(x j)

can be applied.

The next step of the generalisation in the signal flow

graph concept addresses the subject of signals. The def-

inition up to now didn’t cover the flow of signals, only

the relation was oriented which implied a flow. This

will be improved in the following extension.

Assume a set Ω ⊆� and a function f : Ω →�.

1. The function f is called a signal, if the character-

istics over the time t ∈ Ω covers some information

of a physical quantity.

2. A signal is called causal, if f (t) = 0 for all t < 0t.

More general also f (t) = 0 for all t < t0 possible.

3. The set

L2(Ω) =

{
f : Ω →� :

∫
Ω
| f (t)|2 dt < ∞

}

is called the set of quadratic integrable functions.

4. (L2(Ω),+, ·) with the composition

is a vector space. With

〈 f ,g〉L2 =
∫

Ω
f (t)g(t)dt

a scalar product is defined and its induced norm

‖ f‖L2 =
√

〈 f , f 〉L2 =

√∫
Ω
| f (t)|2 dt.

For that reason the vector space (L2(Ω),+, ·) is re-

garding ‖·‖L2 complete and so a Hilbert-space.

This mathematical excursion brings the definition to

the second most important generalisation related to the

signal space. The Hilbert-space (L2(Ω),+, ·) with the

scalar product 〈·, ·〉L2 , whose elements are signals, is

called signal space. Also for this vector space the nota-

tion L2 is used, for causal signals for example the nota-

tion would be L2(�+
0 ).

Finally the introduced concepts are combined in the

definition of the generalised signal flow graph.

Assume Gw = (V,E,w) as an oriented and weighted

graph with the set of nodes V = {v1, . . . ,vk}, the set

of edges E = {e1, . . . ,em} and the weighting function

w : E → �
+
0 . Moreover are xi ∈ L2(I) for i = 1, . . . ,k

and I ⊆�. The mapping

μ : V → X , vi 	→ xi

relates each node vi with a corresponding signal xi. The

values x j = μ(v j), x� = μ(v�) of the set X are associated

via w referred to

x�(t) = we j

(
x j(t)

)
,
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if e j =
〈
v j,v�

〉
is valid.

Is v� the end node of more than one edge e j, so for r ∈�

e j =
〈
v j,v�

〉
, e j+1 =

〈
v j+1,v�

〉
, . . . ,e j+r =

〈
v j+r,v�

〉
,

for x� the relation

x� =
r

∑
s=0

we j+s (x j+s)

is valid. The graph S = (Gw,L
2(I),μ) is called a gener-

alised signal flow graph.

In simulation environments the mathematical de-

scription has a disfigurement. In computer the L2 for-

mulation is not representable. By sampling of the sig-

nals the set X can be constructed and a purely discrete

graph is used for the numerical simulation.

The interval I = [a,b] ⊂ � with a < b and a sig-

nal x ∈ L2(I) will be considered. Moreover Z =
{t1, t2, . . . , tk−1, tk} is a segmentation of I with t1 = a and

tk = b. Is ti+1 − ti = Δt for all i = 1, . . . ,k the segmenta-

tion is called equidistant. Via the determination

x(ti) = xi

it is defined a mapping δa : L2(I)→�, which is called

the discretisation of I. This mapping is the connec-

tion point between the generalized signal flow graph -

the continues mathematical framework - and the regu-

lar signal flow graph - the numerical setup for system

simulation. The link between is given by the mapping

δa : L2(I)→�, x 	→ x(ti)

and the construction of the set X by

X =
{

x1 = x(t1),x2 = x(t2) . . . ,xk = x(tk)
}
.

3 Input-Output Relation

SIMULINK is designed by definition via input-output

relations. In linear cases the input-output scheme is

mathematical well observed and there are several the-

ories available for the model analysis. In the nonlinear

case the mathematical toolbox is smaller or the avail-

able methods and theorems are not that global and gen-

eral as it is in the linear domain. The following subsec-

tions will discuss this difference.

3.1 Linear Time Invariant Systems

Time Continuous Systems. Linear time invariant

systems are described via a charming mathematical en-

vironment - the Laplace transform. This is an integral

transform of the form

L ( f )(s) =
∫ ∞

0
f (t)e−st dt. (7)

Only signals of exponential order, this means that s0 > 0

and M > 0 exist that satisfy for T > 0 the condition

| f (t)| ≤ M · es0t (8)

for all t > T .

The standard description of LTI–systems in time do-

main is given by the state space description

x′(t) = A x(t)+b u(t), x(0) = x0

y(t) = cT x(t)+d u(t),
(9)

with b,c,x ∈ �n, A ∈ �n×n and u,y,d ∈ �. This state

space description is equivalent to a ordinary differential

equation n–th order. The Laplace transform lead to a

system description in the Laplacian domain.

Assume U = L (u) the Laplacian of the input sig-

nal and Y = L (y) the Laplacian of the output signal

of a LTI-system with the state x ∈�n and x0 = 0. The

function G : �→� which fulfills the relation

Y (s) = G(s) ·U(s) (10)

for each input signal is called the transfer function of

the LTI-system.

This mathematical environment offers a structure

which is called an algebra. Interpreted with the transfer-

function, represented as blocks in the signal flow graph,

a particular model can be built by using a certain topol-

ogy of transfer function blocks. Some basic circuit ar-

rangements are illustrated in Figure 3.

Discrete Time Systems. The discretisation intro-

duced in the section above leads also to the description

of discrete linear time invariant systems. The equiva-

lent to the Laplace transform in the discrete time is the

Z–Transform. This transformation is as well linear and

is applied on series’ instead of signals.
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Figure 3: Illustration of Block Circuits: (a) Basic Topologies, (b) Algebra of Transfer Functions.

It is evident that this series are results from the sam-

pling process, following denoted as ( fn)n∈�.

1. If the series ( fn)n∈� satisfy the inequality

| fn| ≤ Mγn, ∀n ∈�

and for suitable γ,M > 0, ( fn) is called from expo-

nential order.

2. S(�,�) denotes the set of all series which are from

exponential order.

3. With

Z ( fn)(z) =
∞

∑
n=0

fnz−n

a mapping Z is defined, the so-called z–

Transform.

Due to the correlation of the sampling process the z–

Transform correspond with the Laplacian. Assume

f̃ (t) =
∞

∑
n=0

f (nT )δ (t −nT )

for T > 0 and δ : �→�∪{∞}, defined by

δ (t) =

{
∞ for t = 0,

0 otherwise,

and the condition
∫
�

δ (t)dt = 1.

Apply on f̃ the Laplacian it results in

L ( f̃ )(s) =
∫ ∞

0

∞

∑
n=0

f (nT )δ (t −nT )e−st dt =

=
∞

∑
n=0

f (nT )e−snT .

In summary for fn = f (nT ) and z = esT it results the

formula of the z–Transform.

This relation between the two domains allows the

definition of a sampling system by observing a continu-

ous LTI-system with a discretisation and reconstruction

interface as illustrated in Figure 4.

Figure 4: Split-up of a sampling system with sample and
hold interface and a corresponding continuous
LTI-system.
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3.2 Nonlinear systems

Nonlinear Systems has as well a description which

is oriented to an input-output relation. It is a gen-

eralisation of the state space description for lin-

ear time invariant systems, given by two mappings

f : �×�n×�m →�
n and g : �×�n×�m →�

p for

m,n, p ∈� satisfying the form

x′(t) = f (t,x(t),u(t)) ,

y(t) = g(t,x(t),u(t)) .
(11)

Not only this systems are addressed when the term non-

linear is used. Also systems with a certain saturation or

discretisation effect are covered in this field. Systems

like Rate-Limiter, Saturation, Quantizer and Hit Cross-

ing are counting to this systems as well. Nevertheless

the general mathematical formulation fits also to this

class of systems.

4 Simulation Models in
SIMULINK

The introduced mathematical framework for

SIMULINK is suitable to describe systems in a

formal way. For simulation aspects this description

is not helpful or offers optimizing opportunities. But

in a modelling context this framework offers a new

level in the coexistence of modelling and simulation.

The common approach is that the modelling process

provides a description of the model and the simulation

environment runs the calculation.

The description of the model is normally given

in a mathematical framework or an computer science

approach. This produce the first problem, there is

no common layer where the model can be compared

or analysed. The introduced framework offers the

possibility to separate a abstract mathematical model,

graphical simulation model and the model implemented

in the simulation environment by itself. In case of

SIMULINK models this approach offers an abstract

layer for model descriptions.
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Abstract.  This study shows how to utilize the CATIA V6 
Dynamic Behavior Modeling (DBM) software environ-
ment for the purpose of co-simulation of physical mod-
els. The implementation of a co-simulation using Building 
Controls Virtual Test Bed (BCVTB) is demonstrated and 
the pros and cons are discussed. Further the methods 
for FMI export and import in CATIA are explored with 
respect to implementing a co-simulation either in CATIA 
itself or other host programs. The two approaches are 
displayed by implementing simple examples. Ultimately 
possible applications for an advanced tool to link 3D 
geometric data and systems simulation, with the poten-
tial to perform co-simulation, are presented. 

Introduction
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Figure 1: CATIA Functional and Logical Workbench with 
logical references containing a DBM model and 
a 3DRepesentation. 

1 Co-simulation with BCVTB 

Figure 2: Model in BCVTB; the CATIA simulator block is  
responsible for the communication with CATIA. 

Figure 3: Modelica model implemented in CATIA DBM 
with the BCVTB Modelica block; the data  
is received from BCVTB, amplified and  
returned to BCVTB. 
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Figure 4: Output of the timed plotter of BCVTB; red: the 
ramp, blue and dotted: simulator output. 

Figure 5: DBM model of a revolvable cylinder; the data 
from the FMU is received through the input  
signal port, driving the rotation. 

Figure 6: Plotting window of CATIA in the Functional and 
Logical Workbench; red: the angle of the cylinder 
over time. 

2 Co-simulation with FMI 
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3 Outlook 
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Abstract.  Current research in biomedicine is still mostly 
based on purely experimental discoveries while model-
ling and simulation are almost unused. Systems biology 
and systems medicine try to improve the situation, how-
ever, mathematical models are being treated in similar 
manner as biological models, therefore, their contribu-
tion is still limited. In this article we show a simplified 
model of cholesterol metabolism in the body and ana-
lyse its properties with respect to system dynamics. 
Cholesterol metabolism system shows high robustness 
on metabolic level, while gene expression regulation is 
susceptible to external disturbances. The model suggests 
that it is possible to push similar metabolic systems to 
alternative stable equilibrium point and cause severe 
problems (disease) without actually damaging the struc-
ture of any of the involved molecular species. This new 
concept of disease understanding my help solve many 
disease treatment problems. 

Introduction
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Figure 1: Simulink implementation of the model. 
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1 Simple Model of Cholesterol 
Regulation in the Body 
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2 Simulation Experiments 

Figure 2: Simulation of large dietary uptake (30 times 
larger than normal uptake). 

Figure 3: Simulation of no cholesterol diet. 

Figure 4: Simulation of complete biosynthesis blocking. 
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Figure 5: Simulation of increased demand (2x) in  
peripheral tissues. 

Figure 6: Simulation of external influence on SREBF2 
expression (1% of normal expression flux, 
short pulse). 

Figure 7: Simulation of a short break of the internal  
control loop for SREBF2 expression. 

3 Discussion 
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4 Conclusion 
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Abstract.  In this paper a comparison is made between 
OpenModelica and Dymola for a simulation model of a 
power boiler. The similarities and differences are pre-
sented. Dymola has the advantage of having a more 
elaborate user interface and solver, but the OpenModeli-
ca user interface and solver has improved very much 
during last few years. The advantage of OpenModelica is 
that anyone can use the models without having to pay 
high license fees, something that is of significant interest 
when installations are made in industries. In many ways 
a combination of the two is advisable, where Dymola can 
be used for application developments and later 
OpenModelica can be used in the actual installations. It 
has been seen in this application for a CFB boiler that it is 
easy to use the same model in both environments with-
out any modifications. Still, the solver for OpenModelica 
is not as powerful as for Dymola, which may be a prob-
lem for on-line applications for larger models, while no 
problem for small models.   

Introduction and Literature 
Review

1 Methodology 
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Air flow to boiler

Figure 1: View of the CFB boiler in Dymola interface. Showing boiler 5 at Mälarenergi CHP plant. 
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2 Model Validation and Results 
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Figure 2: Bed temperature at the same elevation for 
eight meters. 

Part load (July 5, 2011) at 6.2 kg/s fuel, 30.1 kg/s

Variables DCS  RH Errror%

Steam temperature 
after HPSH2 (°C) 

434 439 1.0 

Fluegas temperature 
after cyclone (°C) 

550 566 2.9 

Fluegas temperature 
before cyclone (°C) 

551 576 4.6 

Steam temperature 
after cyclone (°C) 

366 353 -3.6 

Full load (September 2011) 16.5 kg/s fuel, 79.8 kg/s 
air, 48.8 kg/s feed water 

Steam temperature 
after High Pressure 
Super Heater 2 (°C) 

494 488 -1.2 

Bed temperature (°C) 833 879 5.2 

Fluegas temperature 
before cyclone (°C) 

758 757 0 

Steam temperature 
after cyclone (°C) 

385 379 -1.5 

Table 1: Measured process data (DCS) compared to pre-
dictions made with the simulation data. 

3 Comparison of Dymola and 
OpenModelica from a User 
Perspective 
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Figure 3: Difference between simulated and measured data for five variables in boiler 5 July 4-7 2011. 
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Figure 4: Bayesian Net of differences between simulated and measured data from Boiler 5 during the period September 
10 to September 18, 2011. 
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4 Discussion and Conclusions 
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Abstract.  A number of current research projects aim at 
increasing energy efficiency in production by using com-
prehensive simulation models of manufacturing plants. 
In order to gain knowledge about the energetic optimiza-
tion potential of machine tools, a simulation model of a 
turning lathe is developed. Using an object-oriented 
modelling approach allows combining mechanical, elec-
trical as well as thermal aspects in a structural manner 
into one comprehensive multi-domain model. This bot-
tom-up approach is combined with stepwise top-down 
model refinement in three stages in order to identify 
numerical boundaries of the simulation. Simulation re-
sults are validated against measurement data. Though 
object-oriented modelling leads to flexible and modular 
models, the translated equations are less efficient during 
simulation, therefore making it necessary to perform 
manual adjustments in the model. To increase simula-
tion speed, multirate simulation is performed in Sim-
scape using local implicit fixed-step solvers. 

Introduction
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1 Stage 1: Basic Electro-
mechanical Model 

•

•

•

Figure 2: The three axes of the lathe: Spindle for driving 
the workpiece, longitudinal and cross feed for 
positioning the tool in the z- and x-direction. 

Figure 1: Three stages in the modelling process with increasing level of detail. 
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Listing 1: Code fragment of the asynchronous machine 
model in Simscape Language. 

2 Stage 2: Motor Control and 
Thermal Aspects 

•
•

•
•

2.1 Modelling 

component AsynchronousMachine 
(...) 
parameters (Access=public, Hidden=true) 

M = 2/3*[1, -1/2, -1/2; 0, sqrt(3)/2, 
    -sqrt(3)/2]; 

end 
equations 
   (...) 
   us' == M*[u1;u2;u3];  
   is' == M*[i1;i2;i3]; 
   i1 + i2 + i3 == 0; 
   %Standardized equations for ASM 
   us == is*rs + psis.der/Omegaref_el; 
   ur == ir*rr + psir.der/Omegaref_el... 
         -[-psir(2),psir(1)]*omegam; 
   psis == ls*is + ls*(1-sigma)*ir; 
   psir == ls*(1-sigma)*(is+ir);  
   ur == [0,0]; 
   %Torque equation 
   mr == is(2)*psir(1)-is(1)*psir(2); 
end 
 



 B Heinzl et al.   Object-oriented Modelling and Simulation of Machine Tools 

 150 SNE 23(3-4) – 12/2013 

TN

Figure 3: Main drive of the turning lathe model with asynchronous engine, voltage supply, 
gear belt drive and mechanical loads. 

Figure 4: Model of the slide drive for the turning lathe with 3-phase voltage supply, servomotor, leadscrew model, 
linear bearings and thermal components.
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2.2 Simulation results 

Figure 6: Simulation scenario of a turning process. 

Figure 7: Resulting trajectory of the tool tip and time  
values for the simulation scenario shown  
in Figure 6. 

Figure 8: Comparison of total power consumption  
between simulation and measurement data. 
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3 Stage 3: Refined Model 

3.1 Modelling 

Figure 9: Top: Overview of the total simulation model in 
Simulink/Simscape. Marked are the separate 
Simscape networks. Bottom: Detail of the  
subsystem for the electric 3-phase converter 
with the three inverters and the rectifier in 
separate Simscape networks.
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Figure 10: Comparison of steps between local solver  
(Backward Euler) and global solver  
(Simulink ode15s). 

3.2 Simulation results 

Figure 11: Results of a simulation run with the refined 
model. The plots show (from top to bottom) 
main drive active power, spindle speed, slide 
and cross-slide speed, mechanical friction 
heat and main drive motor temperature. 

 
 
 
 

 

Figure 12: Energy distribution in the system, grouped by 
parts where input energy is converted into 
heat (power electronics, mechanical friction, 
cutting process, latent energy). 

4 Conclusion 



 B Heinzl et al.   Object-oriented Modelling and Simulation of Machine Tools 

 154 SNE 23(3-4) – 12/2013 

TN
References 

Industry Applications Con-
ference

Spanende Formung. 
Theorie – Berechnung – Richtwerte

Junior Sci-
ence Conference

7th Vienna Conference on Mathematical Model-
ling

Simscape Language Guide

Simscape User’s Guide

Elektrische Antriebe – Grundlagen

IEEE Transactions on Industrial Electronics



155

S N E T E C H N I C A L N O T E

A Case Study On Coupling Thermo-dynamical and
Electro-mechanical Models in Modelica-based

Simulators
Matthias Rößler1,2

1dwh Simulation Services, Neustiftgasse 57-59, 1070 Vienna, Austria; matthias.roessler@dwh.at
2Institute for Analysis and Scientific Computing, Vienna University of Technology, Wiedner Haupstraße 8-10,
11040 Vienna, Austria

Simulation Notes Europe SNE 23(3-4), 2013, 155 - 160

DOI: 10.11128/sne.23.tn.10211

Received: March 10, 2013 (Selected I3M 2012 Postconf. Publ.);

Extended Revised: Sept. 15, 2013; Accepted: Nov. 20, 2013;

Abstract. Due to higher ecological awareness and
more stringent environmental laws the necessity of low-
ering the energy consumption of manufacturing plants
rises. Therefore the possibility to optimize a planned pro-
duction hall becomes more and more important. The re-
search project INFO, a project of the Vienna University
of Technology in cooperation with industry partners and
supported by the FFG, the Austrian Research Promotion
Agency, creates an overall simulation of a cutting factory.
Overall models of such proportions deal with a lot of dif-
ficulties, one of them is that through the interdisciplinar-
ity of the problem there are many submodels that have
to be coupled to get to the overall simulation. This work
studies one possible solution for this problem, namely
the coupling of different model parts in one simulator.
First the two partial models are described and their sim-
ulation results validated against measurement data. Af-
terwards the models are coupled and possible problems
are analysed and the approach is evaluated.

Introduction
As the necessity of lowering the energy consumption

of manufacturing plants rises due to increased energy

costs and environmental awareness, the possibility to

optimize the energetic behaviour of a production hall

becomes more and more important. Especially during

the planning phase, saving potential is very high. There-

fore the research project INFO, a project of the Vienna

University of Technology in cooperation with industry

partners and supported by the FFG, the Austrian Re-

search Promotion Agency, creates an overall simulation

of a cutting factory. The holistic approach of the project

makes it necessary, that models from different physical

domains have to be built, taking into account micro-

scopic and macroscopic processes, like machines, the

building hull or influences of the weather ([1]). There-

fore one important question the project had to solve,

was how to couple models from different domains.

In this paper the coupling of different model parts

in one simulator will be studied. Therefore two model

parts, a room model and a model of a machine tool are

developed and afterwards coupled. The models are in-

tentionally kept simple to identify the problems that oc-

cur because of the coupling of the model parts rather

than numerical problems because of the size of the re-

sulting equation system. The model of the machine tool

is a linear guiding device and for the room model a com-

partment model is chosen. For both models exist test

rigs, so they can be validated against measurement data.

Additionally a comparison of two different simula-

tors, Dymola and MapleSim, is made. Both simulators

rely on the modelling approach of Modelica, so their

numerical behaviour and efficiency can be studied and

their suitability for coupling models from different do-

mains can be evaluated.

In the first chapter those two simulators are pre-

sented. Then the two models, the room model and the

machine model are described in detail. Afterwards the

coupling of the two models is realised and the results

are presented. Finally an outlook to possible future

work is given.

1 Simulators
The Modelica Standard, which is maintained by the

Modelica Association, uses an object-oriented approach
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to model physical systems. Using this approach a sys-

tem is modelled by building an acausal block-diagram,

where every block represents a real component, for in-

stance a linear translational spring or an electrical resis-

tor. By using the defining equations for each compo-

nent, which are stored in the representing blocks, and

additional equations, that result from connecting the

blocks with acausal connections, an equation system is

built, which can be solved by a simulator. It is important

to note, that neither in the components nor in the con-

nections a causality between the variables is assumed.

This approach works in various physical domains

such as mechanics, electrical engineering or thermody-

namics, which makes it possible to build multi-domain

models. The Modelica Standard only provides a lan-

guage to describe models in such a manner. To simu-

late the models a simulator, which understands this lan-

guage and provides the necessary algorithms to derive

and solve the resulting equation system, has to be used.

The current version of the Modelica Standard is version

3.2 ([2]).

As mentioned before two different simulators are

used in this paper: Dymola and MapleSim. These sim-

ulators shall now be described briefly laying a focus on

the functionalities used in this paper.

Dymola. The past of Dymola is closely related to

Modelica as the Modelica Standard is developed from

Dymola. Because of this Dymola can be seen as the

simulator who understands the Modelica language best.

Models can be built either graphically or textually. The

version used in this paper is Dymola 2012, which sup-

ports the Modelica Standard 3.2. In this version of the

Modelica Standard all dissipative components have an

optional heatport, which allows the use of the lost en-

ergy in an additional thermodynamical system. This

feature is very useful for the purposes of this paper.

MapleSim. MapleSim is developed by MapleSoft.

Models can only be built graphically, but new compo-

nents can be defined using either the Modelica language

or a built in Maple function, where only the equations

and ports have to be defined and a Modelica component

is created automatically. MapleSim supports Modelica

Standard 3.1, where the optional heatport is only used

in the electrical resistor component; this means that for

the other dissipative components the lost energy has to

be measured to be used in a thermodynamical model.

2 Submodels
The system that we want to investigate in this paper is

a machine tool that stands in a room. The waste heat of

the machine heats up the room and is distributed equally

in it over time.

2.1 Roommodel

The surrounding of the machine is subdivided into com-

partments. The individual compartments can be seen

as boxes of a certain size containing air. In reality

such a model would have to take into account many

things, so several assumptions are made for the model

to simplify it:

1. The temperature is constant within the compart-

ment

2. Heat flow is only permitted over the contact sur-

face of adjacent compartments

3. The only way of heat transport is conduction, no

convection or radiation is taken into account.

4. The walls of the room are perfectly isolated. No

heat flow over the boundaries is permitted, so there

is no energy lost in the system.

5. The thermal parameters of the air are assumed to

be independent from the temperature and therefore

constant over time.

Compartments. Each compartment is imple-

mented as a submodel. Figure 1 shows the basic

structure of the compartment.

Figure 1: Basic structure of a single compartment in Dymola.
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It consists of a heat capacitor that can be seen in the

middle of the compartment. This satisfies the first as-

sumption of the room model. In accordance to assump-

tions 2 and 3 the conductor blocks ensure the heat flow

in the 6 possible directions. Additionally a temperature

sensor to measure the temperature in the compartment

is added.

In Table 1 the parameters for the compartment block

are listed. The size of the compartment is given by the

expansion along the x-, y- and z-axis, which have to be

adjusted to the used compartments. Other parameters

that are used by the components within the compart-

ment are derived directly like the volume or the area

of the faces of the compartment. Also the thermal pa-

rameters of the medium, that the compartment is filled

with, are shown. Those parameters are the specific ther-

mal capacity, the density and the conductivity of the

medium. In the following simulations the parameters

are set to values that correspond to the thermal proper-

ties of air at 20◦C.

The components used in the compartment submodel

use these parameters to calculate the heat flow between

the compartments. The thermal mass of the heat capaci-

tor and therefore of the compartment is derived from the

volume and the specific thermal capacity that is given

in the parameters. In the heat capacitor component the

temperature of the compartment is calculated.

x 0.2675 cp 1012

y 0.17 ρ 1.204

z 0.12 k 0.0257

Table 1: Parameter-set.

To derive the heat flow through the conductor compo-

nents, the simple geometry of the compartment is used.

The heat flow is then only dependent on the area of the

contact surface between two compartments A, the dis-

tance between the centres of the two δ , the thermal con-

ductance of the medium k and their temperature differ-

ence ΔT :

Q f low = k
A
δ
·ΔT (1)

Validation. For the validation of the model a test rig

was built to see if the assumptions made for this model

are too restrictive. Therefore a Styrofoam box was used,

where eight temperature sensors were attached inside.

As a heat source a soldering rod was used. The param-

eters of the eight compartments used in this model are

depicted in Table 1, the test rig and the model can be

seen in Figure 2.

Figure 2: Test rig for the room model and model in
MapleSim.

The measurement data of the test rig can be seen in Fig-

ure 3, the simulation results of Dymola and MapleSim

in Figure 4.

Figure 3:Measurement data of test rig for room model.

It can be seen that the qualitative behaviour of the tem-

perature in the compartment, where the heat source is

attached, matches the measurement data, but the magni-

tude of the temperature rise in the simulation is dispro-

portional. An explanation for this effect can be that the

test rig is not isolated well enough, so the assumption

of the perfectly isolated walls cannot be met. Further

the other compartments heat up much more uniformly

in the experiment than in the simulation. This has two

main reasons. First in the test rig the heat can flow in

any direction, whereas in the simulation it is only per-

mitted in six directions. Second the convection, which

is neglected in the simulation, allows a much smoother

heat distribution in the experiment.
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Figure 4: Simulation results from Dymola and MapleSim.

The comparison of the simulation results shows that the

two simulators work equally well for this model.

2.2 Machine model

The linear guiding device is a simple part of a machine

tool; it consists of a permanent magnet DC motor that

drives a thread bar via a gear belt. The thread bar moves

a cart, where the sliding mass is attached. The test setup

for the validation of the model is provided by the Insti-

tute for Production Engineering and Laser Technology

from the Vienna University of Technology ([3]) and is

shown in Figure 5.

Figure 5: Test setup of linear guiding device.

For the model components of the Modelica Standard

Library were used, the general structure of the model

can be seen in Figure 6. It shows that the structure of

the model is very similar to the structure of the real sys-

tem, which is an important advantage of this modelling

approach.

Due to the graphical representation of the model and

the modular structure, the underlying equations are not

easy to see, so the individual components of the model

are described the following sections.

Permanent magnet DC motor. The electric mo-

tor is implemented as a permanent magnet DC motor

model. The motor model was updated in version 3.2

Figure 6:Model of the Machine Tool in Dymola.

of Modelica, so the models in Dymola and MapleSim

differ in their complexity. The Dymola model takes dif-

ferent power losses into account, such as friction losses

or losses in the stray load [4], which can not be directly

modelled in MapleSim due to the lower Modelica ver-

sion. To ensure comparability between the two mod-

els despite the different DCPM models, the parameters,

that are used to calculate these losses, are set to zero and

the only losses that are taken into account are the ones

in the armature circuit, which is modelled as an induc-

tor and a resistor connected in series. As already men-

tioned the resistor in MapleSim has an optional heatport

as well and therefore the loss in this component can be

calculated in both simulators in the same way.

Gear belt. The spring constant of a gear belt is al-

ways given in a translational manner in the data sheets.

Therefore it is modelled as a linear translational spring-

damper element, where the damping constant of the

component is chosen in such a way that a swinging up

of the spring is prevented. The transition between the

rotational and translational mechanical domain is made

through ideal gears, so no power is lost in this transition.

Thread bar. The defining parameters for a thread

bar are its inertia and its lead. So the thread bar in

this model consists of an inertia component and an ideal

gear, where the transition ratio is directly proportional

to the lead of the thread bar.

Cart and mass. As the cart and the mass that shall

be moved are rigidly connected to each other, they can

be modelled as one mass. The component chosen for

the model is a mass with stop and friction, where also a

hard stop can be implemented, but is not considered for

this model.

The parameters of the friction were chosen in such

a way, that the measurement data was approximated
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properly by the simulation results. This can be justi-

fied by the fact that the other mechanical components in

the model are implemented at least nearly ideal, so the

friction component can be seen as a cumulative compo-

nent, where all the mechanical frictions in the system

are considered.

Voltage Source. The input for the voltage source,

that supplies the voltage for the electric motor, is stored

in a time table. The entries of the table are derived

from measurement data. The data was taken over the

course of one displacement process. The measuring

equipment was placed in front of the power electron-

ics, so the first step of adjusting the data was to subtract

the mean value of the data points in the idle state, be-

cause the power electronics was not considered in the

model. Additionally, because the measured signal was

very noisy, the data was filtered by a very simple algo-

rithm. Every data point vi is replaced with the mean

value of vi−2,vi−1,vi,vi+1,vi+2 . This procedure is re-

peated ten times. The result of the filtering is depicted

in Figure 7.

Figure 7: Input-Signal of Voltage Source before and after
filtering.

2.3 Simulation results

To compare the simulation results with the measure-

ment data the power consumption of the electric motor

was used. Therefore the voltage and current in the ar-

mature circuit of the motor was measured in the model

and then multiplied. Given the model does not account

for the power electronics, the power consumption of the

controller had to be added to simulation results, so they

can be compared to the measurement data. Figure 8

and 9 show the results of the simulation runs in Dymola

and MapleSim compared to the measurement data. Ad-

ditionally the mean values of the power consumptions

over time are shown.

Figure 8: Simulation results in Dymola.

Figure 9: Simulation results in MapleSim.

A qualitative analysis shows that the results of both sim-

ulators match the measurement data very well. Com-

paring the two simulators it can be seen that the re-

sults are slightly different. Also the mean values over

the displacement period are different. Dymola matches

the measurement data better in this regard, whereas the

machine in MapleSim consumes less power over the

course of one period.

3 Coupling

In a final step the two models are coupled into one

model. The energy lost in the dissipative components of

the machine model is used as heat source for the room

model. In the coupled model the machine stretches

across two compartments. The heat loss of the elec-

tric motor is a heat source of one compartment and the
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heat lost through friction in the mechanical parts heats

up another compartment. Figure 10 shows the coupled

model.

Figure 10: Coupled model in MapleSim.

To model a machine hall the compartments in this

model are much larger than in the test scenario. The

machine hall is assumed to have an expansion of 20m x

10m x 6m. Additionally changes in the machine model

had to be made. In Dymola it was possible to activate

the optional heatports to get the heat loss in the dissi-

pative elements, whereas in MapleSim it was necessary

to build a new permanent magnet DC motor component

to retrieve the energy lost in the resistor of the armature

circuit and to measure force and velocity at the friction

component to calculate the heat from this component.

Figure 11 depicts the simulation results in Dymola for

a simulation time of six hours.

Figure 11: Simulation results of the coupled model in
Dymola.

More interesting than the simulation results itself are

the computation times it took to simulate the model.

The two simulators both needed about half an hour to

compute this relatively simple model. Seeing as the

used models are too simplified to represent a real ma-

chine or machine hall leads to the conclusion that for

more complicated models a coupling in one simulator

is nearly impossible even with bigger computational

power. The main problem in coupling the two mod-

els arises because of the different time constants of the

model parts. As the time constants for the electrical

and the mechanical part of the machine model are simi-

lar, the thermal time constant is proportional to the ther-

mal mass of the studied system. This has the effect that

very small steps have to be made by the solver algo-

rithm compared to the relatively large simulation time

and in each of these time steps the whole thermal model

has to be calculated, which would not be necessary be-

cause of the slowly changing behaviour of the system.

This can also lead to numerical problems through loss

of significance.

4 Conclusion
Due to the simplicity of these models it is possible to

couple them in one simulator. But for more complex

models the computational effort to simulate the models

would rise definitely. To simulate a whole production

hall over the course of a year is therefore not advisable

with this approach. For the machine model it is to say,

that it provides satisfactory results if the input signal is

smooth enough. The room model is not sophisticated

enough to represent a real room, for that the model as-

sumptions are too restrictive. But the modular construc-

tion of the room model allows an easy refinement of the

discretization of the model.
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Abstract.  Modelica has evolved as a powerful language 
for encoding models of complex systems. In control 
engineering, it is of interest to be able to analyze dynam-
ic models using scripting languages such as MATLAB and 
Python. This paper illustrates some analysis and design 
methods relevant in control engineering through script-
ing a Modelica model of an anaerobic digester model 
using Python, and discusses advantages and shortcom-
ings of the Python+Modelica set-up. 

Introduction

1 Case Study 

1.1 Functional description 

Feed
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Figure 1: System for converting cow manure to biogas at Foss Biolab, Skien, Norway (Figure by F. Haugen and K. Vasdal). 

1.2 Model summary 
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Quantity Value Unit Comment 

 5.81 g/L Initially dissolved substrate biode-
gradable volatile solids 

 1.13 g/L Initially dissolved substrate volatile 
fatty acids 

 1.32 g/L Initially concentration of acetogen-
ic bacteria 

 0.39 g/L Initially concentration of methano-
genic bacteria 

 50 L/d Volumetric feed flow of animal 
waste/manure 

 35  Reactor temperature 

 32.4 g/L Feed concentration of volatile 
solids 

Table 1: Nominal operational data for biogas reactor at 
Foss Biolab. 

1.3 System and control problems 

•
•
•

•
•
•
•
•

Parameter Value Unit Comment 

 250 L Reactor volume 

 
2.9 - Correction of residence time for 

bacteria due to nonideal flow 

 3.9 (Inverse) yield: consumption of 
bvs per growth of bacteria 

 1.76 (Inverse) yield: production of vfa 
per growth of bacteria 

 31.7 (Inverse) yield: consumption of 
vfa per growth of bacteria 

 26.3 (Inverse) yield: production of 
methane per growth of bacteria 

 15.5 g/L Half-velocity constant for bvs 
substrate 

 3.0 g/L Half-velocity constant for vfa 
substrate 

 0.326  Maximal growth of rate at 
 

 0.013  Temperature sensitivity of maxi-
mal growth rate, valid 

 

 0.02  Death rate constants for aceto-
genic and methanogenic bacteria 

 0.25 Fraction biodegradable volatile 
solids in volatile solids feed 

 0.69 Fraction volatile fatty acids in 
biodegradable volatile solids feed 

Table 2: Nominal model parameters for biogas reactor at 
Foss Biolab. 

2 Control Relevant Analysis 

2.1 Basic Modelica description 
adFoss.mo 

Model adFossModel 
// Simulation of Anaerobic Digestion Reactor at Foss  
//Biolab 
// Author: Bernt Lie 
// Telemark University College, Porsgrunn, Norway 
// August 31, 2012 
// Parameter values with type and descriptive text 
parameter Real V = 250 "reactor volume, 
L"; 

parameter Real theta_X = 2.9 "residence 
time correction for bacteria, 
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dimensionless"; 
parameter Real Y_Sbvs_Xa = 3.9 "Yield, g 
bvs/g acetogens"; 

parameter Real Y_Svfa_Xa = 1.76 "Yield, g 
vfa/g acetogens"; 

parameter Real Y_Svfa_Xm = 31.7 "Yield, g 
vfa/g methanogens"; 

parameter Real Y_CH4_Xm = 26.3 "Yield, g 
methane/g methanogens"; 

parameter Real K_Sbvs = 15.5 "Half-
velocity constant for bvs, g/L"; 

parameter Real K_Svfa = 3.0 "Half-
velocity constant for vfa, g/L"; 

parameter Real muhat_35 = 0.326 "Maximal 
growth rate at T=35 C, 1/d"; 

parameter Real alpha_muhat = 0.013 "Tem-
perature sensitivity of 

max growth rate, 1/(C d)"; 
parameter Real k_d = 0.02 "Death rate 
constants for bacteria, 1/d"; 

parameter Real b0 = 0.25 "Fraction biode-
gradable volatile solids in 

volatile solids feed, g bvs/g vs"; 
parameter Real af = 0.69 "Fraction vola-
tile fatty acids in bvs feed, 

g vfa/g bvs"; 
// Initial state parameters: 
parameter Real rhoSbvs0 = 5.81 "initial 
bvs substrate, g/L"; 

parameter Real rhoSvfa0 = 1.13 "initial 
vfa, g/L"; 

parameter Real rhoXa0 = 1.32 "initial 
acetogens, g/L"; 

parameter Real rhoXm0 = 0.39 "initial 
methanogens, g/L"; 

// Setting initial values for states: 
Real rhoSbvs(start = rhoSbvs0, fixed = 
true); 

Real rhoSvfa(start = rhoSvfa0, fixed = 
true); 

Real rhoXa(start = rhoXa0, fixed = true); 
Real rhoXm(start = rhoXm0, fixed = true); 
// Miscellaneous variables 
Real rhoSbvs_f "feed concentration of 
bvs, g/L"; 

Real rhoSvfa_f "feed concentration of 
vfa, g/L"; 

Real rhoXa_f "feed concentration of 
acetogens, g/L"; 

4 
Real rhoXm_f "feed concentration of meth-
anogens, g/L"; 

Real R_Sbvs "generation rate of Sbvs, 
g/(L*d)"; 

Real R_Svfa "generation rate of Svfa, 
g/(L*d)"; 

Real R_Xa "generation rate of Xa, 
g/(L*d)"; 

Real R_Xm "generation rate of Xm, 
g/(L*d)"; 

Real R_CH4 "generation rate of CH4, 
g/(L*d)"; 

Real R_a "reaction rate acetogenesis, 
g/(L*d)"; 

Real R_m "reaction rate methanogenesis, 
g/(L*d)"; 

Real mu_a "growth rate acetogenesis, 
1/d"; 

Real mu_m "growth rate methanogenesis, 
1/d"; 

Real muhat_a "maximal growth rate aceto-
genesis, 1/d"; 

Real muhat_m "maximal growth rate methan-
ogenesis, 1/d"; 

Real mdot_CH4x "mass flow methane produc-
tion, g/d"; 

// Defining input variables: 
input Real Vdot_f "volumetric feed flow -
- control variable, L/d"; 

input Real T "reactor temperature -- pos-
sible control input, C"; 

input Real rhoSvs_f "feed volatile solids 
concentration -- disturbance, g/L"; 

equation 
// Differential equations 
der(rhoSbvs) = Vdot_f/V*(rhoSbvs_f - 
rhoSbvs) + R_Sbvs; 

der(rhoSvfa) = Vdot_f/V*(rhoSvfa_f - 
rhoSvfa) + R_Svfa; 

der(rhoXa) = Vdot_f/V/theta_X*(rhoXa_f - 
rhoXa) + R_Xa; 

der(rhoXm) = Vdot_f/V/theta_X*(rhoXm_f - 
rhoXm) + R_Xm; 

// Feed 
rhoSbvs_f = rhoSvs_f*b0; 
rhoSvfa_f = rhoSbvs_f*af; 
rhoXa_f = 0; 
rhoXm_f = 0; 
// Generation rates 
R_Sbvs = -Y_Sbvs_Xa*R_a; 
R_Svfa = Y_Svfa_Xa*R_a - Y_Svfa_Xm*R_m; 
R_Xa = R_a - k_d*rhoXa; 
R_Xm = R_m - k_d*rhoXm; 
R_a = mu_a*rhoXa; 
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R_m = mu_m*rhoXm; 
mu_a = muhat_a/(1 + K_Sbvs/rhoSbvs); 
mu_m = muhat_m/(1 + K_Svfa/rhoSvfa); 
muhat_a = muhat_35 + alpha_muhat*(T-35); 
muhat_m = muhat_a; 
// Methane production 
mdot_CH4x = R_CH4*V; 
R_CH4 = Y_CH4_Xm*R_m; 
end adFossModel; 

2.2 Basic Python script 
adFossSim.py

# Python script for simulating Anaerobic Digester at 
#Foss Biolab 

# script: adFossSim.py 
# author: Bernt Lie, Telemark University College, 

#Porsgrunn, Norway 
# location: Telemark University College, Porsgrunn 
# date: August 31, 2012 
# Importing modules 
# matplotlib, numpy 
import matplotlib.pyplot as plt 
import numpy as np 
# JModelica 
from pymodelica import compile_fmu 
from pyfmi import FMUModel 
# Flattening, compiling and exporting model as fmu 
adFoss_fmu = compile_fmu("adFossModel", 
"adFoss.mo") 

# Importing fmu and linking it with solvers, etc. 
adFoss = FMUModel(adFoss_fmu) 
# Creating input data 
t_fin = 100 
adFoss_opdata = 
np.array([[0,50,35,32.4],[10,50,35,32.4]
,[10,45,35,32.4], 

[30,45,35,32.4],[30,45,38,32.4],[60,45,38
,32.4], 

[60,45,38,40],[t_fin,45,38,40]]) 
adFoss_input = (["Vdot_f", "T", 
"rhoSvs_f"], adFoss_opdata) 

# Carrying out simulation 
adFoss_res = adFoss.simulate(final_time = 
t_fin, input = adFoss_input) 

# Unpacking results 
rhoSbvs = adFoss_res["rhoSbvs"] 
rhoSvfa = adFoss_res["rhoSvfa"] 
rhoXa = adFoss_res["rhoXa"] 

rhoXm = adFoss_res["rhoXm"] 
mdot_CH4x = adFoss_res["mdot_CH4x"] 
Vdot_f = adFoss_res["Vdot_f"] 
T = adFoss_res["T"] 
rhoSvs_f = adFoss_res["rhoSvs_f"] 
t = adFoss_res["time"] 
# Setting up figure with plot of results 
plt.figure(1) 
plt.plot(t,rhoSbvs,"-r",t,rhoSvfa,"-
g",t,rhoXa,"-k",t,rhoXm,"-
b",linewidth=2) 

plt.legend((r"$\rho_{S_{bvs}}$ 
[g/L]",r"$\rho_{S_{vfa}}$ [g/L]", 

r"$\rho_{X_a}$ [g/L]",r"$\rho_{X_m}$ 
[g/L]"),ncol=2,loc=0) 

plt.title("Anaerobic Digestion at Foss 
Biolab") 

plt.xlabel(r"time $t$ [d]") 
plt.grid(True) 
plt.figure(2) 
plt.plot(t,mdot_CH4x,"-r",linewidth=2) 
plt.title("Anaerobic Digestion at Foss 
Biolab") 

plt.ylabel(r"$\dot{m}_{CH_4}$ [g/d]") 
plt.xlabel(r"time $t$ [d]") 
plt.grid(True) 
plt.figure(3) 
plt.plot(t,Vdot_f,"-r",t,T,"-
g",t,rhoSvs_f,"-b",linewidth=2) 

plt.axis(ymin=30,ymax=55) 
plt.title("Anaerobic Digestion at Foss 
Biolab") 

Figure 2: Nominal evolution of inputs at Foss Biolab, with 
perturbation. 
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Figure 3: Nominal production of methane gas at Foss  
Biolab, with perturbation. 

Figure 4: Nominal evolution of states at Foss Biolab, with 
perturbation. 

2.3 Uncertainty analysis 

ad-

FossSimMC.py
# Python script for Monte Carlo study of Anaerobic Digester 
at Foss Biolab 
# script: adFossSimMC.py 

# author: Bernt Lie, Telemark University College, Porsgrunn, 
Norway 

# location: Telemark University College, Porsgrunn 
# date: August 31, 2012 
# Importing modules 
# matplotlib, numpy, random 

import matplotlib.pyplot as plt 
import numpy as np 
import numpy.random as nr 
... 

# Carrying out simulation 
adFoss_res = adFoss.simulate(final_time = 
t_fin, input = adFoss_input) 

... 

# Setting up figure with plot of results 
plt.figure(1) 
plt.plot(t,rhoSbvs,"-r",t,rhoSvfa,"-
g",t,rhoXa,"-k",t,rhoXm,"-b",linewidth=2) 

plt.legend((r"$\rho_{S_{bvs}}$ 
[g/L]",r"$\rho_{S_{vfa}}$ [g/L]", 

r"$\rho_{X_a}$ [g/L]",r"$\rho_{X_m}$ 
[g/L]"),ncol=2,loc=0) 

plt.title("Anaerobic Digestion at Foss Bi-
olab") 

plt.xlabel(r"time $t$ [d]") 
plt.grid(True) 
... 

# Monte Carlo simulations 
Nmc = 20 
b0nom = adFoss.get("b0") 
afnom = adFoss.get("af") 
for i in range(Nmc): 
b0 = b0nom*(1 + 0.1*(nr.rand()-0.5)*2) 
af = afnom*(1 + 0.1*(nr.rand()-0.5)*2) 
adFoss.set(["b0","af"],[b0,af]) 

# Carrying out simulation 
adFoss_res = adFoss.simulate(final_time = 
t_fin, input = adFoss_input) 

# Unpacking results 
rhoSbvs = adFoss_res["rhoSbvs"] 
rhoSvfa = adFoss_res["rhoSvfa"] 
rhoXa = adFoss_res["rhoXa"] 
rhoXm = adFoss_res["rhoXm"] 
mdot_CH4x = adFoss_res["mdot_CH4x"] 
t = adFoss_res["time"] 

# Setting up figure with plot of results 
plt.figure(1) 
plt.plot(t,rhoSbvs,":r",t,rhoSvfa,":g",t,rho
Xa,":k",t,rhoXm,":b", 

linewidth=1.5) 
plt.figure(2) 
plt.plot(t,mdot_CH4x,":m",linewidth=1.5) 
plt.show() 
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Figure 5: Monte Carlo study of methane production at 
Foss Biolab, with variation in  and . 

 

 

Figure 6: Monte Carlo study of evolution of states at Foss 
Biolab, with variation in  and . 

2.4 Wash-out and recovery of reactor 

Figure 7: Evolution of inputs at Foss Biolab leading to 
wash-out/recovery. 

 

Figure 8: Production of methane gas at Foss Biolab during 
wash-out/recovery. 
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Figure 9: Evolution of states at Foss Biolab during wash-
out/recovery. 

2.5 Optimal recovery of methane 
production 

maximized

optimization
minimized

optimization adFossOpt(objective = 
J(finalTime), startTime=0,  
finalTime=T_h) 

// Optimal recovery of Anaerobic Digestion Reactor at 
//Foss Biolab 

// Author: Bernt Lie 
// Telemark University College, Porsgrunn, Norway 
// September 2, 2012 
// Instantiating model adf from class adFossModel 
adFossModel adf; 

// Additional parameters 
parameter Real T_h = 1100 "time horizon 
in optimization criterion, d"; 

parameter Real cost_V = 1 "relative cost 
of animal waste"; 

parameter Real Vdot_max = 120 "maximal 
allowed feed rate, L/d"; 

parameter Real T_nom = 35 "nominal reac-
tor temperature, C"; 

parameter Real rhoSvs_f_nom = 32.4  
"nominal feed concentration 

of volatile solids, g/L"; 

// Defining cost function 
Real J(start=0, fixed=true); 

// Defining input variable: 
input Real Vdot_f(free=true, 
min=0,max=Vdot_max) "max feed flow, 
L/d"; 

equation 

// Passing on inputs to model instance 
adf.Vdot_f = Vdot_f; 
adf.T = T_nom; 
adf.rhoSvs_f = rhoSvs_f_nom; 

// Computing cost function 
der(J) = - adf.mdot_CH4x + cost_V*Vdot_f; 
constraint 

// Constraining states 
adf.rhoSbvs >= 0; 
adf.rhoSvfa >= 0; 
adf.rhoXa >= 0; 
adf.rhoXm >= 0; 

// Constraining methane production 
adf.mdot_CH4x >=0; 
end adFossOpt; 
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Figure 10: Evolution of optimal input  at Foss Biolab  
after wash-out (solid lines), with initial guess 
(dotted lines). 

 

Figure 11: Evolution of optimally recovered methane  
production at Foss Biolab after wash-out  
(solidlines), with initial guess (dotted lines). 

3 Discussion and Conclusions 

 

Figure 12: Evolution of optimally recovered states at Foss 
Biolab after wash-out (solid lines), with initial 
guess (dotted lines). 

•
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Abstract.  Due to the presence of algebraic constraints 
as well as existing of different modes of operation, a 
standalone solar power system consisting of photovolta-
ic arrays, battery bank, electrical load, and a converter is 
becoming a complex system that can no longer be mod-
eled using the conventional block diagram approach. 
While the block diagram approach is based on causal 
interactions between a chain of the ordinary differential 
equations (ODE), a more appropriate acausal approach 
solves a flat model of the system consisting of hybrid 
differential algebraic equations (HDAE). In effect, this 
paper proposes a nonlinear HDAE-based model of a 
standalone solar power system. The proposed model is 
presented using the Modelica language that allows ob-
ject-oriented and acausal modeling of the multi-mode 
systems. Next, a general purpose solver is employed to 
simulate the system. The results of the simulation shows 
proper match with the information available in the com-
ponents datasheet. It is shown that the simulation pro-
vides a sufficiently accurate prediction of all the system 
behaviors, which is vital for any model-based controller, 
including mode transitions. 

Introduction

Figure 1: HRES topology in this study. 
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1 Solar Power System 
Mathematical Model 

1.1 PV Module and PV Array 
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Figure 2: The single-diode equivalent electrical circuit of a  
PV module. 
 

Figure 3: The  curve of the PV module for the STC. 

1.2 Boost-type DC-DC converter 
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1.3 Lead-acid battery  

Figure 5: The electrical circuit of the boost-type DC-DC 
converter with an ideal switch.  

 

Figure 6: Different working zones of the lead-acid  
batteries. 

2 Simulation 
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Figure 8: A summary of the lead-acid battery Modelica 
class. 

 

Figure 7: The first Plane of the Modelica Codes Modelling 
 the Solar Power System. 
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3 Results, Validation and 
Discussion 

Figure 9: The simulated current-voltage curve of the 
KC200GT PV module at the STC. 

 

Figure 10: The simulated (a) battery voltage, (b) battery 
current, and (c) the SOC of the battery. 

•
•

•

•

•

•
•
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Figure 11: The simulated battery, load, and PV powers. 

Figure 12: The simulated SOC and the voltage of battery 
bank. 

Figure 13:  

4 Conclusion 
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Abstract.  Telemark University College is offering a mas-
ter degree program called ‘Systems and Control Engi-
neering’. Most students of that program have a back-
ground in either electrical, mechanical, control engineer-
ing or a combination of those. Since Norway covers 
about 99% of its electrical energy demand using hydro-
electric power plants it is natural to also educate master 
students in the subject of hydro power systems.  
About three years ago the Telemark University Colleges 
started a cooperation with the Norwegian power com-
pany ‘Skagerak Energi’ in order to offer real-life projects 
for students and to establish a new teaching course for 
second year master students called ‘Modelling and Simu-
lation of Hydro Power Systems’. That course teaches the 
students the basic principles of hydro-electric power 
generation starting the prediction of precipitation “down” 
to the distribution of electrical power in the grid with 
other loads and consumers connected to it. 
This paper presents the teaching approach we have 
taken so far and our evaluations of opensource tools to 
be used within the ‘Modelling and Simulation of Hydro 
Power Systems’ course. The evaluations were also fo-
cused on possibilities of scripting model simulations.  
 

1 Teaching Hydro Power 
Systems 

1.1 Overview 

•
•
•

•

•

•

•
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Openness

Multi-domain nature

Object-orientation

1.2 Using modelling and simulation in 
projects 

2 Modelling Tool Chain used so 
far 

2.1 The modelling language Modelica 

Modelica Asso-
ciation

Modelica Association
Modelica Standard Library

2.2 The modelling tools 

Dymola

HydroPowerLibrary

2.3 Example from the HydroPowerLibrary 

•
•
•
•
•

Figure 1: Screenshot from a HydroPowerLibrary ex-
ample modelled in Dymola. 
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2.4 Drawbacks of the commercial tools 

Dymola

Py-
thon Dymola

3 Going Open-Source in 
Modelling and Simulation 

OpenMod-
elica JModelica.org

OpenModelica

OpenModelica
MetaModelica

OpenModel-
ica

JModelica.org

JModelica.org

JMod-
elica.org OpenModelica

JModelica.org

3.1 Simplifying the models 
HydroPower-

Library

JModelica.org

Hy-

droPowerLibrary

HydroPowerLibrary 
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Figure 2: Screenshot of a simple system. 

SimpleSystem

hpTorque

hpInertia

•
•
•

gridInteria

loadTorque

SyncSwitch

3.2 Simulation with JModelica.org 

JModelica.org
JModelica.org

The binding expression of the variable in-
itType does not match the declared type of 
the variable 

String variables are not supported 

Modelica Standard Li-
brary.

SimpleSystem JModeli-
ca.org: 

# Import the function for compilation 
# of models and the FMUModel class 
from pymodelica import compile_fmu 
from pyfmi import FMUModel 

# Import the plotting library 
import matplotlib.pyplot as plt 

# Define model file name and class name 
mofile = ’SimpleSystemTotal.mo’ 
model_name = ’SimpleSystem’

# Compile model 
fmu_name = compile_fmu(model_name,mofile) 
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# Load model 
grid = FMUModel(fmu_name) 

# Simulate the model 
res = grid.simulate(final_time=600) 
f_gen = res[’wToHz.y’] 
f_grid = res[’gridInertia.w’] 
t = res[’time’] 
 
# Generating the Plot 
plt.figure(1) 
plt.title(’Synchronising a generator’) 
plt.ylabel(’Frequency [Hz]’) 
plt.xlabel(’Time [s]’) 
plt.plot(t, f_gen, t, f_grid) 
plt.grid() 
plt.show() 

Figure 3: Simulation result from JModelica.org 

3.3 Scripting and Optimisation 

MW MW

# Import the function for compilation 
# of models and the FMUModel class 
from pymodelica import compile_fmu 
from pyfmi import FMUModel 
 
# Import the plotting library 
import matplotlib.pyplot as plt 
 
# Import numpy 
import numpy as np 
 
# Define model file name and class name 
mofile = ’SimpleSystemTotal.mo’ 
model_name = ’SimpleSystem’
 
# Compile model 
fmu_name = compile_fmu(model_name,mofile) 
 
# Load model 
grid = FMUModel(fmu_name) 
 
# Define initial conditions 
p_var = 10 
p_min = 40e6 
p_max = 140e6 
turbine_gain = 
np.linspace(p_min,p_max,p_var)/ 
(2*np.math.pi*50) 
 
# Setup of plot 
plt.figure(1) 
plt.hold(True) 
plt.title(’Synchronising a generator’) 
plt.ylabel(’Frequency [Hz]’) 
plt.xlabel(’Time [s]’) 
 
# Running the different simulations 
for i in range(p_var): 

# Set initial conditions in model 
grid.set(’turbineGain’,turbine_gain[i]) 
# Simulate 
res = grid.simulate(final_time=600) 
# Get Simulation result 
f_gen = res[’wToHz.y’] 
f_grid = res[’gridInertia.w’]/ 
(2*np.math.pi) 
t = res[’time’] 
plt.plot(t, f_gen, t, f_grid) 
plt.grid() 

plt.show() 
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Figure 4: Simulation result of a simulation sweep with var-
ying  

4 Conclusion 

JModelica.org

Matplotlib Dymola
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Abstract.  A new method was developed for determina-
tion of radiated temperature asymmetry. Application of 
the method resulted in more accurate data, where the 
plane dividing the two half spaces of the surface element 
at the test point separates the thermally active (coldest 
and warmest) surfaces in all cases and determines the 
irradiation factor through drawing. The present method 
of asymmetry calculation enables a more accurate calcu-
lation of the ‘one side radiation asymmetry’ parameter 
and provides a further characteristic parameter of the 
comfort of rooms in case of cold and warm surfaces 
being within the same plane. 

Introduction 

1 Educational Aspects 

2 Problem Definition 
2.1 Analytical description 

i
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2.2 Geometrical constructional process 

  
Figure 1: Determination of the irradiation coefficient 

 of dA2 elemental surface to A1 surface 
 in a two dimensional model. 

 

 

Figure 2: The dA2 elemental surface irradiation coefficient 
determination in the three dimensional model. 

3 Application of Geometrical 
Construction Process 

Figure 3: The plane which divided the space into  two half 
spaces. 

a,b,c,d,e,f,g,h,p
A,B,C,D,E,F,G,H,P 
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3.1 Thermally active surfaces in the same 
plane – radiator under the window 

 

Figure 5. The radiation temperature asymmetry values 
 in 0.6 m height. 

Figure 6. The radiation temperature asymmetry values 
 in 1.5 m height. 

 (oC)       z=0.6 
x y=0.9 y=1.8 y=2.4 y=3.6 y=4.8 y=5.7 

0.6 2.11 5.43 5.84 6.72 12.50 24.73 
1.2 4.05 5.16 5.71 7.31 13.88 26.70 
1.8 4.87 5.18 5.60 7.48 15.34 24.06 
2.4 4.66 5.15 5.59 7.38 14.41 22.42 
3.0 3.08 5.02 5.65 6.96 12.12 23.72 
3.6 6.21 5.11 6.25 7.16 9.40 16.63 

Table 1. Each figure and table caption is to be put below 
the figure, typeset like this caption. Insert each 
 table inline and compose good, comprehensive 
captions. 

3.2 Thermally active, parallel surfaces 
Figure 4. Observation plane in the case of radiator under 

 the window. 
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Figure 7: The radiation temperature asymmetry values in 

case of parallel active surfaces in 0.6 m height. 

 
Figure 8: The radiation temperature asymmetry values in 

case of in case of parallel active surfaces in  
1.5 m height.

3.3 Thermally active surfaces in orthogonal 
arrangements 

Figure 9: The radiation temperature asymmetry values in 
case of orthogonal arrangement in 0.6 m height. 
The values are between 0.6 and 18 OC. 

 
Figure 10: The radiation temperature asymmetry values in 

case of orthogonal arrangement in 1.5 m height. 
The values are between 0.6 and 50.3 OC. 

4 Conclusion 
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Abstract. In his study Aydogdu analyzes the vibration
of axially functionally graded simply supported beams.
The main idea behind his calculation is that the vertical
displacement is supposed to have a special form, which
transforms the Euler-Bernoulli differential equation for
the motion for the lateral vibrations into an exact linear
differential equation which depends on the axial coordi-
nate only. In this paper we generalize the method used
by Aydogdu and determine the largest function class of
the form w(x, t) = F(x) ·G(t) for which the same method
is applicable.

Introduction
Finding closed-form solutions for the vibration and

buckling of the beams has been in the focus of scien-

tific engineering research for a long time. In general

case, to reach this goal appears to be not realistic. Sev-

eral special cases have been examined. A comprehen-

sive summary of the subject can be found in [2]. Further

examples can be found in [3], and [4]. The detailed de-

scription of usage and programming of Maple can be

found in [5] and [6].

1 Basic Model
This article refers to the study of Aydogdu ([1]) in

which the equation of motion for the lateral vibrations

of axially functionally graded simply supported beams

is examined by using the semi-inverse method. The

Euler-Bernoulli differential equation for the lateral vi-

brations of FG beams has the form:

∂ 2

∂x2

(
E(x)J

(
∂ 2

∂x2
w(x, t)

)
+ρ A

(
∂ 2

∂ t2
w(x, t)

))
(1)

where ρ is the density, A is the cross sectional area, w
is the transverse deflection, J is the moment of inertia

and E(x) is the elasticity modulus of the beam and t is

the time. The cross section area A and the moment of

inertia J are assumed to be constant.

In [1] Aydogdu supposes that the vertical displace-

ment has a special form w(x, t) = Wm sin(βx) sin(ωt)
and points out that the substitution of this form into the

Euler-Bernoulli differential equation above transforms

it into an exact linear differential equation which de-

pends on the axial coordinate only.

The reconstruction of this calculation is straightfor-

ward. Consider the Euler-Bernoulli differential equa-

tion of motion for the lateral vibrations and perform the

partial derivations.

> ∂ 2

∂x2

(
E(x) J

(
∂ 2

∂x2 w(x, t)
)
+ρ A

(
∂ 2

∂ t2 w(x, t)
))

= 0

> value(%)

d2

dx2
(E(x)) J

(
∂ 2

∂x2
w(x, t)

)
+2

(
d
dx

E(x)
)

J
(

∂ 3

∂x3
w(x, t)

)
+

+E(x) J
(

∂ 4

∂x4
w(x, t)

)
+ρ A

(
∂ 2

∂ t2
w(x, t)

)
= 0

(2)

Next suppose that the vertical displacement is the prod-

uct of two sinus functions, more specifically let

> w(x, t) =Wm sin
(mπx

L

)
sin(ωt) (3)

where Wm is the amplitude of the vibrations, m is the

half wave number, L is the length and ω is the radial

natural frequency of the FG beam. Introducing the no-

tation β = mπ
L we obtain:

SNE 23(3-4) - 12/2013



190

G Maróti Remark on Lateral Vibration of Functionally Graded Beams

> algsubs(mπ
L = β ,%)

w(x, t) =Wm sin(βx) sin(ωt) (4)

Substituting (4) into (2) the resulting differential equa-

tion does not depend on the variable t.

> eval((2),(4)

−
(

d2

dx2
E(x)

)
J Wm sin(βx) sin(ωt)−

−2

(
d
dx

E(x)
)

J Wm cos(βx) β 3 sin(ωt)+

+E(x) J Wm sin(βx) β 4 sin(ωt)−ρ Asin(βx) sin(ωt)ω2 = 0

(5)

> expand
(

(5)
J Wm sin(ωt) β 2

)

−
(

d2

dx2
E(x)

)
sin(βx)−2β

(
d
dx

E(x)
)

cos(βx)+

+β 2E(x) sin(βx) − ρ Asin(βx)ω2

J β 2
= 0

(6)

Note that the function w(x, t) in (3) has the form

w(x, t) = F(x) ·G(t). This observation naturally raises

the question: how should we choose the functions F(x)
and G(t) so that the choice w(x, t) = F(x) · G(t) re-

sults in a differential equation which does not depend

on variable t? In other words, denote the class of all

functions of the form F(x) ·G(t) by C and determine

the largest subset of C whose elements transform the

Euler-Bernoulli differential equation into a DE which

depends on variable x only.

2 Generalization

Proposition 1. For arbitrary function F(x) and for

the function

G(t) = A sin(ωt)+B cos(ωt)

the choice

w(x, t) = F(x) (A sin(ωt)+B cos(ωt))

transforms the Euler-Bernoulli differential equation

into a DE, which does not depends on variable t.

Proof. Suppose that w(x, t) has the desired form and

substitute it into the Euler-Bernoulli differential equa-

tion.

>w(x, t)=F(x) (A sin(ωt)+B cos(ωt)) : (7)

> eval((1),(7))(
d2

dx2
E(x)

)
J
(

d2

dx2
F(x)

)
(Asin(ωt)+Bcos(ωt))+

+2

(
d
dx

E(x)
)

J
(

d3

dx3
F(x)

)
(Asin(ωt)+Bcos(ωt))+

+E(x) J
(

d4

dx4
F(x)

)
(Asin(ωt)+Bcos(ωt))−

−ρ A F(x)ω2 (Asin(ωt)+Bcos(ωt)) = 0

(8)

Freeze the subexpression (Asin(ωt) + Bsin(ωt)) and

divide the resulting equation by Jα , provided α �= 0.

> algubs(Asin(ωt)+Bcos(ωt) = α,(8))

(
d2

dx2
E(x)

)
J
(

d2

dx2
F(x)

)
α +2

(
d
dx

E(x)
)

J
(

d3

dx3
F(x)

)
α+

+E(x) J
(

d4

dx4
F(x)

)
α −ρ A F(x)ω2α = 0

(9)

> expand( %
Jα )

(
d2

dx2
E(x)

)(
d2

dx2
F(x)

)
+2

(
d
dx

E(x)
)(

d3

dx3
F(x)

)
+

+E(x)
(

d4

dx4
F(x)

)
− ρ A F(x)ω2

J
= 0

(10)

This proofs Proposition 1.

Although this is not in the focus of our investigations

the next proposition determines the general solution of

DE.

Propostion 2. The general solution of DE (10) is

E(x) =
_C2+_C1 x+ ρ A F(x)ω2

J
∫ ∫

F(x)dx dx
d2

dx2 F(x)

Proof. The proof is a simple three step calculation.

Maple is used to evaluate the differential equation above

after the substitution the supposed value of the function

E(x). The resulting expression is huge and far from

being perspicuous. This does not mean, however, that

Maple cannot simplify it to zero.

E(x) =
_C2+_C1 x+ ρ A F(x) ω2

J
∫ ∫

F(x)dx dx
d2

dx2 F(x)
: (11)

> eval((10),%)
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⎛
⎜⎜⎝ ρ A F(x)ω2(

d2

dx2 F(x)
)

J
−

2
(
_C1 J+ρ A ω2 (

∫
F(x)dx)

)( d3

dx3 F(x)
)

(
d2

dx2 F(x)
)2

J
+

+
2
(
(_C2+_C1 x)J+ρ A ω2 (

∫ ∫
F(x)dx dx)

)( d3

dx3 F(x)
)2

(
d2

dx2 F(x)
)3

J
−

−
(
(_C2+_C1 x)J+ρ A ω2 (

∫ ∫
F(x)dx dx)

)( d4

dx4 F(x)
)

(
d2

dx2 F(x)
)2

J

⎞
⎟⎟⎠·

·
(

d2

dx2
F(x)

)
+2

⎛
⎜⎜⎝_C1 J+ρ A ω2 (

∫
F(x)dx)(

d2

dx2 F(x)
)

J
−

−
(
(_C2+_C1 x)J+ρ A ω2 (

∫ ∫
F(x)dx dx)

)( d3

dx3 F(x)
)

(
d2

dx2 F(x)
)2

J

⎞
⎟⎟⎠·

·
(

d3

dx3
F(x)

)
+

+

(
(_C2+_C1 x)J+ρ A ω2 (

∫ ∫
F(x)dx dx)

)( d4

dx4 F(x)
)

(
d2

dx2 F(x)
)

J
·

·
(

d2

dx2
F(x)

)
− ρ A F(x)ω2

J
= 0

(12)

> simpli f y((%)

0 = 0 (13)

In the end we show the reverse of Proposition 1. In

other words, we prove that the form G(t) = Asin(ωt)+
Bcos(ωt) is not only sufficient but also necessary con-

dition for fact that the choice w(x, t) = F(x) ·G(t) trans-

forms the Euler-Bernoulli differential equation into a

DE, which does not depend in variable t.

Propostion 3. If

w(x, t) = F(x) ·G(x)

and its substitution transforms the Euler-Bernoulli dif-

ferential equation into a DE, which does not depend in

variable t, then G(t) must have the form

G(t) = Asin(ωt)+Bcos(ωt).

Proof. Consider the function

> w(x, t) = F(x)G(t)

w(x, t) = F(x)G(t) (14)

and let us substitute it into

> eval((1),(14))

(
d2

dx2
E(x)

)
J
(

d2

dx2
F(x)

)
G(t)+2

(
d
dx

E(x)
)

J
(

d3

dx3
F(x)

)
·

·G(t)+E(x) J
(

d4

dx4
F(x)

)
G(t)+ρ A F(x)

(
d2

dt2
G(t)

)
= 0

(15)

All terms on the left hand side of this equation is divisi-

ble by G(t) except for the last one. Divide the equation

by J G(t) provided that G(t) �= 0.

> expand( %
J G(t) )

(
d2

dx2
E(x)

)(
d2

dx2
F(x)

)
+2

(
d
dx

E(x)
)(

d3

dx3
F(x)

)
+

+E(x)
(

d4

dx4
F(x)

)
+

ρ A F(x)
(

d2

dt2 G(t)
)

J G(t)
= 0

(16)

The first three terms and the coefficient of the second

derivative of G(t) in the numerator of the fourth term do

not depend on variable t, which yields that the equation

above can be written in the form

> A+
B
(

d2

dx2 G(t)
)

G(t)
= 0 : (17)

The solution of this differential equation can be easily

determined by means of procedure dsolve.

> dsolve(%,G(t))

G(t) = _C1sin

(√
A√
B

t

)
+_C2cos

(√
A√
B

t

)
(18)

Introducing the notation ω2 = A
B we obtain the desired

form.

> G(t) = algsubs(
√

A√
B

t = ω t,rhs(%))

G(t) = Asin(ωt)+Bcos(ωt)

This proofs Proposition 3.
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3 Conclusion
The aim of this paper has been to show the usage of

Maple general purpose computer algebraic system in

the scientific engineering calculations. We have en-

trusted the performance of all calculation step to Maple.

In this way we have used it not only to convert differ-

ent complex expressions but Maple turned out to be a

useful tool in the proofs of propositions.

We have pointed out that the largest class of func-

tions of the form w(x, t) = F(x) · G(t), which trans-

forms the Euler-Bernoulli differential equation for the

lateral vibrations of FG beams into an exact linear dif-

ferential equation depending on the axial coordinate

only, consists of the functions G(t) = F(x)(Asin(ωt)+
Bcos(ωt)) . We have also determined closed form so-

lution of the transformed DE.
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up Treatment’ using Anylogic 
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Abstract.  ARGESIM Benchmark C6 ‘Emergency Depart-
ment – Follow-up Treatment’ on the first glance is a clas-
sic discrete process system – with servers (treatment 
units) and entities (patients). But the different behaviour 
of doctors causes some modelling difficulties. This con-
tribution presents an agent-based modelling approach, 
which is much more flexible than the classic DES ap-
proach, implemented in the Java-based simulator 
AnyLogic, which is capable of DES, agent-based, ODE, 
system dynamics and programming approach.  

Simulator.

Basic Model

Figure 1: Statechart of a patient. The different states re-
flect the current position of the  
patient in the emergency department or wheth-
er he is outside. 
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Figure 2: Layout plan of the emergency department 
showing the current location of patients, doctors 
and other staff. 

 

Model for Complex Tasks.
Chang of Experienced Doctors

Figure 3: Statechart of a doctor. The states reflect his cur-
rent workplace and whether he is idle or work-
ing. 

Priority Ranking for Patients

Results.

Table 1: Simulation results. 
 

Conclusions.

Model Sources / References.
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Comparison of MATLAB, Simulink and AnyLogic 
Approach to ARGESIM Benchmark C9 ‘Fuzzy Control 

of a Two Tank System’ 
Sebastian Hödlmoser*, Florian Kitzler 

 Inst. of Analysis and Scientific Computing, Vienna University of Technology, Wiedner Haupstraße 8-10,  
1040 Vienna, Austria; * sebastian.hoedlmoser@ tuwien.ac.at 

 
 
Abstract.  This contribution compares modelling and 
simulation of the ARGESIM Benchmark C9 ‘Fuzzy Control 
of a Two-Tank System’ with three approaches: (1) pro-
gramming directly in MATLAB (2) using SIMULINK and the 
MATLAB Fuzzy Toolbox, and (3) using AnyLogic, a Java-
based grapic simulation environment.  
The MATLAB implementation required direct program-
ming, whereby the nonlinear ODE model for the two-
tank system was simulated by MATLABs ODE solvers, 
and fuzzification, inference, and defuzzification was pro-
grammed by ‘pure’ vector handling feature. The Simulink 
implementation is straightforward: graphical blocks for 
the ODE model, and use of the Fuzzy Toolbox, wich sup-
ports graphical design of the fuzzy controller. Anylogic 
offers various graphical modelling methods, also classic 
block diagrams. But for tis comparison the System Dy-
namics modelling capability was used, which allows a 
genuine mapping of ‘tanks’ as reservooir variables; the 
fuzzy controller was programmed directly in Java em-
bedded into the simulation environment. 
The contribution discusses advantages and disad-
vantages of the modelling approaches – in modelling, in 
implementation and in simulation and efficiency. 

1 Model Description 

u 
v1 v2

Figure 1: Two tank system with source u, liquid levels x1, x2 
and valves v1, v2. 

v1=0.4 v2=0.3.

u
x1 

ex2 

u

0.25
u

mod 0.25
u

x1 x2 

9
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2 Implementation 

u x1 ex2  x1, ex2 u

1

2.1 MATLAB Model and Implementation 

x1  ex2  u

0 1 x1 

ex2 u
u 

1 0 

Figure 2: Trapezoidal membership functions for  
variable x1 . 

 

ex2 

x1 

 nl p1 p2 p3 p4 

p1 p8 p7 p5 p3 nl 

p2 p7 p6 p4 p3 nl 

p3 p7 p5 p3 p2 nl 

nl p4 p3 p2 p1 nl 

n1 nl nl nl nl nl 

Table 1: Linguistic rules for the output membership func-
tion for u of the fuzzy controller. 

 

u

u

IF (ex2 = nl AND x1 = p2) OR  
 (ex2 = p1 AND x1 = p3) THEN u = p2 

mb_FC1(3)= 
max([min(mb_ex2(2),mb_x1(3)),... 

min(mb_ex2(3),mb_x1(4))]); 

x1 ex2

u, 

u

u
x1=40 and ex2=13. 

Figure 3: Calculated membership function for output  
variable u and center of gravity. 

u

u 
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2.2 SIMULINK Model / Implementation 

Figure 4: Model structure of the two tank system with 
fuzzy controller implemented in  
SIMULINK using the Fuzzy Toolbox. 

fuzzy

 

Figure 5: GUI of the Fuzzy Logic Toolbox. 

 

Figure 6: Interface to draw the Membership  
Functions 

2.3 AnyLogic Model / Implementation 

x1

x2

x1

0.067u x1 x2 f
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Figure 7: System Dynamics Model of the Two Tank 
   System. 

 

u r f
v1 v2 x2s

u

Figure 8: Presentation of the simulation in AnyLogic: (1) 
control panel, (2) system dynamics model, (3) brief 
description, (4) 2D visualization. 

3 Tasks and Results 

Task a: Computation of Control Surfaces.

Figure 9: Surface plots for FC1 and FC2 in MATLAB; the 
characteristic surface with the fuzzy toolbox 
(nearly) coincides. 
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ex2= -70,70

x1= 0,70

taFC1=6.8513 taFC2=2.126 
taFC1/ taFC2=3.2226.

0.25

Figure 10: Surface viewer with the Fuzzy Logic Toolbox. 

Task b: Simulation with Fuzzy Control. 
t=1000

x2s=25

tbFC1=3.5353 tbFC2=0.78904  
tbFC1,Tool=1.7009 , tbFC2,Tool=0.79509 

tbFC1/ tbFC2=4.4805  tbFC1,Tool/ tbFC2,Tool=2.1392.

 

 

 
Figure 11: Simulation with FC1/FC2 with MATLAB and 

SIMULINK/Fuzzy Toolbox; the different  
performances of the controllers can be  
observed. 
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u

t~900

100
25

Task b: Simulation with Weighted Fuzzy Con-
trol.

0.1

tcFC3= 2.1236

4 Conclusion 

Model sources 

References 
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SLOSIM Officers 
President Vito Logar, vito.logar@fe.uni-lj.si  
Vice president Božidar Šarler, bozidar.sarler@ung.si 
Secretary Aleš Beli , ales.belic@sandoz.com 
Treasurer Milan Sim i , milan.simcic@fe.uni-lj.si 
Repr. EUROSIM B. Zupan i , borut.zupancic@fe.uni-lj.si 
Deputy Vito Logar, vito.logar@fe.uni-lj.si
Edit. Board SNE Rihard Karba, rihard.karba@fe.uni-lj.si 
Web EUROSIM Vito Logar, vito.logar@fe.uni-lj.si 

 Last data update December2013

UKSIM - United Kingdom Simulation Society 
UKSIM has more than 100 members throughout the UK 
from universities and industry. It is active in all areas of 
simulation and it hol ds a biennial conference as well as 
regular meetings and workshops. 

 
 www.uksim.org.uk 
 david.al-dabass@ntu.ac.uk 
 UKSIM / Prof. David Al-Dabass 
Computing & Informatics,  
Nottingham Trent University 
Clifton lane, Nottingham, NG11 8NS 
United Kingdom 

 

UKSIM Officers 
President David Al-Dabass, 

david.al-dabass@ntu.ac.uk 
Vice president A. Orsoni, A.Orsoni@kingston.ac.uk 
Secretary Richard Cant, richard.cant@ntu.ac.uk
Treasurer A. Orsoni, A.Orsoni@kingston.ac.uk 
Membership chair K. Al-Begain, kbegain@glam.ac.uk 
Univ. liaison chair R. Cheng, rchc@maths.soton.ac.uk 
Repr. EUROSIM Richard Zobel, r.zobel@ntlworld.com  
Deputy K. Al-Begain, kbegain@glam.ac.uk
Edit. Board SNE Richard Zobel, r.zobel@ntlworld.com 

 Last data update December2013

 
 

 
 
 
 
 
 
 
 
 

EUROSIM OBSERVER MEMBERS 

KA-SIM Kosovo Simulation Society 
Kosova Association for Modeling and Sim ulation (KA – 
SIM, founded i n 2009), is part of Kos ova Association of 
Control, Automation and Sy stems Engineering (KA  – 
CASE). KA – CASE was registered in 2006 as non Profit 
Organization and since 2009 is National Mem ber of 
IFAC – International Feder ation of Automatic Control.  
KA-SIM joined EUROSIM as Observer Mem ber in  
2011. 
KA-SIM has about 50 members, and is organizing the in-
ternational conference series International Conference in 
Business, Technology and Innovation, in Novem ber, in 
Durrhes, Albania, an IF AC Sim ulation worksh ops in  
Pristina. 
 

  www.ubt-uni.net/ka-case 
  ehajrizi@ubt-uni.net 
 MOD&SIM KA-CASE 

      Att. Dr. Edmond Hajrizi 
      Univ. for Business and Technology (UBT) 
      Lagjja Kalabria p.n., 10000 Prishtina, Kosovo 
 

KA-SIM Officers 
President Edmond Hajrizi, ehajrizi@ubt-uni.net 
Vice president Muzafer Shala, info@ka-sim.com 
Secretary Lulzim Beqiri, info@ka-sim.com 
Treasurer Selman Berisha, info@ka-sim.com 
Repr. EUROSIM Edmond Hajrizi, ehajrizi@ubt-uni.net 
Deputy Muzafer Shala, info@ka-sim.com 
Edit. Board SNE Edmond Hajrizi, ehajrizi@ubt-uni.net 
Web EUROSIM Betim Gashi, info@ka-sim.com 

Last data update December2013

ROMSIM – Romanian Modelling and 
Simulation Society 
ROMSIM has been founded in 1990 as a non-profit so-
ciety, devoted to theoretical and applied aspects of mod-
elling and sim ulation of syst ems. ROMSI M curre ntly 
has about 100 members from Romania and Moldavia. 

 www.ici.ro/romsim/ 
 sflorin@ici.ro 
 ROMSIM / Florin Stanciulescu,  
National Institute for Research in Informatics, Averescu 
Av. 8 – 10, 71316 Bucharest, Romania 
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ROMSIM Officers 
President Florin Stanciulescu, sflorin@ici.ro 
Vice president Florin Hartescu, flory@ici.ro 

Marius Radulescu, mradulescu@ici.ro 
Repr. EUROSIM Florin Stanciulescu, sflorin@ici.ro 
Deputy Marius Radulescu, mradulescu@ici.ro 
Edit. Board SNE Florin Stanciulescu, sflorin@ici.ro 
Web EUROSIM Zoe Radulescu, radulescu@ici.ro 

 Last data update December2012

RNSS – Russian Simulation Society 
NSS - The Russian National Sim ulation Society 
(    -

 – ) was officially registered in Russian 
Federation on February 11, 2011. In February 2012 NSS 
has been accepted as an observer member of EUROSIM. 

 www.simulation.su 
 yusupov@iias.spb.su 
 RNSS / R. M. Yusupov,  
St. Petersburg Institute of Informatics and Automation 
RAS, 199178, St. Petersburg, 14th lin. V.O, 39  

RNSS Officers 
President R. M. Yusupov, yusupov@iias.spb.su 
Chair Man. Board A. Plotnikov, plotnikov@sstc.spb.ru 
Secretary M. Dolmatov, dolmatov@simulation.su 

Repr. EUROSIM R. M. Yusupov, yusupov@iias.spb.su 
Deputy B. Sokolov, sokol@iias.spb.su 
Edit. Board SNE Y. Senichenkov, sneyb@dcn.infos.ru 

 Last data update February 2012

 
 

SNE – Simulation Notes Europe 
Simulation Notes Europe publishes peer revie wed 
Technical Notes, Short Notes and Overview Notes on 
developments and trends in modelling and simulation in 
various areas and in application and theory. Furthermore 
SNE docum ents the ARGESIM Benchmarks on  Model-
ling Approaches and Simulation Implementations with 
publication of definitions, solutions and discussions 
(Benchmark Notes). Special Educational Notes present  
the use of modelling and simulation in and for education 
and for e-learning. 

 
 
 

SNE is the official membership journal of EUROSIM, 
the Fede ration of Europe an Si mulation Societies. A 
News Section in SNE provides inf ormation f or EU-
ROSIM Simulation Societies and Sim ulation Groups. In 
2013, SNE introduced an extended subm ission strategy 
i) individual s ubmissions of scientific papers, and ii)  
submissions of selected c ontributions from conferences 
of EUROSIM societies for post-conference publication 
(suggested by conference organizer and a uthors) – both 
with peer review. 

SNE is published in a printed version ( Print I SSN 
2305-9974) a nd in a n online ve rsion ( Online IS SN 
2306-0271). W ith Online SNE the publisher ARGESIM 
follows the Open Access strategy, allowing download of 
published contributions for free. Since 2012 Online SNE 
contributions are identified by an DOI (Digital Obj ect 
Identifier) assigned to the publisher ARGESIM (DOI pre-
fix 10 .11128). Print SNE, high -resolution Online SNE, 
source codes of the Benchmarks and other additional  
sources are available for subscription via membership in 
a EUROSIM society. 

Authors Information. Authors are i nvited to subm it 
contributions which have n ot been  p ublished a nd ha ve 
not being considere d for pu blication else where t o the  
SNE Editorial Office. SNE di stinguishes different types 
of contributions (Notes): 
• Overview Note – State-of-the-Art report in a specific area, 

up to 14 pages, only upon invitation 
• Technical Note – scientific publication on specific topic in 

modelling and simulation, 6 – 8 (10) pages 
• Education Note – modelling and simulation in / for educa-

tion and e-learning; max. 6 pages 
• Short Note – recent development on specific topic,  

max. 4 pages 
• Software Note – specific implementation with scientific 

analysis, max 4 pages 
• Benchmark Note – Solution to an ARGESIM Bench-

mark;basic solution 2 pages, extended and commented so-
lution 4 pages, comparative solutions on invitation 

Interested authors may find further information at SNE’s 
website  www.sne-journal.org (layout templates for 
Notes, requirements for benchmark solutions, etc.). 

 

SNE Editorial Office /ARGESIM     
 www.sne-journal.org, www.eurosim.info 
 office@sne-journal.org (info, news) 
  eic@sne-journal.org Felix Breitenecker  

                                        (publications) 



To learn more about how you can reinforce engineering concepts  
using a combination of theory, simulation, and hardware, view this webinar.

www.maplesoft.com/SNEWebinar

A  C y b e r n e t  G r o u p  C o m p a n y

Contact us: +49 (0)241/980919-30

A modern approach to  
modeling and simulation

www.maplesoft.com  |  germany@maplesoft.com

© 2015 Maplesoft, ein Bereich von Waterloo Maple Inc., 615 Kumpf Drive, Waterloo, ON, N2V1K8, Kanada. Bei Maplesoft, Maple und MapleSim 
handelt es sich jeweils um Warenzeichen von Waterloo Maple Inc. Alle anderen Warenzeichen sind Eigentum ihrer jeweiligen Inhaber.

MapleSim is built on Maple, which combines 
the world’s most powerful mathematical 
computation engine with an intuitive, “clickable” 
user interface.

With MapleSim, educators have an  
industry-proven tool to help bridge  
the gap between theory and practice.

• MapleSim illustrates concepts, and  
helps students learn the connection  
between theory and physical behavior

• A wide variety of models are available  
to help get started right away



The language of technical computing
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Über eine Million Menschen weltweit sprechen
MATLAB. Ingenieure und Wissenschaftler in
allen Bereichen – von der Luft- und Raumfahrt
über die Halbleiterindustrie bis zur Bio-
technologie, Finanzdienstleistungen und
Geo- und Meereswissenschaften – nutzen
MATLAB, um ihre Ideen auszudrücken.
Sprechen Sie MATLAB?

Modellierung eines elektrischen
Potentials in einem Quantum Dot.  

Dieses Beispiel finden Sie unter:
www.mathworks.de/ltc

®

Parlez-vous 
MATLAB?


