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Editorial

Dear Readers — Thisthird issue of SNE Volume 23 again combines individually submitted contributions and post-conference publi-
cations submitted from EUROSIM societies’ conferences. In SNE 23(3-4), the post-conference publications have been submitted
from S MS Conference 2012 (SMS— Scandinavian Simulation Society), from MATHMOD 2012 (Vienna Conference on Mathemati-
cal Modelling, Vienna, Austria), and from ERK 2013 Conference (Portoroz, Sovenia; SLOSM - Sovenian Smulation Society's
track on modelling and simulation track. Again the broad spectrum of modelling and simulation is reflected in the contributions,
from modelling analysis to computational case studies. e are also glad, that we can continue our series on ARGESM Benchmarks
on ‘Modelling Approaches and Smulation Implementations’ with two solutions — one being a classical two-page solution, the other
one being an extended compar ative solution —which will be the general trend for our benchmark solutions.
And this issue also concludes the series of three front cover graphics, which Vlatko Ceric provided for SNE Volume 23.

I would like to thank all authors for their contributions, and the organizers of the EUROSIM conferences for co-operation in
post-conference publication, and the ARGESIM SNE staff for helping to manage the SNE administration and the improved SNE
layout and extended templates for submissions (now also tex), And especially Vlatko Ceric for his graphics..

Felix Breitenecker, SNE Editor-in-Chief, eic@sne-journal.org; felix.breitenecker @tuwien.ac.at
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Abstract. Inverse simulation techniques allow inverse
solutions to be found for a range of problems involving
dynamic systems described by sets of linear or nonlinear
ordinary differential equations. Techniques in common
use generally involve iterative solutions based on discre-
tised descriptions but continuous system simulation
tools can also provide solutions and are often simpler to
apply and computationally more efficient. This paper
presents a method of inverse simulation which involves
use of a very simple, but effective, approximation for
derivative terms within the model. Discussion of results
for linear and non-linear examples leads to the conclu-
sion that this technique can be applied to a wide range of
dynamic models that are of practical importance for
engineering applications.

Introduction

Conventional modelling and simulation involves a pro-
cess of finding a model ‘output’ for a given set of initial
conditions and time history of ‘inputs’, whereas inverse
modelling and simulation is a process in which ‘inputs’
are found that will produce prescribed model ‘outputs’.
Inverse simulation methods provide an alter-native to
the use of mathematical techniques for the inversion of
dynamic models, particularly in the nonlinear case. Not
only do they avoid the complexities of the mathematical
approaches for nonlinear models but they also provide
insight that may not otherwise be so readily available
from conventional simulation techniques.

A number of established inverse simulation methods
involve discretisation of continuous models. Examples
include the so-called differentiation approach [1], [2],
the widely-used integration based approaches [3], [4]
and optimisation-based methods [5], [6]. A paper by
Thomson and Bradley provides a useful review [7] of
some of these techniques, which are essentially iterative
in nature and were developed, initially, for acronautical
applications.

Other techniques are based on continuous system
simulation models and include the use of differential
algebraic equation (DAE) solvers such as those availa-
ble in the Modelica® environment (see, e.g. [8]) but
DAE methods do not yet appear to have been applied
routinely to large and complex models of the type that
typically arise in engineering applications. A useful and
proven alternative involves the use of feedback princi-
ples and continuous system simulation tools (see, e.g.
[9-13)).

The approximate differentiation method of inverse
simulation outlined in this paper provides yet another
approach which involves continuous system simulation
methods and may be simpler to apply in some cases. In
common with other methods of inverse simulation it has
obvious limitations, but can be used for a range of mod-
el structures of importance for engineering applications.

1 The Approximate
Differentiation Method

This is a continuous simulation equivalent of the dis-
crete ‘differentiation method’. The basic idea is to re-
arrange the given model in state space form so that the
inputs of interest appear on the left hand side of the
equations.

SNE 23(3-4) — 12/2013
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Derivatives of state variables appearing on the right
hand side can then be approximated using a simple
continuous representation based on the use of an inte-
grator block and feedback pathway, as shown in the
block diagram of Figure 1. This may be seen from the
first order equation defining that system which is given
by:
= =2 (v(®) —w(®) (1)

dt

dwin)/dr

wirh + win)

Figure 1: Block diagram of the approximate
differentiator.The block 1/s represents the
operation of integration in terms of the Laplace
variable s.

If the variable \(t) in Figure 1 is replaced by x;4(t) which
represents the desired time history for a state variable x;
then, provided the time constant T is very small in relation
to the dynamics of the given model, the variable w(t) in
Figure 1 is a close approximation to the desired variable
x;4(t) and to the state variable x;(t). The quantity found
at the input to the integrator block in Figure 1 is given by

%(xl-d(t) —x;(t)) and is thus an approximation to the

derivative X;. Hence a derivative of a state variable X;
within a given state-space model may be replaced by a
quantity %(xl-d(t) — x;(t)) where x;4(t) is the desired
time history.

The approach, which was mentioned in an invited
keynote lecture at the 8 EUROSIM Congress in Septem-
ber 2013 [14], is best presented through a simple illustra-
tive example which has also been used in investigations
of other inverse simulation methods [6], [15]. Consider a
linear single-input single-output system model of the
form:

x =Ax + Bu 2)
y=Cx+Du 3)
0 1 0 1
where A=]0 0 11|, B=|-5],
-6 —-11 -6 69

C=[1 0 0],D=0

SNE 23(3-4) — 12/2013

Simple linear analysis shows that this linear single-
input single-output (SISO) system model has poles at
positions S = -1 rad/s, s = -2 rad/s and S = -3 rad/s and
zeros at S= -0.50004j7.0534 rad/s. The range of frequen-
cies of interest for this model is from 0 to 30 rad/s. The
set of ordinary differential equations for the system as
given above is:

X, =x,+u “)
X, = X3 —5u (5)
X3 = —6x; — 11x, — 6x3 + 69u (6)
V=X (7

Let the desired output be denoted by x,4. The derivative
X, may then be approximated by % (%14 — x1) and we

have a new ‘output equation’ of the form:
. 1
U =Xy = X=X — ;(xm —x) (®)

We now have a modified set of equations of the form:

. 1 1
X1="71% +;x1d )
X2=;x1+5X2 +X3—;x1d (10)
ity = —(6+ D)%, — 80x, — 6x3 + 234 (11)
1 1
U= =X~ Xt Xig (12)

This set of equations has zeros at S = -1 rad/s, s = -2
rad/s, s = -3 rad/s and poles at $=-0.5 + j7.0534 rad/s
and at s= -1/T rad/s so, clearly, the zeros of the inverse
simulation model are at the same positions as the poles
of the given model and the poles lie at the positions of
the zeros of that model, apart from an additional pole at
S= -1/T. Provided the time constant T can be made very
small, this additional pole of the inverse simulation can
be positioned at a point in the S-plane far from the other
poles and zeros, where its effect is insignificant. For
example, a value of T of 0.001s would give an addition-
al pole at s = -1000 rad/s, and this is so far removed
from all the other poles and zeros that it would have a
negligible influence on the dynamic behaviour of the
inverse simulation. One could, of course, make the time
constant T even smaller but this would tend to increase
the stiffness of the inverse simulation and there is a
clear trade-off between the overall accuracy of the in-
verse simulation and computational efficiency.

Consider the specific case of an desired time history
for the state variable x;(t) which takes the form of a
triangular waveform involving a negative going ramp,
starting from zero at time t = 0 with a gradient -0.5
units/s, changing to a positive slope of 0.5 units/s at time t
= 1.5s and then repeating this pattern at time t=3 s.

7,
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Using MATLAB® software to implement the inverse
simulation based on Equations (9)-(12) for this desired Qi G
form of output waveform and a value of T of 0.001s, we l l
find that the required input has the form shown in the
upper trace of Figure 2. The lower traces show the re- ‘
quired output, together with the output found from a
forward simulation for the given model when the wave-
form obtained from the inverse simulation is applied as |
input. It can be seen from this that the two plots almost * 1 =

. . . . . . X I
coincide, so the input found from inverse simulation T \
. Orifice 1, Orifice 2,
generates the required output almost exactly for the area a, ares a,
chosen value of T.

Quifiow Qg3

-— —

Figure 3: Schematic diagram of the coupled-tanks system.

If the levels of liquid in the two tanks (H; and H,) are
VoA A N | regarded as output quantities and the flow rates from the
/\/\/\J Vo vw / \\ ! N/ VA pumps as inputs, a two-input two-output second-order
;Y 9 nonlinear state-space description may be developed for
this system using simple physical principles based on
the fact that the rates of change of volume of liquid in
i each tank must be equal to the difference between the
] total flow rate into that tank and the total flow rate out
] (see e.g. [13], [16]).
— For situations in which the liquid level in Tank 1 is

greater than the level in Tank 2 the equations are as
Figure 2: The upper trace shows the input found from follows:

inverse simulation of the linear SISO system of

Equations (2) and (3). The lower traces dH; _ Qu(t) Caiaq
(superimposed) show the demanded output Tar A_1 - A_1 \/2g(H1(t) — (1) (13)
together with the output obtained from

application of the input found from inverse

Tepust mignal recuired
T

ﬂm; ]

simulation to the conventional forward dH, _ Qix(t) |, Cgqiaq
simulation model for this system. dat Ay t Ay \/Zg(Hl(t) —H (t))

— 42 [2g(H, (D) — H) (14)

2 An Example Involving a

Values of parameters are defined below for a specific

Nonlinear Model laboratory-scale system [13], [16]:
Consider a mathematical model of a coupled-tanks Cross-sectional areas of tanks A, = A, = 9.7x107 m>;
system shown in schematic form in Figure 3, involving Cross-sectional area of orifice 1 a = 3.956x10”° m’
two interconnected tanks of liquid, (Tank 1 and Tank 2) Cross-sectional area of orifice 2 @ = 3.85%10™ m;
with input flow rates, Q; and Qp respectively. These Coefficient of discharge of orifice 1 Cy; = 0.63;
inputs are from electrically driven variable-speed Coefficient of discharge of orifice 2 Cgy = 0.58;
pumps. There is a single outlet flow Q3 from the second Height of outlet above base of tank H; = 0.03m;
tank which may be adjusted manually by means of a Gravitational constant g = 9.81 m/s’;
tap. Both tanks are equipped with sensors that can detect Maximum flow rate Qijmax = Qiamax = 5%107° m*/s;
the level of liquid and provide a proportional output as Minimum flow rate Qijmin = Qiamin = 0 m’/s;

an electrical voltage signal. Maximum liquid level Hip = Homax = 0.3m.

SNE 23(3-4) — 12/2013
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This model is nonlinear in structure because of the
nonlinear relationship between the liquid levels in the
Tanks 1 and 2 and the flow between them and also be-
cause of the nonlinear relationship between the output
flow rate and the liquid level in Tank 2.

The inverse simulation developed from the applica-
tion of the approximate differentiation method is readi-
ly, obtained using the principles outlined above, and
involves the following set of equations:

S8 = 2 [Hipeg (£) = Hy(0)] (15)
B2 = 2 [Hareq(t) — Hy(0)] (16)

Qir(£) =2 [Hireq(t) = Hy ()]
+Cd1a1\/2g(H1(t) — H,(1)) a7
Qiz(t) = 22 [Hareq (6) — Hy(6)]
_Cd1a1\/29(H1 (t) — Hy(t)
—Cq20; + 2g(H,(t) — Hs) (18)

where Hypeq(t) and Hy,eq (t) are the required time his-

tories of liquid levels in Tanks 1 and 2 respectively.

Figure 5 and Figure 6 show results obtained using
MATLAB® for the method outlined above for a case
involving the required time histories of level changes
shown in Figure 4. The value of the time constant T
used in the equations for the inverse simulation is 0.1s,
which is very small in relation to the dynamic character-
istics of the system. The results from the inverse simula-
tion for the desired level changes of Figure 4 are given
in Figure 5 and these show that the pattern of input flow
rate changes do not cause either of the inputs to reach
the maximum flow rate of 5x10° m*/s or to drop to zero
flow rate (the minimum allowed) at any time in the
simulated test. The results do, however, show strong
interactions between the two tanks, especially during the
initial phase of the test where the input flow to Tank 2
falls rapidly to compensate for the rising level in Tank 1
(and thus allows the required level in Tank 2 to be main-
tained). When the input flow patterns shown in Fig-
ure 5 are applied to a forward simulation of the coupled-
tanks system, the levels of liquid in the two tanks are
very close to the required levels in Figure 4, as is shown
by the results of Figure 6 which show maximum differ-
ences of the order of 1.4x10"7 m between the levels
found from forward simulation results and the desired
levels.

SNE 23(3-4) - 12/2013
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Required liguid levels {m)

0z

01s . . . . . . . . .
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Tirne ()

Figure 4: Required liquid levels for the first case
considered.

Input flows from inverse sim. {m3/s)

I I L L L L I I L
[u} &0 100 150 200 250 300 350 400 450 00
Time (s)

Figure 5: Flow rates determined by inverse simulation for
the first case considered.

-
L

Difference, reguired and simulated levels (m)

1~
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Tirme (51

Figure 6: Differences between reference liquid level time
histories and liquid levels found by applying
inputs from inverse simulation to the forward
simulation model.
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The pattern of demanded reference levels shown in
Figure 7 relates to a case in which the required level
changes result in one of the input flow rates reaching its
maximum value of 5x10”° m?/s. The input flow rate to
Tank 1 remains at that maximum value for a period of
about 40s and then falls to a new constant value of
about 4x10° m?/s, while the input flow to Tank 2 drops
to zero, as is shown in Figure 8. In this case, if the input
flow rates obtained from inverse simulation are applied
to the forward simulation model, significant differences

012

Difference, required and simulated levels (k)

are found between the levels achieved and the desired 0 s s s M . ‘ ‘ .

. . . . . a &0 100 150 200 250 300 350 400 450 500
levels, as shown in Figure 9. The inverse simulation Time (s)
thus shows, in this case, that for the given system con- Figure 9: Differences between the desired levels and the
figuration the required pattern of liquid level changes levels found from forward simulation of the

cannot be achieved. Hence, this might suggest that de- coupled-tanks model for the case defined by

sign changes would be required within the system if this
pattern of level changes was an essential requirement
for some specific application.

e 3 Discussion and Conclusions

the inputs of Figure 8.

= ] The linear example involving a single-input single-
output model defined in state-variable form shows that
the approximate differentiation approach to inverse
simulation can give results in which poles of the inverse
7777777777777777777 simulation match the zeros of the given model. The
approximation is equivalent to adding one pole at a
point in the S-plane which is located on the negative real
e axis far from all the poles and zeros of the model. The
o am ey e e e effect of this additional pole resulting from the approx-
Figure 7: Required liquid levels for second case involving imation can thus be made negligibly small by choosing
a larger difference between final levels in Tank 1 a small value for the time constant associated with the
and Tank2 resulting in a required flow rate for differentiation process.

Tank 1 that exceeds the maximum. In the case of a multi-input system, if all the inputs

are to be found by inverse simulation, the number of

5 additional time constants would be equal to the number

of inputs, but the time constants would again have neg-
ligible effect if they had appropriate small values.

[=1
&)

o
i

Required liquid levels (m)

U

0.0s
o

The success of the approximate differentiation ap-
proach for the case of a model involving nonlinear
] equations has been demonstrated through use of the
N i coupled-tanks example. In this case, provided the model
****** | input variables are within their limiting values, the in-
verse simulation gives an accurate prediction of the
o B0 100 150 20 250 30 30 400 #5050 inputs required to produce desired model output time

e histories.

Input flaws from inverse sim. (mi3/s)

Figure 8: Input flow rates found using inverse simulation
for level variations defined in Figure 7.
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The method also provides the user with a clear indi-
cation of the effects of input limits when they arise, thus
providing insight about the reasons why a specific de-
sired time history of outputs is not achievable. Depend-
ing on the context in which inverse simulation is being
applied, such situations may lead to modification of the
desired pattern of outputs or to a change in the design of
the system represented by the model.

As mentioned in the introductory section of this
note, another commonly-used approach to inverse simu-
lation which uses continuous system simulation meth-
ods is based upon feedback techniques (see e.g. [13]).
This has been found to be a powerful approach and has
been applied to a wide range of practical systems. How-
ever, that method requires the design of a feedback
structure around the given simulation model, which can
be time-consuming and difficult for those with little
experience of closed-loop system design. It can also
present significant problems if limit cycle oscillations
arise. The approximate differentiation method thus
provides an interesting alternative approach which
avoids such difficulties but is also based on continuous
system simulation principles.
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Abstract. Although microscopic models are nowadays
getting more and more popular among, still the model-
ling approach lacks of appropriate mathematical theory
to confidentally rely on the outputs of the derived mod-
els. Especially unexpected chaotic group behaviour and
the inability to validate and parametrise the model often
leads to unusable simulations. The investigated test-
case, a simple cellular automaton (CA) simulating the
temporal development of a SIR (Susceptible-Infected-
Recovered) type epidemic, shows a field of application
for so called complexity theory. In order to explain and
analyse the aggregated simulation results of the CA,
certain methods usually used in Markov theory for quan-
tum mechanics, basically extensions of so called diffu-
sion approximation [1], are applied. Finally, already sus-
pected, correlations to the solutions of the famous SIR
differential equations, formerly derived by Kermack and
McKendrick [2], can be proven with analytical methods
and extended by convergence results and qualitative
error estimations.

Introduction

Due to tough limited resources usage of modelling and
simulation to support strategic planning has nowadays
become an indispensable part of management. Especial-
ly the increasing number of simulations for emerging
problems within so called soft-sciences like medicine,
biology or sociology can be observed. Main reason for
this development is the exponentially increase of com-
putational resources (compare Moore’s law [3]) making
it possible to simulate very complex, individual-based

models, which, correctly validated, produce reliable
results. Nevertheless the validation process for these
models is very difficult, requires lots of data and heuris-
tic parameter-sweeps for sensitivity analysis. The usage
of microscopic models always involves the danger, that
maybe unpredictable chaotic group behaviour distorts
the results. Most of the microscopic modelling methods,
like agent-based models and cellular automata, some-
how lack of necessary mathematical basis.

Nevertheless compared to classic macroscopic mod-
elling methods some of the advantages and disad-
vantages of so called microscopic or individual-based
models can be summarized in Table 1.

Advantages Disadvantages

Difficult to validate

Lower abstraction level
compared to reality

Easy to understand for High computational ef-
non-experts forts

Difficult to document
regarding reproducibility

Very flexible regarding
system changes

More suitable for eye-
catching visualisations

Sometimes unpredictable
and chaotic results

Table 1: Some advantages and disadvantages of
microscopic models.

Within epidemiology so called SIR (Susceptible — In-
fected - Recovered) strategy already poses the base for
lots of flexible microscopic models for diseases and
vaccine strategies (see e.g. [4],[5]). Hereby the spread of
one single serotype in a certain environment among
certain individuals is studied, wherein the individuals
are divided into the aformenetioned three subclasses.
Infected individuals forward the spread of the disease
among the susceptible individuals. Recovered individu-
als are meant to stay immune against the serotype for
the further progress of the disease (died individuals are
included here).
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Several years ago a team of the AMSDM group
(Applied Modelling, Simulation and Decision Making),
a cooperation of the “dwh GmbH” and the group of
Prof. Felix Breitenecker at Vienna University of Tech-
nology), created lots of epidemics-related teaching ma-
terial for modelling lectures. This material was devel-
oped in the context of a huge project with the Federation
of Austrian Social Insurance analysing the effect of
different vaccine strategies against influenza viruses on
the Austrian social system (population, financial as-
pects, etc.) supported by theoretical models ([6], [7]).
Due to interesting results especially one of them attract-
ed special attention. The emphasis is laid on a stochastic
cellular automaton (short CA), in detail described in
chapter 1, which can be used to simulate simple epidem-
ics with the aformentioned SIR strategy. For more in-
formation the reader is referred to [18]. In addition the
influence of vaccinations before the breakout of the
disease can be investigated confirming the flexibility of
agent-based models compared to most macroscopic
models.

1 Comparison of two Modelling
Approaches

Some resulting curves of the mentioned cellular au-
tomaton model can be seen in Figure 1. The three
graphs located at the lower part of the figure are calcu-
lated by the number of cells sharing the same state. The
green line shows the number of “susceptible” cells, the
red and blue line illustrate the number of “infected” and
“immune” cells. The upper part of the figure shows the
state of the cellular automaton at a certain time during
the simulation run.

Infected cell Empty cell Susceptible cell Recoversd cell

people

Figure 1: Example Result of the Cellular Automaton.
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Studies (see [8]) have shown, that a comparison be-
tween the aggregated CA-results and the famous SIR
differential equation model (short ODE model) by Ker-
mack and McKendrick, 1927 [2], seen in (1) is justified.

dS_ Is
ac ¢
dr_ IS — BI (1)
a - B
R _
dt_B

This nonlinear system of differential equations can only
be solved using numerical integration algorithms, as it
does not have any nontrivial analytical solutions. A
MATLAB generated plot of the Runge-Kutta-Fehlberg
(4™ order with step-size control) approximation of the

solution is shown in Figure 2.
S0

time

Figure 2: Example Result of Classic SIR Differential
Equations.

It is undeniable that the solution curves of both models
look very similar. Further comparative studies (also [9])
showed that there is a correlation between the parame-
ters of the ODE model (Infection rate o, Regeneration
rate ) and the stochastic CA model (movement rules,
regeneration probability, neighbourhood, population-
density and infection-probability) in form of closed
equations. Unfortunately these were mostly derived via
basic stochastics and experiments, without any state-
ments regarding convergence and errors between those
two approaches.

A possible way to compare these two completely
different modelling ideas with mathematical techniques
is presented in the following chapters. One must not
forget that a stochastic, time and space discrete model is
hereby compared with a deterministic, completely con-
tinuous model posing a big challenge. Starting to ana-
lyse the CA model by a series of transformations finally
the ODE formulation will be derived. Convergence
results and error estimations are going to appear as by-
products of these.




2 Cellular Automaton -
Definition

Although usually presented and implemented as a cellu-
lar automaton the most comprehensible description of
this model is claimed in form of an agent-based model.
The transition rules for the cellular automaton can be
derived analogously. Although the underlying model-
ling concept is completely different in this simple case
both modelling approaches (agent-based and CA) end
up with the same model.

2.1 Space

Let Q be a discrete two-dimensional rectangular grid
with M = M, - M,, aligned cells ¢;;,i € {0,...,M,}, j €
{0, ..., M, }. Each cell itself is partitioned into four cell-

fractions: {¢; 1,1, i j1,2 Ci j2,1 Ci j2,2}-

2.2 Agents (non-empty cells)

A number N < 4M of agents a,(t),n € {0, ..., N} are
placed onto the grid. Each agent is assigned exactly one
cell-fraction: a,(t); € {i,j, k,1}. Furthermore each
agent has one of three states (‘susceptible’, ‘infected’ or
‘recovered’”): a,(t), € {1,2,3}. To simplify the speech
and to support a pictorial representation, the state of the
agent is usually called as a prefix of the word agent: e.g.
‘infected agent’.

2.3 Simulation

The simulation is performed time discrete with equidis-
tant steps {1, ..., t.nq}- Each time step is split into two
phases. First of all the so called infection-phase is per-
formed wherein new-infections and regenerations are
calculated. During this phase each agent is addressed
once and basically two cases can lead to a state-change:

e If'the agent is susceptible and shares a cell with
an infected agent, there is a certain probability
P(1,2) that the agent gets infected too.

e If the agent is already infected, there is a cer-
tain probability P(2,3) that the agent recovers
and becomes immune against the disease.

All state changes are done simultaneously.

After this a series of movement rules are applied
during so called movement-phase. Hereby all agents are
shifted corresponding to certain laws to achieve new
arrangements. Basically they are inspired by movement
rules of so called lattice gas cellular automata (compare
FHP model [10]) and will not be explained here in detail.
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A summary of all these ideas is found in Figure 3. It
can be seen that even this rather simple model (it is
usually very well understood if a picture similar to Fig-
ure 3 is given) is very difficult to be described in a for-
mal language especially regarding mathematical formu-
las, functions and equations.

3 Analysis and Transformations

In order to achieve convergence results and error esiti-
mation several stochastic methods known from Markov
theory can be used. Concrete a three-dimensional ver-
sion of the so called diffusionapproximation can be
applied. Therefore it is, first of all, necessary to convert
spatial influences like neighbourhood and transition
conditions into probabilities.

@O O [(lee O]
Ol @ Infection O @
@O0 O] Phas; 000 @
ol ee e _oe
peEE Q@O | |
QO L O h]/:l';:l\'emcnt ® 0 O
secomm ~ eeoore
’ O @/ Infection L. ) O )
OO IO P hﬂs‘; Ol0] @
@ @
@ [eel ¢ eeo )
L L)L Sl LI
O Susceptible
@ Infected
@® Immune

State - changes

Figure 3: Visualisation of the rules for the SIR Cellular
Automaton.

3.1 Extracting probabilities

Defining movement rules in general is basically related
to two main ideas: First the motion needs to guarantee a
good mixture among the individuals. A bad systematic
motion could lead to (usually) unwanted loops or clus-
tering. From this point of view, the ideal movement rule
to guarantee a perfect mixture would be a complete
stochastic re-arrangement of all agents at the end of
each time-step:

a,(t): =0 j kD) =2a,@t+1),=XY,UYV).
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Though this is not compatible with the second basic
aspect of movement, namely that agents cannot cover an
infinite range (usually only 1-2 cells) during one time
step, a closer look at this aspect is taken. Defining the
agitation of all agents completely randomly, basically
two independent random processes are responsible for
the state of each agent, hence the model is cleanly sto-
chastic and can be described by transition probabilities
then. For a fixed index k the probability of agent k
changing its state from susceptible to infected can be
calculated by multiplying the probability of being
placed next to an infected agent during movement-phase
and the probability of getting infected by this agent. By
simple uniform distribution argument this probability
can be calculated to:

P(a,(t+1); =2]a,(t), =1) =
_3p#a(®), =2}

T P(1,2).

Hereby p denotes the population-density p = % and

model parameter P(1,2) is a fixed infection probability
(as described earlier). Analysis of the original model
using the original, lattice gas automaton inspired
movement rules, shows that a random initial placement
of the agents is enough to ensure at least (2) holds.

w1y = P(ap(t+1), = 2|a,(t), = 1) =

_ 3p#{a,(t), = 2}
B N

P(1,2)+0(ND @

The Landau-symbol O indicates the asymptotical order
of the expression. In this case the asymptotical expres-
sion is a result of accidentally clustering of infected or
immune agents and strange distributions close to the
borders which can lead to other contact probabilities. In
both cases they can asymptotically be neglected regard-
ing big numbers of agents (with constant density).
Obviousely the result of (2) can, in case of high den-
sities and high numbers of infected agents, end up with
a value higher than 1, which in terms of probability
theory cannot be correct. Reason for this observation is
a basically wrong ansatz wherein the contact probability
is sloppily calculated via a simple multiplication of the
number of neighboured cells (3) times the probability of

_ pi{a(02=2}
N
theless the correlation between the correct calculation,

seen on the left hand side in (3) and the used calculation
on the right hand side is very small and vanishs second
order for small densities.

observing an infected agent (p;: ). Never-
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1-(1-p)®=3p; +0(p* (3)

Surely the probability of regeneration is completely
independent of the agents’ position:

w3 = P(ay(t + 1), = 3la,(t),; = 2) = P(2,3).

Thus, eliminating the influence of the spatial grid, the
agent-vector can be described by an N-dimensional
Markov-chain with transition tensor (4).

1 - wI,Z (1)1’2 0
Q; = 0 1—-wy3(a) w,3(a)
0 0 0 4)
i€{0,..,N}L

As the transition probabilities depend on the sum of all
agents sharing the same state the agents itself cannot be
described by single Markov-chains which poses the
main difference to classic microscopic Markov-models.

Furthermore Markov-theory is going to pave the
way to overcome the obstacles between discrete (CA
model) and continuous (ODE model).

3.2 Time discrete to continuous

Suppose a given regular, homogeneous, time continuous
but space discrete Markov-process X (t),t € [0, tenal
with transition matrix R and three possible states the
Kolmogorov equation (5) holds which is in case of
sufficient regularity solved by (6).

PX(®) = i1X(0) = icqrz3)
=R-PX(®) = ilX(0) = Dicr23

P(X(0) = iIX(0) = )) = exp(RD & (6)

)

Therefore a time continuous Markov-process according
to Q =exp(R-1) > R :=1log()) seems to be an ap-
propriate choice to approximate the time discrete one.
Surprisingly the first order Taylor approximation:
R:=R;:==Q;—1d,i € {0,...,N} turns out to be the
better choice in our case conserving mean and variance.
Errors regarding this approximation can e.g. be calcu-
lated using the Taylor series remainder.

3.3 Spatial discrete to continuous

Key observation for the transformations is definitely
that the so called observable vector defined by (7)
‘counting’ all Markov-processes sharing the same state
is also a time continuous Markov-process with transi-
tion rates ¢ of which only two do not vanish.
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N
Z, Sx,01 ®)
=1

- 1 N
o(t) = N zi:l Ox,(0),2(t) @)

N
Z - Ox,0),3 ®)

The two non-zero rates are given in (8) and (9).

eG) T e
Oe(6) T o

These two transition rates, also called jump rates denote
the rate for jumps of single agents from state 1 to 2
respectively from state 2 to 3. As the process is continu-
ous and regular no more than one agent can change its
state during an infinitesimal time-interval. Therefore all
other rates vanish.

Summarizing the performed transformations Fig-
ure 4 is given.

¢

Classic agent-based

model

Markovian agents  Markovian system

vector

I
= B
|

Ty
@|ClC @0|@®
Q)

Figure 4: Transformation from CA to Markov Process.

For big numbers of N the observable can take any value
between 0 and 1 and thus the probability function
p(t,0|0,) can be approximated with a continuous and
differentiable function taking account interpolation
errors. As the observable vector is still markovian the so
called diffusion approximation can be performed.

4 Diffusion Approximation

The Kolmogorov equation respectively the closely re-
lated master-equation poses the base for a lot of analyti-
cal transformations known within physicists under the
name “diffusion approximation”. This technique, first
time published 1983 by N.G. Van Kampen ([1], [11]), is

based on Taylor-series expansion (named after Kramers
and Moyal [12]) and the variable substitution
6 =:(0)(t) + N"Y/2E(t)  (compare Ito [13]). This
technique is commonly used to describe the temporal
development of particle-probabilities. Here only the
results of these technique are presented witch are valid
with respect to asymptotic errors of order 0(v/N-1).

Key observation of these estimations is the derivation of
an ODE for the mean value of the observable vector:

-1 0
((5)(t)), = < 1 )(5)1(15)(01'2 + <—1> (0)2(t)ws 3,

0 1
which, resubstituted, leads to

()’

3
/ —(6% ()(6), () 22 P(1,2) \
_ 3 (10)
B k(éh(t)(é)z(t)WP(l.Z) —(0)2(t)P(2,3) )
(0),(6)P(2,3)

Equation (10) can be determined to match the SIR ODE
by Kermack and McKendrick. Variance of the observa-
ble can be calculated to vanish for N — oo with square-
root order. Applied time-scaling T = t/c in addition to
inverse scaling of the rates 8 = cw finally leads to
convergence of the aggregated results of the stochastic
CA towards the solution of the ODE system when

¢ = 0 and p — 0. Although the sloppily calculated
probability for a state change from susceptible to infect-
ed is slightly wrong the error does not disturb the re-
sults. Nevertheless the better fitting ODE curves would
be (compare with (1)):

I =|las@-@1-D3-pI| (11)

(5)’ —aS(1—-(1-03%
R Bl

5 Conclusion

The presented strategy can without loss of generality be
extended to other microscopic models and can help to
improve understanding of unexpected group behavior in
general. The diffusion approximation introduced by Van
Kampen [1] was extended and used to show conver-
gence between a classic ODE model and a time discrete
Cellular Automaton. Hereby a similar strategy as intro-
duced on the example on economic models in Aoki [14]
and on the example of queuing processes in Dohse [15]
was used to achieve the transformation from discrete to
continuous.

SNE 23(3-4) — 12/2013



M Bicher Diffusion Approximation in a Stochastic Cellular Automaton Model for Epidemics

Agent Based Model

Differential Equation Model

\: M susceptible
' M infected

=
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\ B susceptible

O recovered
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M infected
O recovered
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"

Figure 5: Direct comparison between ODE and CA model.

Figure 5 affirms the success of the explained tech-
nique with respect to small errors.

Though the restrictions for analysis of microscopic
models using this strategy are very sharp, the validity of
the central limit theorem for somehow weak dependent
random variables/processes (see e.g. strong mixing
[16],[17]), which in general poses the basis for the anal-
ysis of aggregated numbers, makes hope for the success
of further analysis of aggregated observable vectors of
individual-based models. Hopefully further theoretical
research can help developing and validating new models
on the one hand benefiting from the great flexibility of
time discrete microscopic models and on the other hand

profiting from fast computation properties and good
validation methods of macroscopic models.
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Abstract. This article is about the mathematical de-
scription, analysis and background of the simulation
environment SIMULINK. This simulation environment is
a well-known tool in applied mathematics and a wide
range of fields in engineering, mainly control engineer-
ing. SIMULINK is driven by control engineering which is
recognisable in the block oriented structure as well as in
the notation and characterisation of simulation models.
This article will give an overview about the mathematics
behind the simulation models in SIMULINK and discuss
several items. The structure of the article starts in the be-
ginning with the mathematical definitions and context. A
relation between the mathematical aspects and the situ-
ation in the simulation environment is given.

Introduction

As an introduction of the article the setup of dynamical
systems will be given and discussed. Mainly dynamical
systems are linked for many people with ordinary dif-
ferential equations, initial vale problems or partial dif-
ferential equation in more complicated modelling ap-
proaches. This link is wrong in general, a dynamical
system can be defined without a differential equation.
This allows to consider a wider range of dynamical sys-
tems, e.g. time continues and time discrete. In the case
of time continuous systems the connection to differen-
tial equations can be established a shown in the follow-
ing steps.

Dynamical System. Assume sets T and X # 0 with
T € {No,Z,Ry,R}. Furthermore define a mapping

g: T x X — X which satisfies the forx € X and t{,1, € T
1. g(0,7) =x,
2. g(t,8(t2,x)) = g(t1 +12,x).

The triple (7,X,g) is named a dynamical system, in
case of T € {INo,Z} it is called time discrete, in case
of T € {Ry,R} itis called time continuous. X is called
the state space and g the flow. For easier notation g is
redefined to

8i(x) = g(t,%). (D

It is easy to proof that for ¢,11,4p € T the mapping g
fulfills

1. go=id,
2- gt1+t2 - gt1 Oglz = glz ogll’

3.8 =g

Time Continuous Dynamical Systems. As-
sume x: R — R”, x € €' (R) and g continues differen-
tiable. With x(0) = xo and x(¢) = g;(xo) let’s consider

%x(t) - %I_I}(l)% (gr-+1(x0) — &(x0)) =

= ((mto-i0)en )0 -
_ (gtgz Oogz> (x0) =
(58l )6,

Time continuous dynamical systems with conditions re-
garding x and g assumed above can be described by

) (x(1). 3

(@)

=

t=0

Y0 = 1(:0), 7)) = 3

=0
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1 Model Structure in SIMULINK

Let’s consider an arbitrary SIMULINK model, e.g. as
illustrated in Figure 1.

ry

.
=

-
!

- % s
‘ o E‘J R

x10

<

-4
K-

k12

Figure 1: An arbitrary SIMULINK model to illustrate different
relations between certain SIMULINK elements.

The model structure shows two issues:
1. input-output relation of each component

2. graph structure defines the the topology of the
component connection

The following sections will discuss this two aspects,
the signal flow graphs as a mathematical environment
to describe the interconnection and the input-output re-
lation of the individual blocks to implement different
behavior.

2 Graph Concept for SIMULINK
Models

Oriented Graphs and SIMULINK-Models. Con-
sider V = V(G) as the set of nodes and E = E(G) the
set edges. The tuple G = (V,E) is called a graph and
e € E(G) an edge. The edge is called oriented if e
is represented as an ordered pair e = (v;,v;) of nodes
vi,v2 € V(G), the starting node v; and the end node
vo. The edge is called not oriented if the edge is rep-
resented via a not oriented pair e = (v1,v2) of nodes
vi,v2 € V(G).

As illustrated in Figure 1 each SIMULINK-model
has an orientation. For this purpose the oriented graph
is a suitable mathematical environment to represent the

IR sn 233-4) - 12/2013

orientation in a SIMULINK-model. Next step is to ex-
press the mathematical and technical manipulations in
the model, which are represented in a block with certain
input and output signals or vectors of signals.

Weighted Graphs and Signal Flow Graphs.
Let’Sassume G = (V,E) tobe a graphand w: E — R .
The triple (V,E,w) is called weighted graph and w the
weighting function. Let (V,E,w) be a weighted graph
and (e) a series of edges of the graph. The weight of
the series of edges is defined as

-

Il
-

w((er)) = Y wiew). )

Furthermore the distance between two nodes in the
graph is defined as the minimum of weights thru all se-
ries of nodes which are connecting the two discussed
nodes. The illustration of a particle of a weighted
graphs is illustrated in Figure 2.

Figure 2: An illustration of a particle of a weighted graph, (a)
classical representation in graph theory, (b)
representation focusing on signal flow graphs.

The last step in the mathematical environment is the in-
tegration of signal flow in the graph concept.

Assume G,, = (V,E,w) as an oriented and weighted
graph wit the set of nodes V = {vy,...,v}, the set
of edges E = {ey,...,en} and the weighting function
w: E — R{. Furthermore is X = {xi,...,x} with
x;i € Rfori=1,...,k defined. The mapping

nw:V-=X vi—x;

Ty .
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— i

relates each node v; with a value x;. The values x; =
1(vj), x¢ = p(ve) of X are connected to w by the equa-
tion

xe=xj-w(ej), (5)

if e; = (vj,v¢) is valid. If the node vy is the end of more
than one edge ¢, e.g. r € N

ej= <Vj,vf>7 €j+1 = <Vj+1,V[>, sy € = <Vj+r,V[>,

than for x; hold
,
Xe= ij+S'W(ej+S)-
s=0

The tuple S = (G, i) is called a signal flow graph.

To have in mind that this mathematical environment
is designed for a description for SIMULAINK-models
this definition of a signal flow graph is not general-
ized enough to represent more than linear models in
SIMULINK. For this purpose the concept has to be re-
designed to cover more general model structures.

Generalised Signal Flow Graphs. In the defini-
tion given up to now the relation between two nodes x;
and x, is given by the weighting function w along the
edge e; according to

xj=x¢-w(ej).

This limitation in the mathematical description will not
allow to include all SIMULINK-models, so the defini-
tion need a more general approach. The fist step is to
generalize the weighting.

Assume S as a signal flow graph. The mapping

Wet X = X, xj»—>xz:wej(xj) (6)

defines the so-called generalised weighting function of
the signal flow graph S.

This definition of a generalised weighting function
allows to cover a wider range of relations between
nodes in the signal flow graph. If there are no possi-
bilities of misunderstanding the shorter notation

xp = w(x;)

can be applied.

The next step of the generalisation in the signal flow
graph concept addresses the subject of signals. The def-
inition up to now didn’t cover the flow of signals, only

the relation was oriented which implied a flow. This
will be improved in the following extension.
Assume a set Q C R and a function f: Q — RR.

1. The function f is called a signal, if the character-
istics over the time ¢ € Q covers some information
of a physical quantity.

2. A signal is called causal, if f(r) =0 for all r < Ot.
More general also f(¢) = 0 for all # < o possible.

3. The set
LZ(Q):{f:Q—HR: /Q|f(t)2dt<oo}

is called the set of quadratic integrable functions.

4. (L*(Q),+,-) with the composition

is a vector space. With

(.80 = | s

a scalar product is defined and its induced norm

Il =45 = [ o

For that reason the vector space (L?(Q), +, ) is re-
garding ||-||; 2 complete and so a Hilbert-space.

This mathematical excursion brings the definition to
the second most important generalisation related to the
signal space. The Hilbert-space (L?(Q),+,-) with the
scalar product (-,-); >, whose elements are signals, is
called signal space. Also for this vector space the nota-
tion L? is used, for causal signals for example the nota-
tion would be L*(Ry}).

Finally the introduced concepts are combined in the
definition of the generalised signal flow graph.

Assume G,, = (V,E,w) as an oriented and weighted
graph with the set of nodes V = {v;,...,v}, the set
of edges E = {ey,...,e,} and the weighting function
w: E— ]Ra“. Moreover are x; € L2(I) for i = 1,...,k
and / C R. The mapping

w:vV—-=X vi—=x
relates each node v; with a corresponding signal x;. The

values x; = u(v;), x, = p(v¢) of the set X are associated
via w referred to

xq(1) = we, (x; (1)),
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ife; = <vj,vz> is valid.
Is v; the end node of more than one edge e;, so forr € N

ej=vjsve)s ejr1=(Vjr1,ve), -ejir = (Viersve),

for x, the relation

r

Xe= 2 Wejys (X))
s=0

is valid. The graph S = (G,,,L?(I), ) is called a gener-
alised signal flow graph.

In simulation environments the mathematical de-
scription has a disfigurement. In computer the L? for-
mulation is not representable. By sampling of the sig-
nals the set X can be constructed and a purely discrete
graph is used for the numerical simulation.

The interval I = [a,b] C R with @ < b and a sig-
nal x € L*(I) will be considered. Moreover & =
{t1,t2, ..., tk_1, 1} is a segmentation of [ with f; = a and
tx =>b.Isti 1 —t;=Atforalli =1,... k the segmenta-
tion is called equidistant. Via the determination

x(l‘,') = X;

it is defined a mapping &,: L?(I) — R, which is called
the discretisation of /. This mapping is the connec-
tion point between the generalized signal flow graph -
the continues mathematical framework - and the regu-
lar signal flow graph - the numerical setup for system
simulation. The link between is given by the mapping

8u: LX) = R, x> x(1y)
and the construction of the set X by

X = {xl = x(l‘l),XQ = x(l‘z) ey X = x(tk)}.

3 Input-Output Relation

SIMULINK is designed by definition via input-output
relations. In linear cases the input-output scheme is
mathematical well observed and there are several the-
ories available for the model analysis. In the nonlinear
case the mathematical toolbox is smaller or the avail-
able methods and theorems are not that global and gen-
eral as it is in the linear domain. The following subsec-
tions will discuss this difference.

IRET snc 233-4)- 1272013

3.1 Linear Time Invariant Systems

Time Continuous Systems. Linear time invariant
systems are described via a charming mathematical en-
vironment - the Laplace transform. This is an integral
transform of the form

2(0)6)= | T Fnedr. ™

Only signals of exponential order, this means that sg > 0
and M > 0 exist that satisfy for T > 0 the condition

[f(t)] < M-e™ ®)

forallt > T.

The standard description of LTI-systems in time do-
main is given by the state space description

X(@t)=Ax(t)+bu(r),

y(t) = c"x(t) +d u(t),

0) =
O=x

with b,c,x € R", A € R"™" and u,y,d € R. This state
space description is equivalent to a ordinary differential
equation n—th order. The Laplace transform lead to a
system description in the Laplacian domain.

Assume U = Z(u) the Laplacian of the input sig-
nal and ¥ = £ (y) the Laplacian of the output signal
of a LTI-system with the state x € R" and xo = 0. The
function G: € — C which fulfills the relation

Y(s) =G(s)-Ul(s) (10)

for each input signal is called the transfer function of
the LTI-system.

This mathematical environment offers a structure
which is called an algebra. Interpreted with the transfer-
function, represented as blocks in the signal flow graph,
a particular model can be built by using a certain topol-
ogy of transfer function blocks. Some basic circuit ar-
rangements are illustrated in Figure 3.

Discrete Time Systems. The discretisation intro-
duced in the section above leads also to the description
of discrete linear time invariant systems. The equiva-
lent to the Laplace transform in the discrete time is the
Z-Transform. This transformation is as well linear and
is applied on series’ instead of signals.

Ty .
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(a) (b)
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Figure 3: Illustration of Block Circuits: (a) Basic Topologies, (b) Algebra of Transfer Functions.

It is evident that this series are results from the sam- Apply on f the Laplacian it results in

pling process, following denoted as (f;,),cN-
5) = / Y f(nT)8(t —nT)e ™ dr =
0 x>0

|fn| SM')/la VneN — Zf(l’lT)eisnT_
n=0

1. If the series (fy)qen satisfy the inequality

and for suitable y,M > 0, (f,) is called from expo-

— _ 5T 3
nential order. In summary for f, = f(nT) and z = e*' it results the

formula of the z—Transform.

2. S(N,R) denotes the set of all series which are from
exponential order.

This relation between the two domains allows the
definition of a sampling system by observing a continu-
ous LTI-system with a discretisation and reconstruction

3. With - interface as illustrated in Figure 4.
)=y fuz"
n=0
a mapping % is defined, the so-called z— Lo AR | L S S Y
Transform.

Due to the correlation of the sampling process the z—

Transform correspond with the Laplacian. Assume Figure 4: Split-up of a sampling system with sample and

hold interface and a corresponding continuous
~ ks LTI-system.

()= Y. F(uT)3(t ~nT)

n=0

for T >0and §: R — R U{eo}, defined by

5(1) = {oo for ¢ :.07

0 otherwise,

and the condition [ 6(¢)dr = 1.
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3.2 Nonlinear systems

Nonlinear Systems has as well a description which
is oriented to an input-output relation. It is a gen-
eralisation of the state space description for lin-
ear time invariant systems, given by two mappings
fi RxR"xR"™ —R"and g: R xR"xR"™ — R? for
m,n, p € N satisfying the form

an

Not only this systems are addressed when the term non-
linear is used. Also systems with a certain saturation or
discretisation effect are covered in this field. Systems
like Rate-Limiter, Saturation, Quantizer and Hit Cross-
ing are counting to this systems as well. Nevertheless
the general mathematical formulation fits also to this
class of systems.

4 Simulation Models in
SIMULINK

The introduced mathematical framework for
SIMULINK is suitable to describe systems in a
formal way. For simulation aspects this description
is not helpful or offers optimizing opportunities. But
in a modelling context this framework offers a new
level in the coexistence of modelling and simulation.
The common approach is that the modelling process
provides a description of the model and the simulation
environment runs the calculation.

IREEY snc 233-4)- 1272013

The description of the model is normally given
in a mathematical framework or an computer science
approach. This produce the first problem, there is
no common layer where the model can be compared
or analysed. The introduced framework offers the
possibility to separate a abstract mathematical model,
graphical simulation model and the model implemented
in the simulation environment by itself. In case of
SIMULINK models this approach offers an abstract
layer for model descriptions.
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Abstract. This study shows how to utilize the CATIA V6
Dynamic Behavior Modeling (DBM) software environ-
ment for the purpose of co-simulation of physical mod-
els. The implementation of a co-simulation using Building
Controls Virtual Test Bed (BCVTB) is demonstrated and
the pros and cons are discussed. Further the methods
for FMI export and import in CATIA are explored with
respect to implementing a co-simulation either in CATIA
itself or other host programs. The two approaches are
displayed by implementing simple examples. Ultimately
possible applications for an advanced tool to link 3D
geometric data and systems simulation, with the poten-
tial to perform co-simulation, are presented.

Introduction

The approach of using system simulations results in new
opportunities for integrated virtual product develop-
ment. Putting the product itself in the center of focus
and building the different tools around it allows con-
necting the different disciplines of development, such as
Computer Aided Design (CAD), Computer Aided Engi-
neering (CAE) and system simulation. Co-simulation
describes the process of using multiple programs work-
ing on the same simulation, sharing data with each oth-
er. This grants the flexibility to use specialized software
to describe specific parts of the model, for example
analytical, databased, static or dynamic components.
This enables to examine complex problems like mul-
tidomain simulations, stiff systems and many more. In
addition it allows the developers to use the software tool
best suited for their field of study, collaborating simul-

taneously on the same model. Thereby using different
model descriptions and multiple numerical algorithms
can be used to study heterogeneous systems.

With the CATIA V6 release, an environment for
systems simulation has been implemented — the Systems
Dynamic Behavior Modeling (DBM) [1] —which in
itself consists of an altered Dymola build. Therefore the
CATIA DBM also uses the Modelica standard [2], and
the subsequent libraries. The layout has been adjusted to
fit the general CATIA logic, the functionality of the
Dymola software remains for the most part unaltered.
The main difference with respect to Dymola structure is
that the DBM is integrated in the CATIA Product
Lifecycle Management (PLM) solution, therefore the
data is no longer stored locally but on a server. On this
remote computer the files of multiple users are stored
and the license management is performed. As a result,
libraries need to be imported and propagated to the
server before use. Modelica files can be imported as
well as exported, however the common approach is to
work with the DBM projects through the server.

As part of the CATIA PLM, combining physical da-
ta with the functionality of the model is realized through
the Requirements, Functional, Logical and Physical
(RFLP) environment, which can be accessed through
the Functional and Logical Workbench seen in Figure 1.
It is possible to define logical references, which interact
through connections and can be arranged hierarchically.
The references in turn can be given a DBM model. At
the top of Figure 1 an example of a logical hierarchy is
shown. The small icon in the lower right corner of the
logical references indicates that a DBM model is im-
plemented. Further, a geometric representation can be
linked to the logical reference to represent the physical
properties of the logical component, as seen at the bot-
tom of Figure 1.
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As it stands, it is not possible to use general 3DParts
in the RFLP environment but special 3DRepresenta-
tions. This however is announced to be resolved in
future releases. The whole simulation can then be run
from the Functional and Logical Workbench where all
the underlying DBM models are executed and data is
exchanged according to the logical connections.

Figure 1: CATIA Functional and Logical Workbench with
logical references containing a DBM model and
a 3DRepesentation.

1 Co-simulation with BCVTB

To prepare CATIA DBM for co-simulation, a software
solution that is compatible with Dymola is chosen. The
Building Controls Virtual Test Bed (BCVTB) [3] deliv-
ers that in combination with an interface provided in the
Modelica Buildings Library [4]. The BCVTB was origi-
nally used for buildings simulation, but the ability to
link to the general purpose tools Dymola and MATLAB
enables the use in other domains. Since this is a Modeli-
ca library, importing it into the DBM environment is
easily achieved. Models can be built very similarly as in
Dymola, since the functionality of the two is basically
the same. BCVTB controls the communication between
the backbone and CATIA and relies on BSD sockets [5]
for runtime data exchange. To minimize startup time, an
existing CATIA instance is accessed. The running in-
stance can be contacted through a COM server, which
CATIA already runs natively. This can be achieved via
a Visual Basic script since CATIA handles macros
internally with the same language. Therefore further
control over the CATIA instance is possible, especially
remote execution of simulation runs is practical.
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Figure 2: Model in BCVTB; the CATIA simulator block is
responsible for the communication with CATIA.

To demonstrate the basic data exchange, a simple model
was implemented consisting of a ramp signal, defined in
the BCVTB environment. The data signal is then sent to
the simulator actor block, which implements the BSD
socket communication with the CATIA DBM environ-
ment, as seen in Figure 2. The DBM model simply
consists of a gain element, which gets the data value
from BCVTB, multiplies it by two and returns the result
to the backbone. The model is shown in Figure 3, Fig-
ure 4 is demonstrating an example simulation run and
depicts the input and output signal (timed plotter in
Figure 2). The red graph represents the ramp output, the
blue is the returned data of CATIA, which is zero per
default during the initial data exchange. This simple
example is solely supposed to demonstrate the commu-
nication between BCVTB and CATIA, no differential
equations are solved and the connection to a second
simulation software is missing.

cliBCVTB

tS=if activateinter...

>

gain

<7

k=2
Figure 3: Modelica model implemented in CATIA DBM
with the BCVTB Modelica block; the data
is received from BCVTB, amplified and
returned to BCVTB.
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With this method of employing co-simulation, cou-
pling models implemented in different simulation tools
with CATIA is achieved. In order to take full advantage
of what system simulation in combination with a CAD
software offers, it is necessary to couple BCVTB not
with the DBM, but with the Functional and Logical
Workbench. Unfortunately, with the current release of
CATIA V6 that could not be achieved. The RFLP envi-
ronment cannot execute a simulation successfully with
the BCVTB block as a part of it, even though the under-
lying DBM model in itself can be run. The problem
seems to be, that the linked C-functions are not called
properly. A solution could not yet be found since CAT-
IA does not allow insight into the internal processes. It
is to be expected, that this issue will be resolved in the
future, enabling real advantages for co-simulation with
CATIA.

=1LlEd

ni' TimedPlotter
2

o 2 i L1 L] 10 12 " 16 1" n

Figure 4: Output of the timed plotter of BCVTB; red: the
ramp, blue and dotted: simulator output.
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Figure 5: DBM model of a revolvable cylinder; the data
from the FMU is received through the input
signal port, driving the rotation.
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Figure 6: Plotting window of CATIA in the Functional and
Logical Workbench; red: the angle of the cylinder
over time.

2 Co-simulation with FMI

Another interesting possibility to realize co-simulation
with CATIA V6 is by employing the Functional
Mockup Interface (FMI) [6]. This standardized interface
allows exporting models as Functional Mockup Units
(FMU), which in turn can be imported into other simu-
lation tools. It is possible to either export the model
alone — the solver of the host then calculates the import-
ed model —or the solver algorithm can be exported with
the model, therefore allowing a co-simulation with a
modelica host, which is further discussed.

CATIA supports the export and import of FMUs in
the DBM as well as the RFLP environment. For this
study, the FMUs to be imported are created with Dymo-
la 2014. First of, the DBM Workbench offers the same
functionality as does Dymola in its current release. It is
possible to import FMUs, link them via appropriate
interfaces to the DBM model and run the simulation.
The export of a model, as well, works with exceptions
unproblematic. The more interesting subject is the FMU
export and import of the Functional and Logical Work-
bench. As it stands, there is no method for exporting
models as FMUs. The option that is available is only for
exporting already imported FMUs again and therefore is
not suitable for using RFLP content externally. The
import however is implemented as an extra method of
defining DBM models for logical references. This is a
convenient way of linking FMUs to logical references,
which can be connected to the rest of the logical hierar-
chy for data exchange.
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The second possibility of importing a FMU is to im-
port it into a DBM model. This method is more robust,
even though some issues regarding updating an import-
ed FMU do exist. Both methods grant access to co-
simulation in the RFLP environment.

For demonstration purposes, a simple setting was
chosen. In the RFLP environment, two logical refer-
ences have been defined (Figure 1). One holds a normal
DBM model, containing solely the imported FMU. In
the second reference a model of a damped rotation of a
cylinder is implemented, see Figure 5. A torque drives
the rotation and receives its amplitude from the FMU.
Using the appropriate block in the DBM model and
linking it with a 3D representation realizes the mechani-
cal arm. Figure 1 shows the logical hierarchy and the
cylinder in motion. Figure 6 is an example of a plotter
window showing the angle of the mechanical arm plot-
ted over time.

With the presented methods, setting up a co-
simulation using FMUs in CATIA is possible. However,
the potential is constricted by the existence of a way to
export a model via FML. It is to hope, that with further
development of the FMI standard more simulators will
add support for exporting FMUs, thus allowing a flexi-
ble choice of software for co-simulation.

3 Outlook

As the situation currently presents itself, the unique
opportunities of combining CATIA V6 with a system
simulator cannot be efficiently utilized for co-simulation
yet. Once the software is further developed, the usability
will be enhanced and integration of the physical data
will enable efficient knowledge management across
various domains. Furthermore, whole new options arise
from the possibility of not only being able to drain in-
formation of CAD data but to alter the geometry data
itself.

It is conceivable to build a model of a mechanical
systems simulation inside an optimization loop. The
optimization, for example a genetic algorithm, can then
adapt the geometry to optimize e.g. the distribution of
cross sections of a shaft.
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One can imagine the possibility to automatically ex-
trapolate a mechanical model from CATIA’s Assembly
Design, since the program already has the information
of the relationship between different components.
Therefore realizing dynamic analysis of complex com-
ponents in a short timeframe would become realistic.
Testing a product virtually before prototypes are built
has the benefit, that complex interactions of parts are
incorporated in the development. This results in reduc-
tion of development time and cost of mechanical parts.
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Abstract. Current research in biomedicine is still mostly
based on purely experimental discoveries while model-
ling and simulation are almost unused. Systems biology
and systems medicine try to improve the situation, how-
ever, mathematical models are being treated in similar
manner as biological models, therefore, their contribu-
tion is still limited. In this article we show a simplified
model of cholesterol metabolism in the body and ana-
lyse its properties with respect to system dynamics.
Cholesterol metabolism system shows high robustness
on metabolic level, while gene expression regulation is
susceptible to external disturbances. The model suggests
that it is possible to push similar metabolic systems to
alternative stable equilibrium point and cause severe
problems (disease) without actually damaging the struc-
ture of any of the involved molecular species. This new
concept of disease understanding my help solve many
disease treatment problems.

Introduction

Dynamical properties of biological systems are still
largely neglected. Non-linear high-order systems with a
complex network of positive and negative feedback
loops can exhibit a wide variety of dynamical behav-
iours, from critically damped and oscillatory to chaotic.
One of the most interesting properties of such systems
are multiple equilibrium points. Current opinion on
disease onset and progression is mostly associated with
some kind of a defect in the metabolic machinery of
life, such as genetic mutation, ageing effects, and bio-
logical or chemical agents.

However, complex dynamical systems can sponta-
neously shift to an alternative equilibrium point. A dis-
ease is generally defined as persistence of one or more
system states out of their normal value ranges accompa-
nied with harmful effects to biological processes. Body
temperature is one of themost commonlymonitored
body states that can indicate on a variety of harmful
processes. In linear systems it is not possible to shift
from one equilibrium point to another without changing
the system parameters. This concept is also widely ac-
cepted in biology and medicine, where each disease
would want to be described by system parameters such
as gene mutations, chemical or isomeric alteration of a
molecule etc. On the other hand, nonlinear dynamic
systems can spontaneously shift from one equilibrium to
another or the shift can be a consequence of environ-
mental effects.

As non-linear systems can persist in any stable equi-
librium point, some of the equilibrium points may be
harmful to the organism. Many widespread diseases that
also cause high costs to the healthcare system [1] such
as metabolic syndrome, some cancers, etc., effectively
elude all attempts to be classified as genetic disorders of
wide range of genes while they may be caused by a
complex shift of equilibrium point of several intercon-
nected processes. The idea is further supported by a few
cases of spontaneous remissions. The biggest problem is
an adequate monitoring of the states in metabolic pro-
cesses. Each time point requires either blood or tissue
sample and can, therefore, not be performed routinely.
Brain activity is much easier to monitor, since electro-
encephalography (EEG) recorders are common equip-
ment and can measure electric activity of the brain with
several non-invasive scalp-surface mounted electrodes
with sampling frequencies in the range of kHz.
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Figure 1: Simulink implementation of the model.
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Therefore, it is not surprising that the field of brain
activity research adopted system dynamics ideas quite
early and currently, epileptic seizures are being inter-
rupted by applying simple vocal disturbance applied at
the most convenient time, regarding oscillations around
equilibrium point, to push the system toward equilibri-
um that does not cause seizures [2].

In the absence of suitable monitoring systems, we
can only rely on mathematical models when exploring
dynamic properties of metabolic systems [3, 4]. In this
study we present a cholesterol level regulation mecha-
nism that has some required properties that could result
in multiple stable equilibrium points.

1 Simple Model of Cholesterol
Regulation in the Body

Cholesterol is one of the most important metabolites in
the body, since it is the building block for cell mem-
branes. Any disorder in cholesterol supply can cause
severe body malformation of foetus and/or mental retar-
dation since the cells cannot divide properly. Cholester-
ol is obtained from two sources, one is de-novo biosyn-
thesis and other are dietary sources (®p). Hepatocites
are cells that mainly produce cholesterol (Ccy) and
supply other organs with the necessity amounts. Hepa-
tocites also remove excess cholesterol from the blood
stream and convert it to bile. Peripheral tissues mostly
consume cholesterol (C-p) and are able to signal their
needs for cholesterol.

The cell-level regulation of cholesterol is achieved
by equilibriumof transcription factor SREBF2 and cho-
lesterol. At high levels of cholesterol SREBF2 is kept
inactive (Cs;), bound to cell membrane. SREBF2 con-
trols the expression of all cholesterogenic genes (E;)
which act as a valve on cholesterol biosynthesis path-
way. As the levels of cholesterol drop, SREBF2 is re-
leased and activated (Cg,), transported to nucleus and
all the cholesterogenic genes are up-regulated. Since
positive loop of SREBF2 on its gene expression
(Csmrna) is a part of cascade regulatory system it does
not cause unstable system but rather results in PI-
controller like system that is capable of very precise
control of cholesterol levels in the cell.

Additional expression control (®gy) was added to
the model to describe possible independent effects of
other processes. Cholesterol is transported through
blood (C.g) mostly encapsulated in proteins and active-
ly exported in or out of the cell with a series of trans-
porters (E,) which are controlled internally as well as
externally (®,). The following model was used to de-
scribe the presented situation.

dt

dt

= E1ky + CcpErky — CopEoks (1

= CCHE2k3 + cI)D - CCBElkZ - CCBE2k4-

dCep :
T = CCBE2k4- - Ccpk5 Sll’l(a)t)

E = Csake — E1ky

- ®p + (Rep—Ceplkg — CspErks

dcC
—54 Csmrnakio + f((CCH - CSI)CSI)kll

dt
- CSAklz - f((CSI - CCH)CSA)k13

dcC.
d_;I = f((CCH - CSI)CSA)k13

- f((CSI - CCH)CSI)kll

dCSmRNA

T Csakis — Csmrnakis + Ppx

fo={0 ¥39

In the Equation 1 the k; represent the model parameters.
Since we have no realistic information on the values of
the model parameters, because the models is so drasti-
cally simplified that they cannot be related to any spe-
cific reaction and because systems dynamics of the
process is so poorly characterised, the values were cho-
sen such that the system has at least one stable non-
oscillatory nonzero equilibriumpoint and reasonably
quick transient phenomena. Model simulation and anal-
ysis was performed in Matlab/Simulink 2009b
(Mathworks Inc., Natick, Mass. USA). The simulink
implementation of the model is presented in Figure 1.
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2 Simulation Experiments

With simulation experiments the effects of several con-
ditions on cholesterol level control in the hepatocites
were tested. Since the control algorithm is a type of
ratio control, it is always possible that concentration
level set-point could shift, as long as the ration of the
involved species stays within range defined by a con-
troller design. Therefore, we tested several conditions
that pushed the controlling sub-system to saturation. It
was shown in [5] that PI-like control controls the cho-
lesterol levels in the cell, however, the character chang-
es when the system is overloaded. The most important
goal was to test if such high disturbances could push the
system into a new equilibrium point.

The following conditions were tested: extreme in-
crease in cholesterol uptake from dietary sources, no
cholesterol diet, complete blocking of cholesterol bio-
synthesis (statin activity), elevated demand on choles-
terol in peripheral tissues, external influence on
SREBF2 expression, and breaking of SREBF2 feedback
loop on its expression. The simulation results are pre-
sented in Figures 2 to 7. The first simulation experiment
was intended to test the capacity of the regulatory
mechanisms. The dietary uptake of cholesterol was
increased 30 times for a short time, which simulated a
large feast. After the large meal, levels decreased to
normal values, although the control system was operat-
ing in saturation for a while (see Figure 2).
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Figure 2: Simulation of large dietary uptake (30 times
larger than normal uptake).
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The second simulation experiment was designed to
test low cholesterol diet circumstances. As this is nor-
mal situation for most animals, the system replaces all
the dietary cholesterol with internally synthesised and
normally functions (see Figure 3).
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Figure 3: Simulation of no cholesterol diet.

The third simulation experiment explored the influence
of statins, cholesterol lowering drugs on cholesterol
biosynthesis. Stains are designed to block cholesterol
biosynthesis by binding to one of the important synthe-
sis enzymes. Complete blocking of cholesterol biosyn-
thesis resulted in complete depletion of cholesterol in
hepatocites, however, as blockade was lifted, the levels
were completely restored (see Figure 4).
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Figure 4: Simulation of complete biosynthesis blocking.

The fourth experiment targeted the influence of in-
creased demand on cholesterol levels in hepatocites.
The demand was increased to double value of the usual
demand. Only minor reduction in cholesterol levels in
hepatocites was observed (see Figure 5).
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Figure 5: Simulation of increased demand (2x) in
peripheral tissues.

The fifth experiment was designed to test the gene ex-
pression of SREBF2 influence on the cholesterol regula-
tion. A short external intervention causes long term
disruption of cholesterol level control by changing its
set-point (see Figure 6).
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Figure 6: Simulation of external influence on SREBF2
expression (1% of normal expression flux,
short pulse).

The sixth simulation experiment also targeted SREBF2
expression regulation, however, this time feedback from
SREBF?2 protein was disconnected. Again, this resulted
in set-point disturbance. As the disconnection was long
enough, active and inactive SREBF2 were depleted and
the system could no longer regain its functionality (see
Figure 7).

Figure 7: Simulation of a short break of the internal
control loop for SREBF2 expression.

3 Discussion

Simulation experiments show interesting property of the
metabolic systems. They are extremely robust to any
disturbance on metabolic level and their regulation can
compensate for more than 10-fold changes in uptake or
consumption. Sigmoid type non-linearities arrising from
products of variable in enzyme reaction models reduce
control problems at high fold changes of levels since
they have very low attenuation at high values and thus
prohibit the propagation of such spikes through the
system. Although we expected problems when system
would be pushed to saturation it completely recovered
to original equilibrium point.

Saturation of the metabolic pathway means that fur-
ther elevation of concentration cannot significantly
elevate the flux through the network which can benefi-
cial in cases of uptake and quite problematic in cases of
elimination since we can expect accummulation of me-
tabolites in tissue, however, regulation system remains
intact. The protein and gene expression levels seem to
be me more sensitive to perturbations. Any interference
with gene expression regulation results in equilibrium
point change that is not reversible.

However, such external gene expression controllers
exist, since regulatory network is also full of feedback-
mechanisms that take care of flux distribution and ra-
tional energy consumption of the body. They may not
be entirely independent of cholesterol metabolic path-
way, however, we can expect that in some specific con-
ditions controller set-point might actually change which
would cause system wide problems.
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4 Conclusion

Although the presented simulation results do not prove
the concept of system dynamics as one of the reasons
for entering disease state, they provide some important
insights into metabolic systems functioning. Almost all
regulatory mechanism operate in ration control mode,
which makes them potentially susceptible to spontane-
ous setpoint changes. As shown in this paper, it takes
only short term disturbances at the right place of the
system and long-term consequences can occur. This
new concept of disease analysis and treatmentmay add a
new piece to our understanding of the diversity of bio-
logical processes.
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Abstract. In this paper a comparison is made between
OpenModelica and Dymola for a simulation model of a
power boiler. The similarities and differences are pre-
sented. Dymola has the advantage of having a more
elaborate user interface and solver, but the OpenModeli-
ca user interface and solver has improved very much
during last few years. The advantage of OpenModelica is
that anyone can use the models without having to pay
high license fees, something that is of significant interest
when installations are made in industries. In many ways
a combination of the two is advisable, where Dymola can
be wused for application developments and later
OpenModelica can be used in the actual installations. It
has been seen in this application for a CFB boiler that it is
easy to use the same model in both environments with-
out any modifications. Still, the solver for OpenModelica
is not as powerful as for Dymola, which may be a prob-
lem for on-line applications for larger models, while no
problem for small models.

Introduction and Literature
Review

Energy conversion system models are usually complex
models which require a high structured programming
language. Generally dynamic models are preferred in
order to reach a deeper understanding of the process.
Many studies have pointed out Modelica as a straight-
forward object oriented language developed for model-
ing of large physical systems [12], [13]. Dymola is an
engineering simulation tool using Modelica language
[20].

OpenModelica is an alternative tool based on open
source code. Both Dymola and OpenModelica include
several Modelica libraries (MSL — the Modelica Stand-
ard Library) from Modelica Association in their distri-
butions [22]. There are also Modelica libraries for e.g.
power plants [3] and other energy conversion systems
[25]. In [4] a dynamic model of a biomass-fired-power-
plant is presented. Jansson et al (2008), Jarvensivu
(2001), Hauge et al (2005), Mercangéz and Doyle
(2006) and Dhak et al (2004) have shown how model
based control can be implemented and Karlsson et al
(2009 ) how models can be adapted to compensate for
fouling. Sandberg et al. have modeled the actual foul-
ing. Maélardalen University has developed their own
Modelica models for pulp and paper industry and power
plant applications, as well as for gasification.

There is also commercial equation-based modeling
and simulation software similar to Modelica used for
process industry. This is named gPROMS and was de-
veloped by Imperial College in London under leader-
ship of professor Costas Pantelides. Model structure is
similar, but at least some years ago there were only two
solvers available for gPROMS. These have a varying
time step depending on how fast the dynamics of the
process is. OpenModelica and Dymola have solvers for
both varying time step and fixed time step. Dymola
have additional functions compared to OpenModelica,
but OpenModelica is adding new functions continually
as well.

1 Methodology

A semi-dynamic on-line application of the proposed
simulation approach has been used in the simulation of
a CFB boiler at Milarenergi in Vésterds as well as at
Korsnés pulp mill in Gévle in tests during 2010 - 2011.
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Boiler 5

Figure 1: View of the CFB boiler in Dymola interface. Showing boiler 5 at Malarenergi CHP plant.

Here the connection between the DCS and the simu-
lation model was established with Simulink.Modelica
models were used after compilation allowing better
control of the signal processing between simulation and
the process database. The project at Milarenergi was
financed by Varmeforsk (and power companies) and the
project at Korsnds by KKS (and Korsnés and ABB).

The CFB boiler model developed by Milardalen
University (MDH) includes the combustion section, the
water/steam system and the exhaust gas train. The mod-
el is validated towards real plant data and is capable to
successfully predict operation performance. A more
detailed description of this model can be found in Sand-
berg et al. (2011).

During 2010 and 2011 the model was used on-line at
Mailarenergi AB for diagnostic purposes. The plant is a
combined heat and power plant (CHP). Boiler 5 has
been modeled. This is a 180 MW, biomass fired CFB
boiler.
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The components of the Modelica/Dymola model can
be seen in Figure 1. The components are as follows:
1. Air flow to boiler,
2. Fuel flow and composition,
3. Boiler/reactor,
4. Ash flow,
5. Air flow to Intrex,
6. Intrex — fluid bed/G-valve where solids come down
from cyclone and is heat exchanged towards steam,
7.Cyclone separator where larger particles are separat-
ed but also gas cooled,

8. The heat exchanger in the walls of the cyclone where
gas is cooled towards steam,

9- 11. Steam heating, gas cooling heat exchangers,

12. Economizers where feed water is heated (and evap-

orated),

13. Air pre-heating,

14. Exhaust gas flow and composition,

15. Air flow to preheater,

16. Feed water flow,

17-18. Steam flow and temperature/pressure to turbine,

19. Electric power produced,

20-22. Feed water injection to heat exchangers.
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There are three mass inventories in the model: (i)
gas in the boiler including the bed material, fuel etc.; (ii)
bed material and gas in the so called Intrex, a bubbling
bed below the cyclones where separated sand is fluid-
ized and cooled in two super heaters before the sand is
reentering the CFB boiler; (iii) the steam system with
water and steam.

Temperature, gas composition and flow rates are
measured all the way through the boiler and exhaust gas
train and in the steam system. These measurements are
then compared to the values predicted from the simula-
tion using the same input data. This includes fuel flow,
fuel composition, air flow and feed water flow to the
steam drum. Unfortunately the fuel composition has not
been able to measure; if moisture content varies the
impact will be significant. Measurment of moisture and
higher heating value (HHV) of the fuel we want to in-
clude in the future research. Use of NIR (near infrared)
measurement on-line is a tool we develop together with
Bestwood. On-line measurement of moisture is already
installed at Eskilstuna CHP, but the development of
models for HHV is still ongoing at our lab in Vésteras.

The equations used are primarily stoichiometric cal-
culations of how the biomass is converted through com-
bustion, giving adiabatic temperature and cooling
through heat transfer and through transport of material
from the boiler combustion zone. The mass in the bed
inventory as a function of time is given from:

6minventory 1
Muntrs (SO

where m; ;;, is the mass input flow of each single com-
ponent of the composition vector
i=(C,H,0,N,CO,,H,0,NOy,ash) and m; 4, is the corre-
sponding output flow. The change in concentration of
each component is given by c; in the bed inventory:

Jci _ 2(ci—mp)m — (¢ M) out )

at - Miny,

where j runs through all incoming flows and k all out-
going flows of the inventories. Except the bed inventory
we also have one inventory for the Intrex and one for
the steam system. The steam system has only water and
steam components, while the Intrex has the same com-
ponents as the bed. The temperature Tippentory in the
inventory is calculated from the energy balance:

OTinyentory _ (02 Tj'Cpi'Ci'mjin)_(E Tjk-cpicimi,, )

+
ot minventory'(z cicpi) (3)

+ AH_U'A'(Tinventory_Toutside)

Minventory (X €i*cP;)

Here AH (enthalpy) is the energy released during
combustion and U is the overall heat transfer coeffi-
cient, A is the heat exchanger area and Toutside the
temperature at the other side of the heat exchanger sur-
face (steam temperature vs. exhaust gas temperature),
Cpi s the heat capacity for each component i. The corre-
lations describing the change in each single component
is also included in the model. Carbon, C, in the biomass
is combusted to CO,, and the hydrogen is forming H,O.
Oxygen, O, in the fuel is used for the combustion aside
of the oxygen in the air. N, in the fuel is assumed oxi-
dized to NO, partly, as a function of oxygen surplus and
temperature. Separation of sand is performed in cy-
clones and cooling in heat exchangers with gas to gas,
gas to steam or gas to water transfer. We have not in-
cluded inventories in the heat exchangers as the resi-
dence time is very short.

The combustion/gasification processes are modeled
as an extension of equation (2):

% _ Qe - mj)in — k- [c]®) = X(ei - M) oue (4)

at B Miny,

where k is a reaction constant and a an exponent giving
the non-linearity of the conversion. For components
being removed c; is decreasing while for those being
created c; is increasing.

So far we have primarily been running the models as
semi-steady state, but we want to include the full dy-
namics as this has a significant importance for both the
diagnostics and the model based control, especially to
meet varying moisture and HHV of the fuel.

2 Model Validation and Results

The boiler simulation model has been verified towards
process data. In Table 1 a comparison between meas-
ured and predicted data from the simulation for full load
and partial load is presented. We have just included
these situations for average load conditions to give a
picture of how the model has been tuned towards pro-
cess data. It should be noticed that the measurements in
the boiler are not ‘the truth’.
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In reality the temperature at different positions in the
boiler varies a lot. We thus have tuned the model to-
wards reasonable averages measured in the on-line
positions at different positions in the boiler.

Bed temperature during 5 hours 2011-09-18
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Figure 2: Bed temperature at the same elevation for
eight meters.

The absolute value though may vary many hundred
degrees between the wall and the center of the boiler at
the same elevation, according to measurements we have
made but not published yet.

Part load (July 5, 2011) at 6.2 kg/s fuel, 30.1 kg/s

Variables DCS RH Errror%
Steam temperature 434 439 1.0
after HPSH2 (°C)

Fluegas temperature 550 566 2.9
after cyclone (°C)

Fluegas temperature 551 576 4.6
before cyclone (°C)

Steam temperature 366 353 -3.6

after cyclone (°C)

Full load (September 2011) 16.5 kg/s fuel, 79.8 kg/s
air, 48.8 kg/s feed water

Steam temperature 494 488 -1.2
after High Pressure

Super Heater 2 (°C)

Bed temperature (°C) 833 879 5.2
Fluegas temperature 758 757 0

before cyclone (°C)

Steam temperature 385 379 -1.5
after cyclone (°C)

Table 1: Measured process data (DCS) compared to pre-
dictions made with the simulation data.
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As can be seen the absolute error varies between 0
and 5%. With the proposed approach with a new meth-
odology for adaptation of models to process data we
will improve the accuracy significantly. This includes
correlating the on-line measurements to manual meas-
urements of the temperature profile at specified posi-
tions.

In Figure 2 we can see how the difference between
different sensors in the boiler at the same elevation
varies in time over fibe hours. As can be seen they
change level simultaneously, but the absolute value
varies with approximately 40 °C in this case.

For our purpose of using the model for diagnostics,
decision support, maintenance on demand and model
based control still it is the variations we want to meas-
ure and not primarily the absolute values of temperature
etc. Then it is OK just to have reasonable data to fit the
mass and energy balances.

3 Comparison of Dymola and
OpenModelica from a User
Perspective

OpenModelica and Dymola, as well as gPROMS all are
equation-based and object oriented and all have simul-
taneous solver approach. OpenModelica and Dymola as
well as some other vendors support the Modelica model
standard, whereas gPROMS has its own model format.

You configure the complete simulation problem as a
big equation system, which is solved simultaneously. In
reality the equation system is split into smaller systems
automatically, to get faster convergence, but it is a big
difference compared to the earlier simulation systems
with sequential solvers. With the simultaneous solver
we can really correlate different sensor along the pro-
cess to each other, which gives us the possibility to get
better diagnostics.
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Figure 3: Difference between simulated and measured data for five variables in boiler 5 July 4-7 2011.

A key task is then to formulate equations covering
all modeling tasks, where the number of equations and
variables must be the same for each sub-model. This can
seem like a simple task- just do it. In reality still it is not
self- evident what is a variable or a parameter and thus
it may be complicated to know ‘where you are’. We
have noticed that it is even stricter with this in
OpenModelica than in Dymola. A major problem thus
for the model developer is to both get the right number
of variables and equations, as well as to know that it is
actually the RIGHT equations we have formulated.
Sometimes you can note that you really would need one
extra equation, but it is definitely not clear which you
can take away instead! A preliminary (not released)
version of OpenModelica contains a debugging tool that
is addressing many of these problems, explaining which
equations give rise to selected computed variables, and
providing on-line interactive stepping, breakpoints,
browsing of variable values, etc. [23]. See also
OpenModelica on-line simulation [1].

Because of the structure with simultaneous equation
solver it is very difficult to do debugging. In principle
you can work in a structured way so that you make a
smaller system and then connect several smaller sys-
tems to one big one. This is in principle simple, but in
practice not that easy. This is especially tricky when you
want to use simulations on line, and start developing a
steady state model with fixed values as input. When you
then connect dynamic input signals it may be quite
tricky to really get the simulator to work, as the number
of variables and equations suddenly are incorrect. At
MDH we have been using a link to process data bases
making Modelica models as compiled objects into Sim-
ulink/Matlab. When you then debug the actual Modelica
model and all is working, it may still be tough to get the
compiled model to work when you make the linking to
the on-line signals. It thus would be interesting in the
future to have some kind of automatic function between
on-line use and off-line use, where you just run with
constants or simple general functions to generate input
to the simulations.

SNE 23(3-4) - 12/2013



E Dahlquist et al.

Comparison Open Modelica — Dymola for Power Plant Simulation

Furnace status 2011-09-10 to 2011-09-18

100%

90%

80%

70%

60%

50%

Probability

40%

30%

20%

0%

~ 100%

I Unballanced right
Unballanced left
I High combustion
I Normal
| go% —— Sensor 10false
—Sensor 11 false
Sensor 12 false
Sensor 13 false
Sensor 14 false
r 40% ——Sensor 15 false
—Sensor 16 false
—Sensor 17 false
Sensor 20 false
Sensor 21 false
—Sensor 22 false
—Sensor 24 false

| 1p% —Sensor 25false

Figure 4: Bayesian Net of differences between simulated and measured data from Boiler 5 during the period September

10 to September 18, 2011.

Concerning the transfer between Dymola and
OpenModelica we have noticed that the new version of
OpenModelica actually can directly convert a Modelica
Dymola model into one that can be simulated in
OpenModelica and reverse. Still, where we see a warn-
ing in Dymola it may be a real fault in Open Modelica,
as this has stricter definitions of what is accepted, more
in accordance with the Modelica language standard.
This is both good and bad, but is definitely a problem as
you have even more difficulty to debug them in Dymo-
la. A recommendation thus would be to have less strict
rules for this, so that you have a chance to compile and
test-run your code, before you do changes in the code.
In future versions of Open Modellica there will be a
warning instead, to make it easier to debug.

Concerning accuracy we have not seen any differ-
ence between OM and Dymola, but sometimes the solu-
tions have taken longer time with OM. As the solvers
for OM are developed continuously we hope this will be
less in the future, but it is of course a “moving target”.

An example of results from the on-line application
of simulation towards measured process data is seen in
Figure 3.
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Here we can see that the load (curve 1) was going
down after approximately July 5. We can see that the
temperature predicted by the model first goes up in the
flue gas compared to the measured temperature before
the cyclone as well as after the cyclone, but as the load
is lowered this swings to the opposite. The flue gas
moisture signal (3) is constant all the time, and the vari-
ations are so small that it can be questioned if the sensor
is giving correct values. The steam temperature in the
corresponding heat exchanger High Pressure Super
Heater 2 (HPSH2, curve 4) is moving in the opposite
direction during the first two days, but is following the
same direction during the last two days. It is not obvious
what the reason is, but may be related to fouling of the
heat exchangers during the first two days with a reduced
heat transfer rate as a result, while the heat transfer is
better during the last two days. Still, this is not verified.
The difference in fluegas temperature after cyclone (5)
is first increasing, but later decreasing again. We believe
it is due to temporarily combustion in the cyclone,
which should not take place under normal conditions.

We also have sent the differences to a Bayesian Net,
where different faults can be seen visually. An example
of this is seen in Figure 4.
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Figure 4 indicates problems with high combustion,
feeding problems of fuel on right (violet) and left
(green) side, and also deviation between predicted and
measured values for temperature meters in the bed
above the feed at the left respectively right side of the
bed. Variables to the right: Unbalance right, unbalanced
left, high combustion, 6 temperature sensors in the bed,
7 temperature sensors above the bed.

4 Discussion and Conclusions

From the tests we have performed at Milarenergy AB
with on-line simulation combined with process data
measurements we can conclude that a number of differ-
ent type of faults have been possible to determine. The
combination with BN, Bayesian Nets, is a feasible ap-
proach as experiences of different kind can be combined
to generate a good decision support for process opera-
tors. Still, it will take time to make the system automati-
cally adaptive with new experiences, although the goal
will be to reach this. It is principally possible to develop
a model in e.g. Dymola and then convert it into an Open
Modelica model just by opening it in this environment,
or the reverse. This is advantageous as it then is possible
to make use of the advantages in the two platforms. This
is very positive for the users of Modelica language. It is
thus possible to use new functions developed in one of
the platforms also for models developed in the other.
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Abstract. A number of current research projects aim at
increasing energy efficiency in production by using com-
prehensive simulation models of manufacturing plants.
In order to gain knowledge about the energetic optimiza-
tion potential of machine tools, a simulation model of a
turning lathe is developed. Using an object-oriented
modelling approach allows combining mechanical, elec-
trical as well as thermal aspects in a structural manner
into one comprehensive multi-domain model. This bot-
tom-up approach is combined with stepwise top-down
model refinement in three stages in order to identify
numerical boundaries of the simulation. Simulation re-
sults are validated against measurement data. Though
object-oriented modelling leads to flexible and modular
models, the translated equations are less efficient during
simulation, therefore making it necessary to perform
manual adjustments in the model. To increase simula-
tion speed, multirate simulation is performed in Sim-
scape using local implicit fixed-step solvers.

Introduction

Rising energy costs and efforts to increase productivity
in manufacturing facilities lead to an increased focus on
energy efficiency in production. Especially machine
tools in metal-cutting manufacturing are among the
largest consumers of energy, which have great potential
for optimization compared to other energy-intensive
manufacturing processes [3].

For this reason, several current research projects aim
at increasing energy efficiency by developing compre-
hensive simulation models of production facilities for
energy analysis in order to be able to make qualified
prediction about the efficiency of different energy sav-
ing measures and identify optimization potential [3].

One part of the work presented here investigates the
microstructures of production plants (individual pro-
cesses and machines) by making extensive energy anal-
ysis based on simulation models. Some of these aspects
are studied in more detail by developing a multi-domain
model of a turning lathe as an example of a machine tool.

A comprehensive approach combines electrical, me-
chanical as well as thermal aspects of the lathe in one
overall model, which afterwards allows for extensive
analysis and evaluation regarding energy distribution,
comparison of feed and cutting forces as well as dissi-
pated heat.
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Figure 1: Three stages in the modelling process with increasing level of detail.

For modelling, we consider a high-level object-
oriented approach for physical systems, which provides
flexibility and modularity for combining bottom-up
modelling with stepwise top-down model refinement in
three stages with increasing level of detail, see Figure 1.

This procedure enables identifying numerical boun-
daries of the simulation and shows which model com-
plexity can be handled with sufficient performance and
which physical components can therefore be taken into
account.

Simulation results are validated against real meas-
urement data obtained from an actual turning lathe.

Implementation is done in MATLAB/Simscape as a
common simulator for object-oriented modelling of
physical systems [5], [6].

1 Stage 1: Basic Electro-
mechanical Model

A first step for model development requires investiga-
tion of the turning lathe to be modelled and identifica-
tion of the main electrical and mechanical components.
Although the considered machine tool is rather simple
compared to others, it provides sufficient possibilities
for our investigations. There are three main drivelines:
e Main drive: Main motor, gear belt drive, spindle with
chuck and workpiece.
¢ Longitudinal feed (z-axis): Servomotor, leadscrew
drive, linear bearings and slide holding the cross
feed.
e Cross feed (x-axis): Servomotor, leadscrew drive,
linear bearings and cross-slide with cutting tool.
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The main drive sets the workpiece into rotation, lon-
gitudinal and cross feed drives allow positioning the
tool in z- and x-direction (axial and radial to the work-
piece), see Figure 2. During machining, the cutting tool
penetrates the workpiece and removes material in form
of a chip during relative motion. The cutting energy is
mostly converted into thermal energy. All three
drivelines receive their electric power from an inverter,
which is simplified in the first step as ideal voltage
sources.

For implementing the simulation models, Simscape
as an extension of MATLAB/Simulink provides an
environment for object-oriented multi-domain model-
ling and simulation of physical systems [5], [6].

Figure 2: The three axes of the lathe: Spindle for driving
the workpiece, longitudinal and cross feed for
positioning the tool in the z- and x-direction.
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The first overall model is comparatively simple and
contains the main mechanical and electrical components
of the main drive and the slides for automatic feed and
cross feed. As part of this first model, Figure 3 shows
the Simscape model of the main drive with asynchro-
nous engine, voltage supply, gear belt drive, friction
components and mechanical loads such as inertias from
spindle, chuck and workpiece. The basic structure of the
drive is easy to see which is helpful for further model
adjustments and refinements, therefore pointing out one
of the big advantages of this object-oriented modelling
approach.

The asynchronous motor as well as the servo motors
for the remaining drives of the lathe and certain basic
mechanical components like gear belt drive, lead screw
and linear bearings are implemented as custom Sim-
scape components using Simscape Language (see [6])
with parameters extracted from available data sheets.
Listing 1 depicts a code fragment of this implementation
for the asynchronous machine. It shows common equa-
tions in normalized space vector description that can be
found in relevant literature (e.g. [7]).

component AsynchronousMachine

(...)

parameters (Access=public, Hidden=true)
M = 2/3%[1, -1/2, -1/2; 0, sqrt(3)/2,

-sqrt (3)/21;
end
equations
(...)
us' == M*[ul;u2;u3];
ig' == M*[il;i2;13];
il + 12 + i3 == 0;
$Standardized equations for ASM
us == is*rs + psis.der/Omegaref el;
ur == ir*rr + psir.der/Omegaref el...
-[-psir(2),psir(1)] *omegam;
psis == ls*is + ls*(l-sigma) *ir;
psir == ls*(1l-sigma)* (is+ir);
ur == [0,0];
$Torque equation
mr == is(2)*psir(l)-is(1l)*psir(2);
end

Listing 1: Code fragment of the asynchronous machine
model in Simscape Language.

Existing Simscape blocks from the Simscape Foun-
dation library (see [6]) complete the model with compo-
nents for inertia, friction and sensor blocks for measur-
ing state variables. During the machining process, the
cutting force generates an additional torque on the mo-
tor. This load is modelled as a torque source, where the
value of the torque is calculated externally using com-
mon formulas and parameters (like shown in [2]).

In order to keep the first model simple and focus on
modelling of electrical and mechanical parts, feedback
control for the drive motors is not included. This how-
ever limits possible simulation scenarios, for example
only cases with constant motor speed can be considered.
Also, thermal apects are not yet provided in this model.

2 Stage 2: Motor Control and
Thermal Aspects

The first modelling stage showed that the object-
oriented modelling approach is indeed suitable for basic
modelling tasks regarding machine tools. In this next
stage we further develop the model and therefore obtain
further possible simulation scenarios for observation.
The basic electromechanical model is extended by a
number of components:

¢ Feedback control for all three drive motors

e Calculation of generated heat in lossy components,
especially the drive motors

e Heat transition to the environment

e Modelling of energy division in the cutting process

2.1 Modelling

The necessity for appropriate motor control for the
overall dynamics is also established in [4]. Figure 4
shows the subsystem for the feedback control imple-
mented in Simulink. Cascaded controllers allow control
of position, speed and stator current. Since the stator
current is typically controlled in the rotor coordinate
system, coordinate transformation using the rotor angle
has to be performed. Nominal values are created includ-
ing speed and acceleration limits according to target
positions which are defined in advance. For controller
design, we made use of available data from data sheets
as well as manual calibration in order for the system to
work properly.
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Figure 4: Model of the slide drive for the turning lathe with 3-phase voltage supply, servomotor, leadscrew model,
linear bearinas and thermal components.
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The output of the controller subsystem is a vector for
the stator voltage, which is then split into phase voltages
for an idealized 3-phase converter, which directly sup-
plies the drive motor. Figure 5 shows t he graphical rep-
resentation o f slide drive model including the inverter.

Further model extensions take into account the dif-
fuse waste heat of various components, especially the
drive motors, gear belt drive and friction elements. For
that, all necessary components from the model in Sec-
tion 1 are modified with a thermal output port. The
waste heat is stored and dissipated into the surrounding
environment via convective and radiative heat transfer,
see Figure 5, with necessary heat transfer coefficients
taken from available literature [1], [8].

In order to increase simulation speed, some adjust-
ments had to be made in the Simscape implementation.
The three drive train models (main drive, slide and
cross-slide) were split into separate Simscape networks
(object diagrams), only connected via directed (causal)
Simulink signal connections (an overview can be seen
in Figure 9). This partial decoupling enables more effi-
cient equation handling by the simulator.

2.2 Simulation results

The modifications now allow more complex simulation
scenarios. As an example, we investigate a typical turn-
ing process sketched in Figure 6. The following cutting
parameters were used in the scenario: Cutting speed
v, = 200 m/min, feed f = 0.2 mm/U, cutting depth
ap = 2 mm, material C45E.

Figure 7 depicts the resulting trajectory of the tool
tip and respective time values. All position values are
measured with respect to the coordinate system illus-
trated in Figure 6 (green arrows). The simulation starts
at an out-side position. First, slide and cross-slide are
accelerated to maximum velocity in order to get to the
starting position for the turning process. After that, the
turning pro-cess is started with smaller feed velocity.
The impact point between tool and workpiece does not
leave any noticeable disturbances. The process is fin-
ished with negative infeed to the final position.
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Figure 6: Simulation scenario of a turning process.
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Figure 7: Resulting trajectory of the tool tip and time
values for the simulation scenario shown
in Figure 6.

For validation, Figure 8 compares the calculated total
power consumption against measurement data obtained
from the turning lathe. Although the cutting parameters
were the same for both cases, there is still significant
difference in the results, which shows that further model
refinement is necessary.
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Figure 8: Comparison of total power consumption
between simulation and measurement data.
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3 Stage 3: Refined Model

The model of the third and final stage is refined by more
detailed investigations of the energy supply including
power electronic components for rectifier and inverter.

3.1 Modelling

Since the high frequency switching operations of an
inverter are difficult to realize with sufficient simulation
speed in a mainly continuous model, the switching in-
verter is replaced by an idealized version which only
implements direct energy conservation. Additional
electrical loads are also considered because of their
influence on the total power consumption.

For better simulation performance, the division of dif-
ferent drivelines into isolated Simscape networks (which
are only connected to each other via directed (causal)
Simulink signal connections), which was also mentioned
in Section 2, is continued and expanded on the new mod-
el of rectifier and inverter. Figure 9 gives an overview of
these Simscape networks. In the top part, the three blocks
in the middle represent the subsystems for the drivelines
shown in Figure 3 and Figure 5, resp., which each belong
to a separate Simscape network.

In addition, Simscape allows combining the global
solver algorithm with local implicit fixed-step solvers,
which can handle isolated Simscape networks and there-
fore allow performing multirate simulations for better
performance [6]. In the given model, this method is
employed for the rectifier subsystem, therefore making
it necessary to isolate the respective part from all other
Simscape networks based on assumptions for signal
causality between these networks (see Figure 9 bottom).

The local system acts like a discrete subsystem to
the global solver, which triggers an event at each local
step. A comparison of solver steps between global and
local solver is given in Figure 10.

SNE 23(3-4) — 12/2013

On the one hand, this method results in loss of accu-
racy for the specified local part, but on the other hand
the global solver does not have to resolve high frequen-
cy oscillations in the inverter, since this part only ap-
pears as a discrete subsystem in the global model.

Figure 9: Top: Overview of the total simulation model in
Simulink/Simscape. Marked are the separate
Simscape networks. Bottom: Detail of the
subsystem for the electric 3-phase converter
with the three inverters and the rectifier in
separate Simscape networks.
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Figure 10: Comparison of steps between local solver
(Backward Euler) and global solver
(Simulink ode15s).

3.2 Simulation results

For comparison of simulation results, we again consider
the scenario shown in Figure 6. The results of a simula-
tion run with the refined model are shown in Figure 11.

Figure 12 visualizes the energy distribution in the
system for the given scenario. The input energy is con-
verted into heat mainly in power electronics compo-
nents, mechanical friction components and during the
cutting process. A small part remains as latent energy in
the system.
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Figure 11: Results of a simulation run with the refined
model. The plots show (from top to bottom)
main drive active power, spindle speed, slide
and cross-slide speed, mechanical friction
heat and main drive motor temperature.
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Figure 12: Energy distribution in the system, grouped by
parts where input energy is converted into
heat (power electronics, mechanical friction,
cutting process, latent energy).

4 Conclusion

This case study confirms the advantages of using an
object-oriented approach for model development of
physical systems. Modular models preserve the basic
structure of the original system and can easily be
adapted and refined. However, this approach also results
in more complex models with larger and less efficient
equation systems, so that difficulties with insufficient
performance are likely to arise even for models of mod-
erate size.

Manual model adjustments can help increase simula-
tion speed significantly, for example by decoupling the
model into isolated networks. This also allows perform-
ing multirate or co-simulation by using different and
customized solvers. However, splitting the model re-
quires assumptions regarding signal causality, which
basically is contradictory to the acausality principle of
object-oriented modelling.

Comparison of the simulation results with measure-
ment data showed sufficient agreement in principle;
however some improvements are still possible, for ex-
ample in the models for the drive motors or the cutting
process.
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Abstract. Due to higher ecological awareness and
more stringent environmental laws the necessity of low-
ering the energy consumption of manufacturing plants
rises. Therefore the possibility to optimize a planned pro-
duction hall becomes more and more important. The re-
search project INFO, a project of the Vienna University
of Technology in cooperation with industry partners and
supported by the FFG, the Austrian Research Promotion
Agency, creates an overall simulation of a cutting factory.
Overall models of such proportions deal with a lot of dif-
ficulties, one of them is that through the interdisciplinar-
ity of the problem there are many submodels that have
to be coupled to get to the overall simulation. This work
studies one possible solution for this problem, namely
the coupling of different model parts in one simulator.
First the two partial models are described and their sim-
ulation results validated against measurement data. Af-
terwards the models are coupled and possible problems
are analysed and the approach is evaluated.

Introduction

As the necessity of lowering the energy consumption
of manufacturing plants rises due to increased energy
costs and environmental awareness, the possibility to
optimize the energetic behaviour of a production hall
becomes more and more important. Especially during
the planning phase, saving potential is very high. There-
fore the research project INFO, a project of the Vienna
University of Technology in cooperation with industry
partners and supported by the FFG, the Austrian Re-

search Promotion Agency, creates an overall simulation
of a cutting factory. The holistic approach of the project
makes it necessary, that models from different physical
domains have to be built, taking into account micro-
scopic and macroscopic processes, like machines, the
building hull or influences of the weather ([1]). There-
fore one important question the project had to solve,
was how to couple models from different domains.

In this paper the coupling of different model parts
in one simulator will be studied. Therefore two model
parts, a room model and a model of a machine tool are
developed and afterwards coupled. The models are in-
tentionally kept simple to identify the problems that oc-
cur because of the coupling of the model parts rather
than numerical problems because of the size of the re-
sulting equation system. The model of the machine tool
is a linear guiding device and for the room model a com-
partment model is chosen. For both models exist test
rigs, so they can be validated against measurement data.

Additionally a comparison of two different simula-
tors, Dymola and MapleSim, is made. Both simulators
rely on the modelling approach of Modelica, so their
numerical behaviour and efficiency can be studied and
their suitability for coupling models from different do-
mains can be evaluated.

In the first chapter those two simulators are pre-
sented. Then the two models, the room model and the
machine model are described in detail. Afterwards the
coupling of the two models is realised and the results
are presented. Finally an outlook to possible future
work is given.

1 Simulators

The Modelica Standard, which is maintained by the
Modelica Association, uses an object-oriented approach
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to model physical systems. Using this approach a sys-
tem is modelled by building an acausal block-diagram,
where every block represents a real component, for in-
stance a linear translational spring or an electrical resis-
tor. By using the defining equations for each compo-
nent, which are stored in the representing blocks, and
additional equations, that result from connecting the
blocks with acausal connections, an equation system is
built, which can be solved by a simulator. It is important
to note, that neither in the components nor in the con-
nections a causality between the variables is assumed.

This approach works in various physical domains
such as mechanics, electrical engineering or thermody-
namics, which makes it possible to build multi-domain
models. The Modelica Standard only provides a lan-
guage to describe models in such a manner. To simu-
late the models a simulator, which understands this lan-
guage and provides the necessary algorithms to derive
and solve the resulting equation system, has to be used.
The current version of the Modelica Standard is version
3.2 ([2D).

As mentioned before two different simulators are
used in this paper: Dymola and MapleSim. These sim-
ulators shall now be described briefly laying a focus on
the functionalities used in this paper.

Dymola. The past of Dymola is closely related to
Modelica as the Modelica Standard is developed from
Dymola. Because of this Dymola can be seen as the
simulator who understands the Modelica language best.
Models can be built either graphically or textually. The
version used in this paper is Dymola 2012, which sup-
ports the Modelica Standard 3.2. In this version of the
Modelica Standard all dissipative components have an
optional heatport, which allows the use of the lost en-
ergy in an additional thermodynamical system. This
feature is very useful for the purposes of this paper.

MapleSim. MapleSim is developed by MapleSoft.
Models can only be built graphically, but new compo-
nents can be defined using either the Modelica language
or a built in Maple function, where only the equations
and ports have to be defined and a Modelica component
is created automatically. MapleSim supports Modelica
Standard 3.1, where the optional heatport is only used
in the electrical resistor component; this means that for
the other dissipative components the lost energy has to
be measured to be used in a thermodynamical model.

IR snc 233-4)- 1272013

2 Submodels

The system that we want to investigate in this paper is
a machine tool that stands in a room. The waste heat of
the machine heats up the room and is distributed equally
in it over time.

2.1 Room model

The surrounding of the machine is subdivided into com-
partments. The individual compartments can be seen
as boxes of a certain size containing air. In reality
such a model would have to take into account many
things, so several assumptions are made for the model
to simplify it:

1. The temperature is constant within the compart-
ment

2. Heat flow is only permitted over the contact sur-
face of adjacent compartments

3. The only way of heat transport is conduction, no
convection or radiation is taken into account.

4. The walls of the room are perfectly isolated. No
heat flow over the boundaries is permitted, so there
is no energy lost in the system.

5. The thermal parameters of the air are assumed to
be independent from the temperature and therefore
constant over time.

Compartments. Each compartment is imple-
mented as a submodel. Figure 1 shows the basic
structure of the compartment.
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Figure 1: Basic structure of a single compartment in Dymola.
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It consists of a heat capacitor that can be seen in the
middle of the compartment. This satisfies the first as-
sumption of the room model. In accordance to assump-
tions 2 and 3 the conductor blocks ensure the heat flow
in the 6 possible directions. Additionally a temperature
sensor to measure the temperature in the compartment
is added.

In Table 1 the parameters for the compartment block
are listed. The size of the compartment is given by the
expansion along the x-, y- and z-axis, which have to be
adjusted to the used compartments. Other parameters
that are used by the components within the compart-
ment are derived directly like the volume or the area
of the faces of the compartment. Also the thermal pa-
rameters of the medium, that the compartment is filled
with, are shown. Those parameters are the specific ther-
mal capacity, the density and the conductivity of the
medium. In the following simulations the parameters
are set to values that correspond to the thermal proper-
ties of air at 20°C.

The components used in the compartment submodel
use these parameters to calculate the heat flow between
the compartments. The thermal mass of the heat capaci-
tor and therefore of the compartment is derived from the
volume and the specific thermal capacity that is given
in the parameters. In the heat capacitor component the
temperature of the compartment is calculated.

x| 02675 | ¢, | 1012
y| 017 || p | 1.204
0.12 || k | 0.0257

Table 1: Parameter-set.

To derive the heat flow through the conductor compo-
nents, the simple geometry of the compartment is used.
The heat flow is then only dependent on the area of the
contact surface between two compartments A, the dis-
tance between the centres of the two 8, the thermal con-
ductance of the medium & and their temperature differ-
ence AT:

A
Ofiow zkg'AT (1)

Validation. For the validation of the model a test rig
was built to see if the assumptions made for this model
are too restrictive. Therefore a Styrofoam box was used,
where eight temperature sensors were attached inside.
As a heat source a soldering rod was used. The param-
eters of the eight compartments used in this model are

depicted in Table 1, the test rig and the model can be
seen in Figure 2.

C!
Lo

W ompannent

Figure 2: Test rig for the room model and model in
MapleSim.

The measurement data of the test rig can be seen in Fig-
ure 3, the simulation results of Dymola and MapleSim
in Figure 4.

20 L L L L L
o a00 1000 1500 2000 2500 3000

Figure 3: Measurement data of test rig for room model.

It can be seen that the qualitative behaviour of the tem-
perature in the compartment, where the heat source is
attached, matches the measurement data, but the magni-
tude of the temperature rise in the simulation is dispro-
portional. An explanation for this effect can be that the
test rig is not isolated well enough, so the assumption
of the perfectly isolated walls cannot be met. Further
the other compartments heat up much more uniformly
in the experiment than in the simulation. This has two
main reasons. First in the test rig the heat can flow in
any direction, whereas in the simulation it is only per-
mitted in six directions. Second the convection, which
is neglected in the simulation, allows a much smoother
heat distribution in the experiment.
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]

Figure 4: Simulation results from Dymola and MapleSim.

The comparison of the simulation results shows that the
two simulators work equally well for this model.

2.2 Machine model

The linear guiding device is a simple part of a machine
tool; it consists of a permanent magnet DC motor that
drives a thread bar via a gear belt. The thread bar moves
a cart, where the sliding mass is attached. The test setup
for the validation of the model is provided by the Insti-
tute for Production Engineering and Laser Technology
from the Vienna University of Technology ([3]) and is
shown in Figure 5.

Figure 5: Test setup of linear guiding device.

For the model components of the Modelica Standard
Library were used, the general structure of the model
can be seen in Figure 6. It shows that the structure of
the model is very similar to the structure of the real sys-
tem, which is an important advantage of this modelling
approach.

Due to the graphical representation of the model and
the modular structure, the underlying equations are not
easy to see, so the individual components of the model
are described the following sections.

Permanent magnet DC motor. The electric mo-
tor is implemented as a permanent magnet DC motor
model. The motor model was updated in version 3.2

m SNE 23(3-4) - 12/2013

Figure 6: Model of the Machine Tool in Dymola.

of Modelica, so the models in Dymola and MapleSim
differ in their complexity. The Dymola model takes dif-
ferent power losses into account, such as friction losses
or losses in the stray load [4], which can not be directly
modelled in MapleSim due to the lower Modelica ver-
sion. To ensure comparability between the two mod-
els despite the different DCPM models, the parameters,
that are used to calculate these losses, are set to zero and
the only losses that are taken into account are the ones
in the armature circuit, which is modelled as an induc-
tor and a resistor connected in series. As already men-
tioned the resistor in MapleSim has an optional heatport
as well and therefore the loss in this component can be
calculated in both simulators in the same way.

Gear belt. The spring constant of a gear belt is al-
ways given in a translational manner in the data sheets.
Therefore it is modelled as a linear translational spring-
damper element, where the damping constant of the
component is chosen in such a way that a swinging up
of the spring is prevented. The transition between the
rotational and translational mechanical domain is made
through ideal gears, so no power is lost in this transition.

Thread bar. The defining parameters for a thread
bar are its inertia and its lead. So the thread bar in
this model consists of an inertia component and an ideal
gear, where the transition ratio is directly proportional
to the lead of the thread bar.

Cart and mass. As the cart and the mass that shall
be moved are rigidly connected to each other, they can
be modelled as one mass. The component chosen for
the model is a mass with stop and friction, where also a
hard stop can be implemented, but is not considered for
this model.

The parameters of the friction were chosen in such
a way, that the measurement data was approximated
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properly by the simulation results. This can be justi-
fied by the fact that the other mechanical components in
the model are implemented at least nearly ideal, so the
friction component can be seen as a cumulative compo-
nent, where all the mechanical frictions in the system
are considered.

Voltage Source. The input for the voltage source,
that supplies the voltage for the electric motor, is stored
in a time table. The entries of the table are derived
from measurement data. The data was taken over the
course of one displacement process. The measuring
equipment was placed in front of the power electron-
ics, so the first step of adjusting the data was to subtract
the mean value of the data points in the idle state, be-
cause the power electronics was not considered in the
model. Additionally, because the measured signal was
very noisy, the data was filtered by a very simple algo-
rithm. Every data point v; is replaced with the mean
value of v;_3,v;_1,Vi,Vi+1,vi+2 - This procedure is re-
peated ten times. The result of the filtering is depicted
in Figure 7.

Figure 7: Input-Signal of Voltage Source before and after
filtering.

2.3 Simulation results

To compare the simulation results with the measure-
ment data the power consumption of the electric motor
was used. Therefore the voltage and current in the ar-
mature circuit of the motor was measured in the model
and then multiplied. Given the model does not account
for the power electronics, the power consumption of the
controller had to be added to simulation results, so they
can be compared to the measurement data. Figure 8
and 9 show the results of the simulation runs in Dymola
and MapleSim compared to the measurement data. Ad-
ditionally the mean values of the power consumptions
over time are shown.
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Figure 8: Simulation results in Dymola.
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Figure 9: Simulation results in MapleSim.

A qualitative analysis shows that the results of both sim-
ulators match the measurement data very well. Com-
paring the two simulators it can be seen that the re-
sults are slightly different. Also the mean values over
the displacement period are different. Dymola matches
the measurement data better in this regard, whereas the
machine in MapleSim consumes less power over the
course of one period.

3 Coupling

In a final step the two models are coupled into one
model. The energy lost in the dissipative components of
the machine model is used as heat source for the room
model. In the coupled model the machine stretches
across two compartments. The heat loss of the elec-
tric motor is a heat source of one compartment and the
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heat lost through friction in the mechanical parts heats
up another compartment. Figure 10 shows the coupled
model.
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Figure 10: Coupled model in MapleSim.

To model a machine hall the compartments in this
model are much larger than in the test scenario. The
machine hall is assumed to have an expansion of 20m x
10m x 6m. Additionally changes in the machine model
had to be made. In Dymola it was possible to activate
the optional heatports to get the heat loss in the dissi-
pative elements, whereas in MapleSim it was necessary
to build a new permanent magnet DC motor component
to retrieve the energy lost in the resistor of the armature
circuit and to measure force and velocity at the friction
component to calculate the heat from this component.
Figure 11 depicts the simulation results in Dymola for
a simulation time of six hours.
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Figure 11: Simulation results of the coupled model in
Dymola.

More interesting than the simulation results itself are
the computation times it took to simulate the model.
The two simulators both needed about half an hour to
compute this relatively simple model. Seeing as the
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used models are too simplified to represent a real ma-
chine or machine hall leads to the conclusion that for
more complicated models a coupling in one simulator
is nearly impossible even with bigger computational
power. The main problem in coupling the two mod-
els arises because of the different time constants of the
model parts. As the time constants for the electrical
and the mechanical part of the machine model are simi-
lar, the thermal time constant is proportional to the ther-
mal mass of the studied system. This has the effect that
very small steps have to be made by the solver algo-
rithm compared to the relatively large simulation time
and in each of these time steps the whole thermal model
has to be calculated, which would not be necessary be-
cause of the slowly changing behaviour of the system.
This can also lead to numerical problems through loss
of significance.

4 Conclusion

Due to the simplicity of these models it is possible to
couple them in one simulator. But for more complex
models the computational effort to simulate the models
would rise definitely. To simulate a whole production
hall over the course of a year is therefore not advisable
with this approach. For the machine model it is to say,
that it provides satisfactory results if the input signal is
smooth enough. The room model is not sophisticated
enough to represent a real room, for that the model as-
sumptions are too restrictive. But the modular construc-
tion of the room model allows an easy refinement of the
discretization of the model.
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Abstract. Modelica has evolved as a powerful language
for encoding models of complex systems. In control
engineering, it is of interest to be able to analyze dynam-
ic models using scripting languages such as MATLAB and
Python. This paper illustrates some analysis and design
methods relevant in control engineering through script-
ing a Modelica model of an anaerobic digester model
using Python, and discusses advantages and shortcom-
ings of the Python+Modelica set-up.

Introduction

Modelica is a modern language for describing large
scale, multidisciplinary dynamic systems (Fritzson,
2011), and models can be built from model libraries or
the user can develop her own models or libraries using a
text editor and connect the submodels either using a text
editor or a visual tool. Several commercial tools exist,
such as Dymola, MapleSim, Wolfram SystemModeler,
etc. Free/research based tools also exist, e.g. OpenMod-
elica and JModelica.org. More tools are described at
www.modelica.org.

For most applications of models, further analysis and
post processing is required, including e.g. model cali-
bration, sensitivity studies, optimization of design and
operation, model simplification, etc. Although Modelica
is a rich language, the lack of tools for analysis has been
a weakness of the language as compared e.g. to
MATLAB, etc. Two commercial products are thus
based on integrating Modelica with Computer Algebra
Systems (MapleSim, Wolfram SystemModeler), while
for other tools the analysis part has been more cumber-
some (although Dymola includes possibilities for model
calibration, an early but simple way of controlling mod-
els from MATLAB, etc.).

A recent development has been the FMI standard,
which promises to greatly simplify the possibility to
script e.g. Modelica models from MATLAB or Python
(FMI Toolbox for MATLAB; PyFMI for Python). Sev-
eral Modelica tools now offer the opportunity to export
models as FMUs (Functional Mock-up Units), where-
upon PyFMI can be used to import the FMU into Py-
thon. Or the FMU can be directly generated from
PyFMI. PyFMI is integrated into the JModelica.org tool.
More extensive integration with Python is under way for
other (free) tools, too.

Python 2.7 with packages Matplotlib, NumPy, and
SciPy offer many tools for analysis of models; a simple
installation is EPD Free , but many other installations
exist.

It is of interest to study whether the combination of
(free software) releases of Modelica and Python can
serve as useful tools for control analysis and design
studies, and what limitations currently limit the spread
of such a package. This paper gives an overview of
basic possibilities for doing model based control studies
by scripting Modelica models from Python. As a case
study, a model of an anaerobic digester for converting
cow manure to biogas is presented in Section 1. Sec-
tion 2 presents various examples of systems and control
analysis carried out by Python scripts using the model
encoded in Modelica. Finally, the results are discussed
and some conclusions are drawn in Section 3.

1 Case Study

1.1 Functional description

Figure 1 illustrates the animal waste conversion systems
at Foss Biolab in Skien, Norway, which converts cow
manure into biogas utilizing Anaerobic Digestion (AD).
In this case study, we consider the reactor only (blue
box), where the Feed is decribed by a volumetric feed
rate Vf [L/d] (control input) with a given concentration
Psys f of volatile solids (disturbance).
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Foss Biolab
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Figure 1: System for converting cow manure to biogas at Foss Biolab, Skien, Norway (Figure by F. Haugen and K. Vasdal).

The ‘liquid’ level of the reactor is made constant
by the use of a weir system, and it is possible to
control the reactor temperature T accurately using Ry, =Ry — kgszm
electric heating (potential control input). The main

Ry, = Rq — kgpxa

a

product considered here, is the mass flow rate of me- with
thane out of the reactor, ¢y, , (controlled variable).
’ R, = HaPx,
1.2 Model summary Ry = UmPm
A model of the reactor is presented in Haugen et al.
(2012); in this paper, the same model is used but with a _ Ha
. . . . . Ha = 1
modified notation. The operation of the bio reactor is 1+ K. ——0
. R Sbvs ps
described by four states. j € {psbvs, DS, par PXg) me}3 o A
d 1V¢ m 1
— . =—2(p.. —p. . 1+K;  ——
acl o,V (pir—Pi) + R Svfa pg, o
where V is constant due to perfect level control, the Ag = fim = fzs + aﬁ(T —35)

residence time correction 9_9]. =1 and BX]. may differ
from 1, and furthermore: with units °C for T.
The production (exit) rate of methane is given by

Rsbvs = _Ysbvs/XaRa . _
Mep, x = Ren,V

RSVfa = YSVfa/XaRa - YSvfa/XmRm R _y R
CHy = YCHu/XpmBm-
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Feed concentrations of states are given as
PSpusf = DoPsysr
psvfa'f = afpr,,S,f'

Nominal operating conditions for the system are given
in Table 1.

Parameter Value Unit Comment

4 250 L Reactor volume
0x, 29 - Correction of residence time for
=0y bacteria due to nonideal flow

Y, ./x. 39 gbvs (Inverse) yield: consumption of
gX, bvs pergrowth of bacteria

Quantity Value Unit Comment

Ys,rax, 176 gvfa (Inverse) yield: production of vfa
gX, pergrowth of bacteria

ps,,.(0) 581 g/L Initially dissolved substrate biode-
gradable volatile solids

Yy ra/xm 317 gvfa (Inverse) yield: consumption of
gX,, Vvfapergrowth of bacteria

Ps,,,,,(o) 1.13 g/L Initially dissolved substrate volatile
fatty acids

Yeu,x, 263 9gCH, (Inverse) yield: production of
gX,, methane per growth of bacteria

Px,(0) 132 g/L Initially concentration of acetogen-
ic bacteria

Kg, 155 g/L  Half-velocity constant for bvs
substrate

Px,(0) 0.39 g/L Initially concentration of methano-
genic bacteria

3.0 g/L  Half-velocity constant for vfa
substrate

fizs 0.326 d~! Maximal growth of rate at
T =35°C

Vs 50 L/d  Volumetric feed flow of animal
waste/manure
T 35 °C  Reactor temperature

Ps,,, 324 g/L  Feed concentration of volatile
solids

a; 0.013 1 Temperature sensitivity of maxi-
°Cd mal growth rate, valid T €
[20,60]°C

Table 1: Nominal operational data for biogas reactor at
Foss Biolab.

Model parameters are given in Table 2.

1.3 System and control problems

A number of control problems are relevant for this sys-
tem:

simulation of the system for validation,

« study of model sensitivity wrt. uncertain parameters,

¢ tuning model parameters to fit the model to experi-
mental data,

e state estimation for computing hidden model states,

e operation of control system,

¢ optimal control and model predictive control,

e ctc.

L]

Only a selected few of these problems are considered in

the sequel.

kd=k4 002 d~! Death rate constants for aceto-
genic and methanogenic bacteria

by 0.25  gbvs Fraction biodegradable volatile
gvs solids in volatile solids feed

as 0.69 gvfa Fraction volatile fatty acids in
gbvs biodegradable volatile solids feed

Table 2: Nominal model parameters for biogas reactor at
Foss Biolab.

2 Control Relevant Analysis

2.1 Basic Modelica description

The following Modelica encoding in file adFoss.mo
describes the basic model:
Model adFossModel
// Simulation of Anaerobic Digestion Reactor at Foss
//Biolab
// Author: Bernt Lie
// Telemark University College, Porsgrunn, Norway
// August 31, 2012
// Parameter values with type and descriptive text
parameter Real V = 250 "reactor volume,
L";
parameter Real theta X = 2.9 "residence
time correction for bacteria,
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dimensionless";
parameter Real Y Sbvs Xa
bvs/g acetogens";

parameter Real Y Svfa Xa = 1.76 "Yield, g

vfa/g acetogens";

parameter Real Y Svfa Xm = 31.7 "Yield, g

vfa/g methanogens";

parameter Real Y CH4 Xm = 26.3 "Yield, g

methane/g methanogens";

parameter Real K Sbvs = 15.5 "Half-
velocity constant for bvs, g/L";

parameter Real K Svfa = 3.0 "Half-
velocity constant for vfa, g/L";

parameter Real muhat 35 = 0.326 "Maximal
growth rate at T=35 C, 1/4";

parameter Real alpha muhat = 0.013 "Tem-
perature sensitivity of

max growth rate, 1/(C d4)";

parameter Real k d = 0.02 "Death rate
constants for bacteria, 1/4";

parameter Real b0 = 0.25 "Fraction biode-

gradable volatile solids in

volatile solids feed, g bvs/g vs";

parameter Real af = 0.69 "Fraction vola-
tile fatty acids in bvs feed,

g via/g bvs";

// Initial state parameters.

parameter Real rhoSbvs0 = 5.81 "initial
bvs substrate, g/L";

parameter Real rhoSvfa0 = 1.13 "initial
vfa, g/L";

parameter Real rhoXa0 = 1.32 "initial
acetogens, g/L";

parameter Real rhoXm0 = 0.39 "initial
methanogens, g/L";

// Setting initial values for states.

Real rhoSbvs(start = rhoSbvs0, fixed
true) ;

Real rhoSvfa(start = rhoSvfa0, fixed =
true) ;

Real rhoXa(start = rhoXa0, fixed

// Miscellaneous variables
Real rhoSbvs f "feed concentration of

bvs, g/L";
Real rhoSvfa f "feed concentration of
vfa, g/L";

Real rhoXa f "feed concentration of
acetogens, g/L";
4

Real rhoXm f "feed concentration of meth-

anogens, g/L";

SNE 23(3-4) - 12/2013

3.9 "Yield, g

true) ;
Real rhoXm(start = rhoXm0, fixed = true);

Real R Sbvs "generation rate of Sbvs,

g/ (L*d)";

Real R _Svfa "generation rate of Svfa,
g/ (L*d)";

Real R Xa "generation rate of Xa,
g/ (L*d)";

Real R Xm "generation rate of Xm,
g/ (L*d)";

Real R CH4 "generation rate of CH4,
g/ (L*d)";

Real R_a "reaction rate acetogenesis,
g/ (L*d)";

Real R_m "reaction rate methanogenesis,
g/ (L*d)";

Real mu_a "growth rate acetogenesis,
1/4";

Real mu m "growth rate methanogenesis,
1/d";

Real muhat a "maximal growth rate aceto-
genesis, 1/4";

Real muhat m "maximal growth rate methan-
ogenesisg, 1/d";

Real mdot CH4x "mass flow methane produc-
tion, g/d";

// Defining input variables:

input Real Vdot f "volumetric feed flow -
- control variable, L/d";

input Real T "reactor temperature -- pos-
sible control input, C";

input Real rhoSvs f "feed volatile solids
concentration -- disturbance, g/L";

equation

// Differential equations

der (rhoSbvs) = Vdot £f/V*(rhoSbvs f -
rhoSbvs) + R _Sbvs;

der (rhoSvfa) = Vdot £f/V*(rhoSvfa f -
rhoSvfa) + R _Svfa;

der (rhoXa) = Vdot f/V/theta X*(rhoXa f -
rhoXa) + R _Xa;

der (rhoXm) = Vdot f/V/theta X* (rhoXm f -
rhoXm) + R_Xm;

// Feed

rhoSbvs f = rhoSvs f*b0;

rhoSvfa f = rhoSbvs_f*af;

rhoXa f = 0;

rhoXm f = 0;

// Generation rates

R Sbvs = -Y Sbvs _Xa*R_a;

R Svfa = Y Svfa Xa*R a - Y Svfa Xm*R m;
R Xa = R_a - k _d*rhoXa;

R Xm = R m - k d*rhoXm;

R _a = mu_a*rhoXa;
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R m = mu_m*rhoXm;

mu_a = muhat _a/(1 + K Sbvs/rhoSbvs) ;
mu_m = muhat m/(1 + K Svfa/rhoSvfa);
muhat a = muhat 35 + alpha muhat*(T-35);
muhat m = muhat_a;

// Methane production

mdot CH4x = R CH4*V;

R CH4 = Y CH4 Xm*R_m;

end adFossModel;

2.2 Basic Python script

The following Python script adFossSim.py provides
basic simulation of the Anaerobic Digester reactor at
Foss Biolab starting at the nominal operating point, and
performing some step perturbations for the inputs:

# Python script for simulating Anaerobic Digester at
#Foss Biolab
# script: adFossSim.py
# author: Bernt Lie, Telemark University College,
#Porsgrunn, Norway

# location. Telemark University College, Porsgrunn

# date: August 31, 2012

# Importing modules

# matplotlib, numpy

import matplotlib.pyplot as plt

import numpy as np

# JModelica

from pymodelica import compile fmu

from pyfmi import FMUModel

# Flattening, compiling and exporting model as fmu

adFoss_fmu = compile fmu("adFossModel",
"adFoss.mo")

# Importing fmu and linking it with solvers, etc.

adFoss = FMUModel (adFoss_fmu)

# Creating input data

t fin = 100

adFoss_opdata =
np.array([[0,50,35,32.4],[10,50,35,32.4]
,[10,45,35,32.4],

[30,45,35,32.4],[30,45,38,32.4], [60,45,38

,32.47,
[60,45,38,40], [t_fin,45,38,40] 1)
adFoss_input = (["Vdot f", "T",

"rhoSvs f"], adFoss _opdata)

# Carrying out simulation

adFoss_res = adFoss.simulate(final time =
t fin, input = adFoss_input)

# Unpacking results

rhoSbvs = adFoss_res["rhoSbvs"]

rhoSvfa = adFoss_res["rhoSvfa"]

rhoXa = adFoss res["rhoXa"]

rhoXm = adFoss_res["rhoXm"]

mdot_CH4x = adFoss_res["mdot CH4x"]

Vdot_f = adFoss_res["Vdot f"]

T = adFoss_res["T"]

rhoSvs_f = adFoss_res["rhoSvs_f"]

t = adFoss_res["time"]

# Setting up figure with plot of results

plt.figure (1)

plt.plot (t,rhoSbvs,"-r",t,rhoSvfa,"-
g",t,rhoXa,"-k",t,rhoXm, "-
b",linewidth=2)

plt.legend( (r"$\rho {S {bvs}}s
[g/L]", r"$\rho_{s_{vfa}}$s [g/Ll",

r"$\rho {X a}$ [g/L]",r"$\rho {X m}$
[g/L1"),ncol=2,loc=0)

plt.title("Anaerobic Digestion at Foss
Biolab")

plt.xlabel (r"time $t$ [d]")

plt.grid(True)

plt.figure(2)

plt.plot (t,mdot CH4x,"-r",linewidth=2)

plt.title("Anaerobic Digestion at Foss
Biolab")

plt.ylabel (r"$\dot{m} {CH 4}$ [g/d]")

plt.xlabel (r"time $t$ [d]")

plt.grid(True)

plt.figure(3)

plt.plot(t,Vdot £,"-r",t,T,"-
g",t,rhoSvs_f,"-b",linewidth=2)

plt.axis (ymin=30, ymax=55)

plt.title("Anaerobic Digestion at Foss
Biolab")

Running this Python script leads to the results in figures

2-4:
55 Anaerobic Digestion at Foss Biolab
— \“;- [Ld]
- T[°C]
50 — ps_ lolL]
45
40
3:
30 20 40 60 80 100

time ¢ [d]

Figure 2: Nominal evolution of inputs at Foss Biolab, with

perturbation.
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# author: Bernt Lie, Telemark University College, Porsgrunn,
Norway

# location. Telemark University College, Porsgrunn

# date: August 31, 2012

# Importing modules

# matplotlib, numpy, random

Anaerobic Digestion at Foss Biolab
T T

320

import matplotlib.pyplot as plt
import numpy as np
import numpy.random as nr

ey, [g/d]

# Carrying out simulation
adFoss_res = adFoss.simulate(final time =
t fin, input = adFoss_input)

: ‘ # Setting up figure with plot of results
2005 20 a0 60 80 100 plt.figure(1)
time ¢ [d] plt.plot(t,rhoSbvs,"-r",t,rhoSvfa,"-

g",t,rhoXa,"-k",t,rhoXm, "-b",linewidth=2)

plt.legend((r"$\rho {S {bvs}}$
[g/L1",r"$\rho {s {vfa}}$ [g/L]",

r"$\rho {X a}s [g/L]",r"$\rho {X m}$
Anaerobic Digestion at Foss Biolab [g/L1") ,ncol=2,loc=0)

: : : plt.title("Anaerobic Digestion at Foss Bi-
olab")

plt.xlabel (r"time $t$ [d]")

plt.grid(True)

Figure 3: Nominal production of methane gas at Foss
Biolab, with perturbation.

: # Monte Carlo simulations

— pg_lo/L] — oy lo/L] Nmc = 20

— po lglll  — py [ol] o T bOnom = adFoss.get ("b0")
afnom = adFoss.get ("af")
for i in range (Nmc) :

b0 bOnom* (1 + 0.1* (nr.rand()-0.5
af = afnom* (1 + 0.1*(nr.rand()-0.5)*
adFoss.set (["b0", "af"], [b0,af])

)*

)
)

2
2

: t # Carrying out simulation
0 20 40 60 80 100 adFoss _res = adFoss.simulate(final time =

SEORINET t fin, input = adFoss_input)
Figure 4: Nominal evolution of states at Foss Biolab, with # Unpacking results
perturbation. rhoSbvs = adFoss_res["rhoSbvs"]

rhoSvfa = adFoss_res["rhoSvfa"]
rhoXa = adFoss_res|["rhoXa"]

rhoXm = adFoss res["rhoXm"]

Suppose the value of parameters b, and a; are uncer- mdot CH4x = adFoss res["mdot CH4x"]

tain, but that we ‘know’ they lie in intervals by € 0.25 X t = adFoss_res["time"]

[0.9,1.1] and a; € 0.69 X [0.9,1.1]. We can study the # Setting up figure with plot of results

plt.figure (1)

. . plt.plot (t,rhoSbvs,":r",t,rhoSvfa,":g",t, rho
Monte Carlo simulations were we draw values at ran- Xa,":k",t,rhoXm,":b",

dom from these two ranges — e.g. assuming uniform linewidth=1.5)

distribution. The following modifications of the Python plt.figure(2)

plt.plot (t,mdot CH4x,":m",linewidth=1.5)
plt.show()

2.3 Uncertainty analysis

uncertainty of the model by running a number Ny of

code will handle this problem, excerpt of script ad-

FossSimMC.py:

# Python script for Monte Carlo study of Anaerobic Digester The results are as shown in figures 5 and 6.
at Foss Biolab

# script: adFossSImMC.py
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360 Anaerobic Digestion at Foss Biolab

The steady state values at wash-out (¢t = 400 d)
can be found to be

Ps,powash—out = 8:0999999985826001

Psypqwash—out = 3.96169944436781

Pxywash—out = 1.3193454767561001 x 10~°

Ty, [9/d]

Pt wash—out = 0.13282069444970099

Anaerobic Digestion at Foss Biolab
T T T T I

% 20 40 60 8 S IS SO SRS S SR Rl /A UL
time ¢ [d] T — TI°C]
Figure 5: Monte Carlo study of methane production at i : ‘ — »s,,lolL]
Foss Biolab, with variation in b, and a;. 100}
’y Anaerobic Digestion at Foss Biolab 80l-- i
sof
i : PP RSN SRR SRS SIS SOV S SO S
— g Mol — py [giL] : - - ‘ - ‘ ‘ -
: 0 200 400 600 800 1000 1200 1400 1600
| o/l — px [olt] — time ¢ [d]
Figure 7: Evolution of inputs at Foss Biolab leading to
2r wash-out/recovery.
1P

time ¢ [d] S0 Anaerobic Digestion at Foss Biolab

Figure 6: Monte Carlo study of evolution of states at Foss ET|

Biolab, with variation in b, and ay .
2801
2.4 Wash-out and recovery of reactor 260
Suppose that the reactor gets ‘washed qut’ by a‘cci— %240___
dentally applying too high a feed rate Vi, e.g. Vy = £ !
120L/d, while T and ps_ . are as in Table 1. It is of i |
vs,f
interest to see whether the original production can be 20l
recovered. Figures 7-9 indicates the behavior over a jeplezizs
period of more than 4 years (1500 d) of operation.
. . S e . 160 L i i
As seen, although increasing V; initially leads to a 0 0] 400 00, CEOD (00D 1200 1400 160G

time ¢ [d]
significant increase in the methane production, the bac-

teria are washed out of the reactor leading to a dramatic Figure 8: Production of methane gas at Foss Biolab during
fall in the methane production. Furthermore, it takes an wash-out/recovery.

inordinate long time to recover after a wash-out if the

input is simply set back to the original flow rate.
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Anaerobic Digestion at Foss Biolab
T T T T T

5_ — s lg/L] — oy Lo H
| : L= s, lall — py Lol ||

| i ; ; ;
o e . i f i i
0 200 400 600 800 1000 1200 1400 1600
time ¢ [d]

Figure 9: Evolution of states at Foss Biolab during wash-
out/recovery.

2.5 Optimal recovery of methane
production

The accidental wash-out of bacteria is a serious problem
in the operation of Anaerobic Digesters. It is thus of
interest to see whether it is possible to recover the oper-
ation in an optimal way. We consider the possibility of
recovering the operation in the 1100 d horizon spent to
wash-out the bacteria, ...g. 7 —9. We thus seek to max-
imize the production of methane, but without using too
much feed of animal waste. The following criterion is
thus sought maximized:

Th .
] = f (mCH‘hX - vaf)dt
0

where cyis a cost parameter. We add the following
constraints to make sure that the solution has physical
meaning.

Pj =0
ThCH‘LX 2 0

Vs € [0,120]L/d.

We assume that the temperature T and the disturb-
ance pg, - are as in Table 1.
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To solve this problem, we use the Modelica exten-
sion class optimization in JModelica.org. In Modelica,
the criterion function is minimized, so the criterion in
Modelica needs to be —] where J is as above. The es-
sence of the Modelica code for this problem is as given
below:

optimization adFossOpt (objective =
J(finalTime), startTime=0,
finalTime=T h)

// Optimal recovery of Anaerobic Digestion Reactor at
//Foss Biolab

// Author: Bernt Lie

// Telemark University College, Porsgrunn, Norway

// September 2, 2012

// Instantiating model adf from class adFossModel

adFossModel adf;

// Additional parameters

parameter Real T h = 1100 "time horizon
in optimization criterion, d";

parameter Real cost V = 1 "relative cost
of animal waste";

parameter Real Vdot max = 120 "maximal
allowed feed rate, L/4d";

parameter Real T _nom = 35 "nominal reac-
tor temperature, C";

parameter Real rhoSvs f nom = 32.4
"nominal feed concentration

of volatile solids, g/L";

// Defining cost function
Real J(start=0, fixed=true);

// Defining input variable:

input Real Vdot_ f (free=true,
min=0,max=Vdot max) "max feed flow,
L/d";

equation

// Passing on inputs to model instance

adf.vdot f = Vdot f;

adf.T = T_nom;

adf.rhoSvs f = rhoSvs_f nom;

// Computing cost function
der (J) = - adf.mdot_CH4x + cost_V*Vdot_ f;
constraint

// Constraining states
adf.rhoSbvs >= 0;
adf.rhoSvfa >= 0;
adf.rhoXa >= 0;
adf.rhoXm >= 0;

// Constraining methane production
adf.mdot CH4x >=0;
end adFossOpt;
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With ¢y, the result is as in figures 10 — 12. With ¢y,
the result is highly oscillatoric time evolutions.

Anaerobic Digestion at Foss Biolab

120

100

B0

60

40

20

0 200 400 600 800 1000 1200
time 1 [d]

Figure 10: Evolution of optimal input V; at Foss Biolab
after wash-out (solid lines), with initial guess
(dotted lines).

280 Anaerobic Digestion at Foss Biolab
T T

260

240
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tigy, 1g/d]

200

umF.v"

16(}0 200 400 600 800 1000 1200

time ¢ [d]

Figure 11: Evolution of optimally recovered methane
production at Foss Biolab after wash-out
(solidlines), with initial guess (dotted lines).

3 Discussion and Conclusions

Comparing Python to MATLAB for use in control stud-
ies reveals clear advantages and clear disadvantages for
Python. Python is a free tool, and a rich programming
language. However, there is (currently) no control
toolbox for Python, the various packages and sub pack-
ages are not so well documented, and the quality of
some tools are far from perfect. Yet, the combination of
Python and Modelica/PyFMI offers ample opportunities
for analysis of models and control studies.

Anaerobic Digestion at Foss Biolab
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4
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Figure 12: Evolution of optimally recovered states at Foss
Biolab after wash-out (solid lines), with initial
guess (dotted lines).

This paper illustrates this by showing how natural
models can be encoded in Modelica, and how easy
Modelica models can be accessed from Python using
e.g. PyFMI. Furthermore, it is shown how natural and
powerful Python is as a scripting language, e.g. for
doing uncertainty/sensitivity analysis of dynamic mod-
els. Finally, a simple optimal control problem illustrates
on-going research and development in extending the
Modelica language using JModelica.org; similar exten-
sions of the Modelica language are also studied in e.g.
Bachmann et al.(2012). And yet, in this paper, only the
most rudimentary use of Modelica and Python has been
touched upon.

Currently, some key problems with the Py-
thon+Modelica combination are:

e There is no equivalent of MATLAB’s Control
Toolbox. This is such a shortcoming that many con-
trol engineers will not seriously consider the Python
+ Modelica combination. Some work at CalTech
aims to resolve this problem by developing a Python
control toolbox, but there does not appear to be a
clear timeline for such a toolbox. Within the Modeli-
ca groups, some on-going work addresses this by de-
veloping a Linear Systems library within Modelica.
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o Although there are a number of powerful (and free)
optimization solvers, it is not trivial to integrate these
into Python, and those which already have simple Py-
thon installers are often poorly documented and/or
uses non-standard array packages. A minimal pack-
age should include LP, QP, NLP, and NLS solvers of
high quality, and they should be equally simple to in-
stall in the main OS platforms.

e The FMI is a very positive initiative, and well suited
to scripting using either Python or MATLAB. More
work is needed in order to make FMI export from the
various tools more standardized.

e The initiative of extending Modelica with optimiza-
tion (and model calibration) possibilities is very in-
teresting for the control society. It would be even
more interesting if some standards evolve.

The evolution of alternatives to MATLAB + SIMULINK
is very interesting, and Python + Modelica holds promise
to be such a tool. There are advantages with commercial
tools such as MATLAB+ SIMULINK and similar tools
for Modelica such as MapleSim and Wolfram Sys-
temModeler, but inacademia with limited resources for
buying software, free software is of interest.
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Abstract. Due to the presence of algebraic constraints
as well as existing of different modes of operation, a
standalone solar power system consisting of photovolta-
ic arrays, battery bank, electrical load, and a converter is
becoming a complex system that can no longer be mod-
eled using the conventional block diagram approach.
While the block diagram approach is based on causal
interactions between a chain of the ordinary differential
equations (ODE), a more appropriate acausal approach
solves a flat model of the system consisting of hybrid
differential algebraic equations (HDAE). In effect, this
paper proposes a nonlinear HDAE-based model of a
standalone solar power system. The proposed model is
presented using the Modelica language that allows ob-
ject-oriented and acausal modeling of the multi-mode
systems. Next, a general purpose solver is employed to
simulate the system. The results of the simulation shows
proper match with the information available in the com-
ponents datasheet. It is shown that the simulation pro-
vides a sufficiently accurate prediction of all the system
behaviors, which is vital for any model-based controller,
including mode transitions.

Introduction

Advances in photovoltaic (PV) technologies during the
last decade have increased the share of the solar energy
in the growing electricity market. The PV modules are
nonlinear and complex still very popular components
since they are easy to install and operate. A convention-
al solar power system employs an array of PV modules

as a generator to supply DC, AC, or mixed electrical
load demands. It consists of a converter that normally
boosts up the generated DC voltage to match the load
characteristics. This converter is equipped with a maxi-
mum power point tracker (MPPT) to harvest the maxi-
mum available power. The system may optionally con-
sist of an inverter for being connected to AC loads or
the grid. Moreover, it consists of a battery bank to over-
come the power fluctuation that is the result of the un-
certainty in the solar irradiance. The battery also pro-
vides a constant voltage bus, which is essential for the
MPPT algorithm. Although the voltage changes with
regard to the amount of the current as well as the state
of the charge (SOC) of the battery, it can be assumed
constant during the time that the MPPT calculates the
operating point. Figure 1 illustrates the topology of the
standalone solar power system selected in this study.
Al ; 5
. o lpy _lpvoe
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Figure 1: HRES topology in this study.

In order to study the behavior of the solar power system
as well as to design model-based controllers, it is essen-
tial to model and simulate the system accurately. How-
ever, there are two major challenges, namely, the alge-
braic constraints introduced by the PV module and the
battery, and the multimode operation of the battery.
Altas and Sharaf [1] used the simplification techniques
introduced by Buresch [2] as well as the Simulink basic
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components to model and simulate the solar power
system consisting of a PV module. Since the Simulink
basic components, which provide classical block dia-
gram simulation approach, does not support algebraic
states, they introduced a weak dynamic as a short
transport delay to their model. Villalva, Gazoli and
Filho [3] proposed two simulation scenarios based on
equivalent electrical circuits, to simulate the PV mod-
ule. The proposed scenarios in [3] employ the SimPow-
erSystems that is one of the Simulink toolboxes for
acausal simulation to overcome the algebraic loop in-
troduced by the PV module. The acausal simulation
needs the system to be modeled as differential algebraic
equations (DAE). Petcut and Dragomir [4] introduced a
first-order differential equation associated to the original
algebraic equation of the PV module. They proved that
the equilibrium point of this differential equation and
the solution of the algebraic equation are exactly the
same. Introducing this differential equation, they mod-
elled and simulated a PV module with Simulink basic
components. Carrero, Amador, and Arnaltes [5] simply
fed back the output current of the PV module that intro-
duces algebraic loop. Guasch and Silvestre [6] proposed
a comprehensive model for lead-acid batteries along
with an equivalent electrical circuit appropriate for
simulation. However, their model needs an acausal
approach to be simulated because of proposed algebraic
loops. Moreover, they introduced a linear interpolation
to simulate the mode transition period without consider-
ing it as a multi-mode (or in general hybrid) system.
Tremblay and Dessaint [7] employed the Simulink
SimPowerSystems toolbox to propose an acausal simu-
lation of the lead-acid battery.

Due to the presence of algebraic constraints, the
standalone solar power system cannot be decomposed
into a chain of blocks with causal interaction and it
requires being simulated employing an acausal approach
[8]. Moreover, the different modes of operation intro-
duced by battery cause discontinuity points in overall
system mathematical model and classify it as a hybrid
system [9]. In this paper, a mathematical model of the
standalone solar power system is proposed as HDAEs.
The Modelica is employed to create an acausal model of
the system and the developed model is solved using a
general purpose solver. The results of the simulation
have been compared with information available in the
PV and the battery datasheets provided by the manufac-
turers that indicate good accuracy.
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An outline of the paper is as follows: In the next sec-
tion, the mathematical models of the system compo-
nents are presented. Section 2 provides the employed
simulation method as well as an overview of the devel-
oped Modelica model. The results and their validations
are discussed in Section 3. Finally, Section 4 presents a
conclusion of the study.

1 Solar Power System
Mathematical Model

1.1 PV Module and PV Array

A PV cell is a P-N junction that is typically modeled
with an equivalent electrical circuit [10]. Figure 2 illus-
trates a singlediode equivalent electrical circuit of a PV
cell, which is also applicable to model a PV module.
The PV module consists of several PV cells connected
together in series. A PV array, which is a combination
of several photovoltaic modules in series and parallel
arrangement, can be modeled with the same circuit, too.
There are six electrical parameters in this model, name-
ly, the stray capacity C that can be neglected, the ideali-
ty factor of the diode np, the photocurrent Iy, the re-
verse saturation current of the diode I, the series resis-
tor R, and the shunt resistor Rg,. While the series resis-
tor Ry is the sum of structural resistances, the shunt
resistor Ry, represents the leakage current [11]. There
are prior researches to estimate the electrical parameters
from the PV module information available in datasheet
[3], [11], [12]. Through this study, it is assumed that the
equivalent electrical circuit of the PV module has al-
ready been identified using one of these methods. In
Figure 2 applying the Kirchhoff current law (KCL) to
the junction point of these two resistors gives the char-
acteristic equation of the PV module, which is a nonlin-
ear transcendental equation, as follows:

Voo + Rsly, q
Lo=1,—1 {ex (u )_1}_
po =l TP\ NS KT, 0
3 Vou + Rslpy
Rsh '
where 1, and [, are, respectively, the output voltage

and current of the PV module and all other symbols are
defined as follows:
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e g  The electron charge (1.60218 - 1071%)

e K The Boltzman constant (1.38066 - 10723)

e N,  The number of the PV cells in series as the PV
module (-)

e T.  The current amount of the PV cell temperature

()

The photocurrent I, and the reverse saturation cur-
rent of the diode I, are calculated with (2) and (3) based
on available parameters in the datasheets and the esti-
mated electrical parameters [3], [13]. The performance
of different PV modules are measured at a standard test
condition (STC), which is defined as follows:

e The cell temperature of 25C
e The Global solar irradiance of 1000(W /m?)
¢ Air Mass of 1.5

Figure 3 shows the PV current-voltage (I —V)
curve indicating the maximum power point (MPP). The
MPP varies due to changes in operating conditions (i.e.
the solar irradiance and the cell temperature) and re-
quires being followed by a MPPT algorithm:

Rs + Ry,
ph:(

S
R Isc,stc + kI (Tc - Tc,stc)) (2)
sh

Sstc
Isc,stc + kI (Tc - Tc,stc)
% + ky(T, —T, 3
Xp( oc,stc V( c c,stc) L) -1 (3)

IO=

ngNg KT,
where:

e I;csec  The short-circuit current of the PV module at

the STC (A)

ok The temperature coefficient of the short-
circuit current (A/C)

o ky The temperature coefficient of the open-
circuit voltage (V/C)

S The current amount of the solar irradiance
(W/m)

e Sg¢c  The amount of the solar irradiance for the
STC (W/m)

e T.stc The amount of the cell temperature at the
STC (K)

e Vocste The open-circuit voltage of the PV module at
the STC (V)

The PV array of the solar power system introduces
an algebraic nonlinear constraints between Vpy, and Ipy,
i.e., none of these variables are among degrees of free-
dom and the former is an algebraic state.

Figure 2: The single-diode equivalent electrical circuit of a
PV module.

1% charactrishic of PY module

Isc
Trmpp oo T -

PY Currant (&)

Isc : Shor-Circuit current
Yoc : Open-Circuit voltage
MPP © Maximum Power Point

Ympp Yoo

PV Voltage (V)

Figure 3: The I — V curve of the PV module for the STC.

1.2 Boost-type DC-DC converter

The boost-type DC-DC converter is one of the converter
options which is implemented based on the switching-
mode circuit technology containing at least one energy
storage and two semiconductor switches. However, in
the ideal case a single-pole double-throw switch can be
used. Figure 4 illustrates the electrical circuit for a
boost-type DC-DC converter with an ideal switch.

Middlebrook and Cuk [14] proposed a state-space
averaging approach to model the boost-type DC-DC
converter. They suggested two i; and v, states for the
continuous conduction mode (CCM) in which the in-
stantaneous inductor current is always greater than zero.
According to the proposed approach there is a state-
space system for the converter at each state of the
switch and the overall state-space model is the weighted
average of these two models. The weighting factor is
switching duty-cycle (D) as the only manipulating con-
trol signal. The switching duty-cycle is the duration of
time that the circuit remains in each state. Equations (4)
and (5) provide the average model of the boost-type
DC-DC converter using ideal switch and diode.
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1.3 Lead-acid battery

There are different types of batteries applicable for
backup/storage of the solar power system. The authors
in [15] [16] presented a comprehensive reviews and
comparisons of different battery technologies for the
renewable energy applications. The battery introduces
an algebraic constraint between V},; and I, where the
former is an algebraic state.

Ry SWidca)

Control

Figure 5: The electrical circuit of the boost-type DC-DC
converter with an ideal switch.

Battery valtage

a Tima

Figure 6: Different working zones of the lead-acid
batteries.

Figure 5 illustrates a complete operating cycle of the
battery starting from the charging zone up to completely
being discharged, i.e., the exhaustion zone [6]. In Figure
5, it can be seen that the battery is a multi-mode compo-
nent introducing discontinuity to the system. Tremblay
and Dessaint [7] proposed an equivalent electrical cir-
cuit (Figure 6) as well as the following hybrid mathe-
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matical presenting two modes of operation, namely,
charging, and discharging:

Vbat
( Vo = Rlpge + Vexp —
P
Cmax — Charge g
PlCmax
— I — chare
charge + 0.1C,qx bat mode=charging, "
=
Vo = Rlpar + Vexp +
Pl Cmax
—————¢h
charge — Cpgy 19 T
P,C . .
C}mrge—m_axcm Ipar mode=discharging.
_ ( charging Lyt <0, e
mode = {discharging Ipar > 0.
dcharge 1 .
t)= Lyt (). (®)
dt ( ) 3600 bat( )
AVerp
t) =
O
( P, | .
{ 3600 |Ibat|(P3 - Vexp) mOdBZCharglng’ ( )
= P2 . |
k_ 3600 |Ibat|Vexp mOde=dlschargmg,

where V,; and I, are the voltage and the current of
the battery, respectively. The parameters P, — P; are the
experimental parameters requires being identified for
each type of the battery and V,,, (V) models the expo-
nential behavior of the battery voltage during the mode
transition period. While the current direction varies
instantaneously, the voltage of the battery changes with
an exponential factor after the mode transition. The
Cinax 18 the maximum amount of the battery capacity
(Ah), Ris the internal resistor of the battery
(Q), charge(Ah) is the actual battery capacity, and V;
is the battery constant voltage (V).

2 Simulation

According to the block diagram approach for modelling
and simulation, the system is decomposed into distin-
guished blocks with causal interactions. In a sequential
procedure starting from the first block through all oth-
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ers, the simulator calculates output values with respect
to the inputs and then feeds the outputs to the next block
as their input variables. Although it is a straightforward
approach, it still suffers from several drawbacks. In
order to decompose a system into a chain of causal
interacting blocks, the system must have just the differ-
ential states coupled with algebraic equations to calcu-
late the outputs. In other words, it must be a system of
ordinary differential equations (ODE) and any algebraic
equation has to calculate only an algebraic variable that
is a degree of freedom. However, most of the electrical
and mechanical systems introduce algebraic states. An
algebraic state is a state of the system which is restricted
with an algebraic equation. Any system consisting of
algebraic states, which are modeled with DAEs rather
than ODEs, requires being simulated employing an
acausal approach.

Despite a causal model which expresses an algo-
rithm to calculate the variables, the acausal modeling is
a declarative approach in which individual parts of the
model are directly described as equations that are in

maodel HRES_SolarSystem

Modelica Blocks. Sources. Constant Sx(k = 300.0);
Muodelica Blocks. Sources. Constant Tx(k = 298.15);
Modelica. Electrical. Analog. Basic.Ground ground:
HRES. PVAmay pvarray(Npvp = 10);
Modelica Blocks. Sources. TimeTable DutyCycle(table = [...]);
Modelica Blocks. Sources. Step ramp(startTime = 5, offset = 10,
height = -6);
Modelica. Electrical. Analog. Basic. VariableRe sistor load:
HRES. BoostConverter converier{R1 = 0.001, Rc = 0.3, L = 0.0005,
C = 0.005);
HRES. Lead AcidBattery batteryl:
HRES. Lead AcidBattery battery2:
HRES. Lead AcidBattery battery3:
HRES. Lead AcidBattery battery4:
equation
connect{Tx. y,pvarray. Tx );
connect(Sx.y.pvarray. Sx);
connectipvarray.n, ground.p);
connectipvarray.p,converter.pl);
connecticonverter.n 1, ground. p);
connecticonverter.n2, ground. p);
connect{ Duty Cy cle.y.converter.[);
connecticonverter.p2, load.p);
connect{ramp.y.load R);
connect(load. n,ground.p);
connecticonverter.p2, battery 1.p);
connectibattery 1.n.battery2.p);
connectibattery2.n.battery3.p);
connectibattery3.n.battery4.p);
connect(battery4. n.ground.p);
end HRES_SolarSystem;

Figure 7: The first Plane of the Modelica Codes Modelling
the Solar Power System.

general HDAEs. An HDAE represents both continuous-
time (either differential or algebraic) and discrete-time
behaviors [9]. Although there are general purpose nu-
merical HDAE solvers such as tools in [17], [18], [19],
the acausal modeling still needs to be described with a
programming language. Modelica [20], which is an
object-oriented and equation-based language providing
the capability to model the hybrid systems [21], is an
option to describe complex systems using an acausal
approach. Among a number of available implementa-
tions of the Modelica compiler, the OpenModelica plat-
form [22] has been selected for this study chiefly be-
cause it supports more features of the Modelica lan-
guage comparing with the others. The platform trans-
lates the Modelica descriptions into a flat model in the
form of HDAESs, then generates C or XML code from
the flat model. The compiled model is simulated using
the integrated DASSL that is a general purpose HDAE
solver [19].

class LeadAcidBattery

equation
chargeState = if noEvent(ibat < 0) then true else false;
der(charge) = 1,/3600 = ibat;
der(Verp) = if chargeState then
P2/3600 = abs(i) » (P3 — Vezp)
else —( P2+ abs(i)) /3600 = Verp;
when change(chargeState) and pre(chargeState) then
tmp = if not chargeState then
pre(vhat) — V0 — R+ pre(ibat)—
(P6 + Cmazx)/(Cmax — pre(charge)) = pre(charge)—
(PG Cmaz)/(pre(charge) + 0.1 * Cmazx) * pre(ibat)
else O;
reinit{Vezp, tmp);
end when;
soc = 1 — charge/Cmax;
wvhat = if chargeState then
VO — R+ibat — (P1+ Cmazx)/(Cmar — charge) = charge—
(P1* C'mazx)/(charge + 0.1 = Cmazx) = ibat + Vezp
else V 0— Rsibat—(Pl=Cmar)/(Cmaz—charge )xcharge—
(P1* Cmaz)/(Cmazx — charge) = ibat + Verp
end LeadAcidBattery:

Figure 8: A summary of the lead-acid battery Modelica
class.

Figure 7 shows the first plane of the developed Modeli-
ca codes that models the standalone solar power system.
From Figure 7, it can be seen that the proposed model
consists of a PV array connected to a resistive load
through a converter.
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e

A battery bank including four lead-acid batteries is
employed to prevent power fluctuations. All these com-
ponents are also modeled as separate classes of the
Modelica language. For instance, Figure 8 summaries
such a model for the lead-acid battery and its multi-
mode operation.

3 Results, Validation and
Discussion

The proposed model is used to simulate a solar power
system consisting of an array of the Kyocera KC200GT
PV modules [23] and a bank of the Panasonic LC-
R127R2PG lead-acid batteries [24]. The authors in [3]
and [7], respectively, presented the identified electrical
parameters of the PV module and the lead-acid battery
that are used in this study.
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Figure 9: The simulated current-voltage curve of the
KC200GT PV module at the STC.

Figure 9 shows the simulated current-voltage (I — V)
and power-voltage (P — V') curves of the KC200GT
PV module at the STC condition. It is observed that the
proposed model predicts the curve very close to the
empirical data provided by the manufacturer (the circle
markers). The simulated MPP is in the same position of
the experimental point as well.

Figure 10 illustrates the simulation results of the LC-
R127R2PG lead-acid battery [24] for a full cycle as in
Figure 5 that is a cycle of charging, over-charging, satu-
ration, discharging, overdischarging, and exhaustion
zones. While the battery is being charged for 100
minutes, it is discharged afterward. It also indicates that
after 25 minutes it enters into the over-charging zone.
Discharging with the current of 7.2A in average, it takes
around 35 minutes for the battery, which matches with
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the information available in datasheet [24], to reach the
cut-off voltage that is around 10.2V.
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Figure 10: The simulated (a) battery voltage, (b) battery
current, and (c) the SOC of the battery.

The solar power system is simulated using the proposed
model for the following scenario:

¢ Simulation duration is 10 minutes.

e The solar irradiance is 1000W /m? and the cell tem-
perature is 25°C.

The PV array consists of 10 connected KC200GT PV
modules in parallel arrangement.

The battery bank consists of 4 connected LC-
R127R2PG lead-acid batteries in series arrangement.
The manipulating control signal changes according to
a stepwise pattern.

The load demand suddenly increases att = 5.

After 6 minutes the generated power by the PV array
declines.

In Figure 11, it can be seen that the battery absorbs
excess energy when there is and provides the deficit
energy when the PV module cannot provide adequate
energy. For the first 5 minutes, the generated power is
more than load demand and the battery, which absorbs
the excess energy, is in charging mode.




A Dizgah et al.

Acausal Modeling and Simulation of a Solar Power Systems

The load demand suddenly increases to more than
the generated power at t = 5 minutes that switches the
state of the battery, which now provides the deficit
energy, to the discharging mode. Att = 6 minutes the
battery provides more power because the generated
power by the PV array declines even less due to manip-
ulating of the control signal. Figure 11 illustrates a pow-
er loss of around 10% in the DC-DC converter, which is
the difference of the power generated by the PV array
and the sum of the load and the battery powers, chiefly
because of the internal resistance of the coil.

Finally, Figure 13 depicts the variation of the battery
bank current during the simulation period. While it is
less than zero, which means the battery bank is in charg-
ing mode, before the time = 5 minutes, it suddenly
becomes greater than zero after entering in the discharg-
ing mode. The small step changes are due to variation in
the control signal causing changes in the harvested
energy from the PV array. A load demand increase at
t = 6 minutes causes a sharp climb of the battery bank
current that matches the power variation in Figure 11.
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Figure 11: The simulated battery, load, and PV powers.

Figure 12 illustrates the details of battery bank. It is
observed that during the period of charging of the bat-
tery bank (time < 5 minutes), the voltage and the
SOC of the battery bank increase continuously. Howev-
er, the voltage of the battery suddenly falls at t = 5
minutes to the nominal value by the transition from
charging mode to discharging mode. There is another
step change at t = 6 minutes as the result of decreas-
ing the generated power by the PV array (Figure 11).
The SOC also declines moderately after t = 5 minutes
since the battery is being discharged.
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Figure 12: The simulated SOC and the voltage of battery
bank.
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Figure 13: The simulated battery current.

4 Conclusion

This paper proposes an acausal model, which is based
on the HDAE, to simulate the solar power system. The
proposed model presents the nonlinear algebraic con-
straints, which are introduced by the PV array and the
battery, as DAEs. Moreover, it models different modes
of the battery operation as a hybrid system. The Modeli-
ca language is employed to describe the system as an
acausal model organized as separate Modelica classes
for different components. The OpenModelica environ-
ment as an integrated modeling and simulation Modeli-
ca tool-set is used to simulate the system with the
DASSL general purpose integrator. The PV array and
the lead-acid battery bank are separately simulated and
validated with information available in datasheets that
show very good accuracy. The whole solar power sys-
tem is also simulated and discussed thoroughly indicat-
ing accurate prediction of all the system behaviors in-
cluding mode transitions. The highest level Modelica
codes as well as a summary of the battery Modelica
class are presented.
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Abstract. Telemark University College is offering a mas-
ter degree program called ‘Systems and Control Engi-
neering’. Most students of that program have a back-
ground in either electrical, mechanical, control engineer-
ing or a combination of those. Since Norway covers
about 99% of its electrical energy demand using hydro-
electric power plants it is natural to also educate master
students in the subject of hydro power systems.

About three years ago the Telemark University Colleges
started a cooperation with the Norwegian power com-
pany ‘Skagerak Energi' in order to offer real-life projects
for students and to establish a new teaching course for
second year master students called ‘Modelling and Simu-
lation of Hydro Power Systems'. That course teaches the
students the basic principles of hydro-electric power
generation starting the prediction of precipitation “down”
to the distribution of electrical power in the grid with
other loads and consumers connected to it.

This paper presents the teaching approach we have
taken so far and our evaluations of opensource tools to
be used within the ‘Modelling and Simulation of Hydro
Power Systems’ course. The evaluations were also fo-
cused on possibilities of scripting model simulations.

1 Teaching Hydro Power
Systems

1.1 Overview

Teaching hydro power systems gives one the great op-
portunity to deliver combined knowledge of at least
three major engineering domains:

¢ Mechanical engineering
e Electrical engineering
¢ Control engineering

In detail the course deals with:

¢ Formulation of mathematical models across different
physical domains (e.g., mechanical, electrical, hydro-
logical).

e Introduction to the object-oriented modelling lan-
guage Modelica.

¢ Development of a simple hydro power plant model
which can be extended to more complex and accurate
models.

e The benefit of using object orientation when imple-
menting such models, with special emphasis on how
the model can be gradually extended.

We use the modelling language Modelica which was
especially designed for models which contain compo-
nents from different physical domains. The benefit of
using Modelica in teaching are for example:
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Openness. Students can look at the exact equation
based mathematical description of physical systems.

Multi-domain nature. In Modelica it is possible to
connect the different domains (e.g., electrical, mechani-
cal, control) within one model in order to get close rep-
resentation of the real physical system.

Object-orientation. This Enhancing models in a
“top-down” manner is very simple. This means students
can start working on simple models and increase the
level of detail later on.

1.2 Using modelling and simulation in
projects

After having learnt about the mathematical and physical
theory of hydro power systems, students can now apply
that knowledge in working on operational studies.
Those studies consist normally of real-life problems
which need to be solved. In the past our students have
for example worked on “Modelling and Optimisation of
Deviation in Hydro Power Production™[1] and “Stability
Analysis of AGC in the Norwegian Energy System”[2].
In the latter example it was especially important to use
scripting and optimisation tools.

2 Modelling Tool Chain used so
far

2.1 The modelling language Modelica

Modelica is a unified object-oriented language for sys-
tems modelling. It is developed by the Modelica Asso-
ciation which was founded in 1996 and consists of
members from industry, university and rersearch organ-
isations.

The Modelica Association also develops the free and
open-source Modelica Standard Library (MSL) which
is currently at version 3.2 and consist of 1280 non-trival
models and 910 functions. The MSL makes it possible
to generate models of complex systems in a simple and
quick manner.

Since Modelica is especially suitable for multi-
domain modelling and also because of the transparency
of its models we decided to base our ‘Modelling and
Simulation of Hydro Power Systems’ course on this
powerful modelling language.
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2.2 The modelling tools

In the course so far, we were using the commercial
modelling tool Dymola. There are several reasons for
this. One is that our students are mainly engineering
students with little programming background. Since our
hydro power systems course should mainly concentrate
on the modelling and simulation tasks and not so much
on the programming side we needed something that the
students are comfortable working with and can learn
within a reasonable short period of time. Basically this
means that we needed a Modelica tool that allows to
edit models graphically in a drag-and-drop manner
rather than doing textual programming.

Another reason was that for the course we also liked
to demonstrate the real power of Modelica with detailed
models of a complete hydro power system. For this task
we came across the HydroPowerLibrary which in-
cludes such complex models and easy to use examples.

2.3 Example from the HydroPowerLibrary

A typical example that the students model in the end of
the course is a complete hydro power system as depict-
ed in Figure 1 consisting of:

¢ Reservoir

o Waterway

e Turbine with turbine regulator
¢ Generator

e Power grid
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Figure 1: Screenshot from a HydroPowerLibrary ex-

ample modelled in Dymola.
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With such a model one can investigate the process of
synchronising a generator that is driven by water turbine
to the grid and then look at the power balance.

There are a lot of interesting aspects that the students
can look into. E.g.,

e How aggressive should the turbine controller be?

e When can the electrical connection between the elec-
trical generator and the electrical grid be made?

e What happens when it comes sudenly to a load
change on the electrical grid?

And those are just some of the many scenarios that one
can simulate with this model. One thing all of the dif-
ferent simulation scenarios have in common though is
that one would like to automate the simulations with
variations of some parameters, i.e., doing parameter
sweeps.

2.4 Drawbacks of the commercial tools

Especially the automation of several simulations is
something where Dymola was kind of weak or cumber-
som to use. Also at this point the engineering students
begin to see why it might be necessary and more con-
venient to be able to use a scripting language.

One of the most powerful scripting languages is Py-
thon. Unfortunately, the tool Dymola provides neither a
convenient to use own scripting language nor does it
provide a direct interface for Python. That is why we
started to look at alternatives.

Another drawback, we as an academic institution
see, is that students should be learning to use tools that
they will also be able to use after they finished their
degree at our university college. This might be a kind of
moral aspect but a valid one none-the-less since many
of our students come from countries where they basical-
ly can not afford to buy a licence (even when working at
a company). It is also important for the students to be
able to reproduce the results of their project and study
work without restrictions after they have left higher
education.

3 Going Open-Source in
Modelling and Simulation

Using Modelica as an open modelling language is only
the first step. We now looked into open-source tools that
allows us to create the models in a convenient way,
execute the simulation and do post-processing and op-
timisation. The most advanced open-source Modelica
modelling and simulation tools are currently OpenMod-
elica and JModelica.org.

First we looked at OpenModelica which already
provides a graphical editor called “OMEdit”. Unfortu-
nately that editor did not appear to be all that stable at
the time of writing so we concentrated more on the
script interface. Here OpenModelica provides the possi-
bility to use MetaModelica, a special language that was
developed not just for scripting but also programming
the compiler itself [3]. As of version 1.8.1, OpenModel-
ica also provides a beta version of Python Scripting.

JModelica.org is heavily reliant on Python and the
whole simulation routine is controlled by using Python.
Also does JModelica.org use the FMI standard [4] that
offers the possibility to use exported models from other
simulation tools. Thus we decided to start testing JIMod-
elica.org at first and wait with OpenModelica until the
Python interface has become more mature.

Though not yet feature complete when it comes to
the Modelica Language Specification [5] both tools are
already powerful enough to simulate hydro power sys-
tems. However the remaining part of the paper shall
present the experiences we made with IModelica.org.

3.1 Simplifying the models

The first thing we tried was exporting a HydroPower-
Library model as a FMU and then later importing this
into JModelica.org. Unfortunately this was not possible
and we concluded this was possibly caused by either a
nonstandard export on the one side or a not fully im-
plemented import functionality on the other side.

However we continued with loading a simple Hy-
droPowerLibrary model directly. Again this failed
because of lacking support of certain functions used in
the HydroPowerLibrary model.
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In the end we decided to build a very simplified
model that represents the functionality of a hydro power
system consisting of a turbine and generator equivalent
that is controlled by a turbine controller and is that then
synchronised with the grid.
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Figure 2: Screenshot of a simple system.

The SimpleSystem is depicted in Figure 2. The idea
for this model is that one can look at the turbine and
generator unit as torque source hpTorque that is used to
accelerate their inertia hpInertia. The before an elec-
trical generator can be connected with the electrical grid
it needs to be synchronised. The process of synchronisa-
tion consists for several prerequisites:

¢ Same direction of rotation
¢ Same voltage level
¢ Same frequency

Now the simple model can only be used to simulate the
frequency difference and the direction of rotation, i.e.,
the run-up of the generator. But this is actually suffi-
cient for quite a lot of case studies.

When we only look at the active power balance then we
can think of the electrical grid as a large inertia
gridInteria. If the generated power and the load
power are in balance then the grid inertia rotating at a
constant frequency of S0Hz. Any electrical load can be
represented via the loadTorque that can be calculated
by:

T, = ——4m (D

where T,; stands for the electrial torque, P,; for the
electrical power and w* for the specific rotational veloc-
ity (depending on the number of poles in an electrical
generator the angular velocity can vary and needs to be
taken into account when calculating the rotatonal energy)
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The last central component in the SimpleSystem is
the synchronisation switch which is represented by a
mechanical clutch SyncSwitch which closes when the
frequencies of the generator and the grid are near
enough. In this case we are starting to close the “switch”
when the frequencies are within 1Hz of each other.

3.2 Simulation with JModelica.org

The simplified system from Figure 2 could almost be
loaded into JModelica.org. The only thing that we
needed to fix was that JModelica.org did not cope with
some of the more advanced initialisation options used in
the clutch model but not actually needed in our case.
Error messages that we needed to fix were:

The binding expression of the variable in-
itType does not match the declared type of
the variable

and
String variables are not supported

The simple solution was to simply remove those parts
from the models used from the Modelica Standard Li-
brary. This is best achieved by doing as so called “save
total” of the model and then manipulating the used
models there. The following script will then generate a
successful simulation of the SimpleSystem in JModeli-
ca.org:

# Import the function for compilation

# of models and the FMUModel class

from pymodelica import compile fmu
from pyfmi import FMUModel

# Import the plotting library
import matplotlib.pyplot as plt

# Define model file name and class name
mofile = ’SimpleSystemTotal.mo’
model name = ’‘SimpleSystem’

# Compile model
fmu_name = compile fmu(model name,mofile)
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# Load model
grid = FMUModel (fmu_name)

# Simulate the moadel/

res = grid.simulate(final time=600)
f gen = res[’'wToHz.y']

f grid = res[’gridInertia.w’]

t = res['time’]

# Generating the Plot

plt.figure (1)

plt.title(’Synchronising a generator’)
plt.ylabel (' Frequency [Hz]')
plt.xlabel ('Time [s]’)

plt.plot(t, £ gen, t, f grid)
plt.grid()

plt.show()

and the resulting plot can be seen in Figure 3.
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Figure 3: Simulation result from JModelica.org

3.3 Scripting and Optimisation

Now that we can run a simulation an extension for do-
ing a parameter sweep can be easily achieved. It follows
a variant of the previous simulation script only this time
we run several simulations after each other in order to
see the effect of having different hydro plant powers
available (in the range of 40MW...140MW):

# Import the function for compilation

# of models and the FMUModel class

from pymodelica import compile fmu
from pyfmi import FMUModel

# Import the plotting library
import matplotlib.pyplot as plt

# Import numpy
import numpy as np

# Define model file name and class name

mofile = 'SimpleSys
model name = ’Simpl

# Compile model

fmu name = compile_

# Load model

temTotal.mo’
eSystem’

fmu (model name,mofile)

grid = FMUModel (fmu_name)

# Define initial conditions
p_var = 10

p_min = 40e6

p_max = 140e6
turbine gain =

np.linspace(p_min,p max,p var)/

(2*np.math.pi*50)

# Setup of plot
plt.figure (1)
plt.hold(True)

plt.title(’Synchronising a generator’)
plt.ylabel (' Frequency [Hz]’)

plt.xlabel (‘Time [s

1)

# Running the different simulations
for i in range(p_var):
# Set initial conditions in model
grid.set (’turbineGain’, turbine gain[i])

# Simulate

res = grid.simulate(final time=600)
# Get Simulation result

f gen = res[’'wToHz.y']

f grid = res['gridInertia.w’]/

(2*np.math.pi)
t = res['time’]

plt.plot(t, £ gen, t, £ grid)

plt.grid()
plt.show()
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Using this code we will get a plot like shown in Fig-
ure 4 where the different rising graphs represent the
frequencies of the accelerated turbinegenerator unit. For
example can one see that the starting power of F,, =
40W is in this case not enough to bring back the grid
frequency to SOHz.

Synchronising a generator

50.5 Frpr—"
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Figure 4: Simulation result of a simulation sweep with var-
ying Py, = [40 ... 140]MW.

4 Conclusion

Our study has shown that is possible to simulate Hydro
Power Systems with open-source tools that also allow
for convenient scripting. However the there is still room
for improvement both, on the compiler side in order to
support more Modelica models, especially from the
Modelica Standard Library. The other thing that is actu-
ally still lacking (but in development) in JIModelica.org
is a graphical editor. Without such a tool it will be hard
to convince engineering students of the benefits and
possibilities of Modelica and its rich modelling poten-
tials. The scripting itself is thanks to Python very easy
and quick to learn and the produced plots are thanks to
Matplotlib also more advanced aswhat Dymola would
be able to produce. To be honest, the open-source tools
are not quite mature enough to allow us to completely
switch our courses away from the commercial solutions
we are currently using. But at least for student projects
(i.e., where students can invest more time and energy)
those offer a very interesting alternative and we are
definitely continuing the evaluation as the tools keep
improving all the time.
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Abstract. A new method was developed for determina-
tion of radiated temperature asymmetry. Application of
the method resulted in more accurate data, where the
plane dividing the two half spaces of the surface element
at the test point separates the thermally active (coldest
and warmest) surfaces in all cases and determines the
irradiation factor through drawing. The present method
of asymmetry calculation enables a more accurate calcu-
lation of the ‘one side radiation asymmetry’ parameter
and provides a further characteristic parameter of the
comfort of rooms in case of cold and warm surfaces
being within the same plane.

Introduction

Former calculation procedures of radiation temperature
asymmetry are only of approximate validity because of
the fixed, i.e. vertical or horizontal position of the plane
separating the two half spaces and because of the fact,
that in practical calculations the room terminating surfac-
es beyond those being thermally active and their tempera-
tures are taken into account with their average values [1].

A new method has been developed for determination
of radiation temperature asymmetry “giving a result
more closer to the reality”, where the plane dividing the
two half spaces of the surface element at the test point
separates the thermally active (coldest and warmest)
surfaces in all cases and determines the irradiation fac-
tor through drawing [2].

The present method of asymmetry calculation enables
a more accurate calculation of the “one side radiation
asymmetry” parameter defined by us and being a further
characteristic parameter of the comfort of rooms in case
of cold and warm surfaces being within the same plane.

Using the Maple computer algebra system there are
several possibilities to simulate the radiation asymmetry
values in space.

1 Educational Aspects

In the engineering education the students always ask
about the usefulness of learning Mathematics. The ques-
tion is usually justifiable because of the themes of basic
Mathematics courses. The lack of time and the weak
pre-education of the freshmen students only a few engi-
neering applications are mentioned during the main
courses. The solution of a complex engineering problem
needs the knowledge of those kinds of — mainly numeri-
cal — methods, which are not taught in the courses of
Mathematics.

The next model uses only a very few mathematical
concepts. These concepts are taught in the first semester
of all engineering courses. If there are any possibilities
to get to know the elements of a computer algebra sys-
tem, the simulation of heat radiation asymmetry is a
good example to bring Mathematics closer to the engi-
neering students.

2 Problem Definition
2.1 Analytical description

The radiation temperature asymmetry in a given room,
in a given test point is the difference of the radiation
temperature of the two half spaces, where the space is
separated into two half spaces depending the shape and
the place of the test body:

Aty = |trad,1 - trad,zl )

where At, is the radiation asymmetry (°C), t,qq,, is the
radiation temperature of the i-th hemisphere (°C).
The radiation temperature is the temperature of the
surrounding surfaces at which the irradiative heat ex-
change of a body is the same, as the irradiative heat
exchange of the different platforms.
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The equation of the radiation temperature for a half
spaces as follows:

2)

where @;; is the irradiation coefficient of i-th surface
toward j-th surface, n is the number of surfaces in the half
sphere, T is the temperature of the j-th surface in K.

For the calculation of radiation temperature asymmetry
we have to determine the irradiation coefficients of the
different boundary surfaces with different temperature
from complicated equations.

In the case of different surface temperatures carrying
out the calculations is very complicated, and if we get
into account the great number of test points in a room,
such as this procedure is rather time-consuming.

2.2 Geometrical constructional process

This constructional process uses the hemisphere shape
space above the elemental surface to determine the
irradiation coefficient (Fig. 1).

By

da,

Figure 1: Determination of the irradiation coefficient
of dA; elemental surface to A; surface
in a two dimensional model.

In the first step in this process we generate a so called
radiation hemisphere above the elemental surface,
which is a semicircle in the two dimensional model. The
dA, elemental surface is the geometrical centre of the
basic surface. The radius of the sphere is arbitrary, in
our calculation is equal to 1. In the next step we project
the A, surface across the semicircle into the basic plane.

Figure 2: The dA; elemental surface irradiation coefficient
determination in the three dimensional model.
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The geometrical constructional process for determi-
nation of radiation coefficient in three dimensional
cases is shown on the Fig. 2. The arbitrary corner ele-
ments of a room are projected to the hemisphere first,
and the intersections and arcs are projected orthogonally
to the circle shape basic surface in the next step.

3 Application of Geometrical
Construction Process

We used the geometrical process in a special case,
where the plane, which divides the space, divides the

two surfaces with extreme temperature as well.
_B_ wamn surface

A( ~—.cC
D

K
" P radiation
K = hemispheres
~G

Fe™ |
; ~cold surface

Figure 3: The plane which divided the space into two half
spaces.

The plane which divides the space into two half spaces
is defined by the observation point P and the K; and K,
middle points of EI and CH sections.

Our goal was to develop a computer simulation,
which can determine and visualise the radiation asym-
metry values. The used Maple computer algebra system
is able to visualise the steps of the construction, to visu-
alise the results and calculate the irradiation coefficients
in as many points as we want.

For the calculation we used only the elements of el-
ementary vector algebra (equation of plane, line, deter-
mination of intersection of line and plane, equation of
the sphere, territory of the rectangle).

For modelling mathematically the procedure, the marks,
what will be used in the following part are:
ab,cdefghp are the radius
A,B,C,D,E,F,G,H,P points, respectively.
The steps of the process as follows,

vectors  of

e Determination of plane equation through the

K, K,, P points:
n(r-p)=0 A3)
where n= ﬁ;xPKz and r is the radius vector of the

arbitrary point of the plane. The equation of the sphere
with radius R, and centre P:

(r-p)f=R? (4)
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e Projection of the cold and warm active surfaces
and the boundary walls to the sphere
(A'B'C'D’points): For A’point firstly the
equation of AP line is written down:

r=p+t@@a-p), teR %)
The point A’ is the intersection of (4) and (5).

e The spherical projected points projection to the
K K,P plane ( A’'B"C’D” points):

Such as A” point it is the intersection of the plane (3)
and line, which is orthogonal to this plane and go
throughto A’ .

area(A’B"C’D")
Rz

e Determination of the ¢@=

values.

e Calculation of the tq; =4

and the At, =t g, —trad,2| values.

Using the Maple computer algebra system we simulate
the radiation asymmetry values in space, in three differ-
ent cases.

3.1 Thermally active surfaces in the same
plane - radiator under the window

In arbitrary observation points of a room we can calcu-
late all irradiation coefficients, not only for the thermal-
ly active surfaces, but for all boundary surfaces as well.

L—
r

Figure 4. Observation plane in the case of radiator under
the window.

The boundary values where the calculations were car-
ried out were as follows: the temperature of the warm
surface was 36 OC, the cold surface had 12 oC, and the
walls had 18 oC. The sizes of the room in meter were
x=4, y=6, z=3. The area of the warm surface (red rec-
tangle) was 2.9x0.5 m2, the cold surface (blue rectan-
gle) was 2.9x1.5 m2.

red 10=Ar, <27
pink §=Ar, <10
kheki 6=<Af, <8
orange 4=Ar, <6
yellow 1=Ar, <4

Figure 5. The radiation temperature asymmetry values

in 0.6 m height.

y turquise 15 <Ar, <17
+*
g EW red 13 Az, <15
) ;“; :5 pink  10=Ar, <13
, kheki  8<Ar, <10
. fz,,gz- ¢

spege o orange 6=Ar, <8
e yellow 4=Az, <6
' E:s magenta 2<Af, <4

Figure 6. The radiation temperature asymmetry values
in 1.5 m height.

In the Figure 5, Figure 6, and the Table 1 are demon-
strated, that closer to the active surfaces the asymmetry
values increase. The values are in °C. For humans these
high values mean discomfort feeling. From this reason, it
is not useful to place the bed or the desk close to the
window.

At, (°C)  2=0.6

X y=0.9 y=18 y=24 y=3.6 y=4.8 y=57
06 211 543 584 672 1250 24.73
1.2 405 516 571 731 1388 26.70
18 487 518 560 748 1534 24.06
24 466 515 559 7.38 1441 2242
30 308 502 565 696 1212 2372

36 621 511 625 716 940 16.63

Table 1. Each figure and table caption is to be put below
the figure, typeset like this caption. Insert each
table inline and compose good, comprehensive
captions.

3.2 Thermally active, parallel surfaces

In this case the thermally active, parallel surfaces are on
the opposite side (cold glass wall and wall-heating on
winter time or warm glass and cooler on summer time).

In Fig. 7. and 8. it is shown that the absolute values
are much more smaller, then it were in the first case,
where the active surfaces were at the same plane. It is
the reason, why the window and the cooler are usually
on the opposite side of a room. The most comfortable
place is in the middle of the room.
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turquise 33=M, =37

‘ red 3.0<Ar, <33
3 T o pink 27< Az, <3.0
, ?‘w\*ﬁ: i:| kheki 24<Ar, <27
o oo orange 21=Ar, <24

' IRRLYZ COAM vellow 18<Ar, <21
e I T I \l magenta 15=MA, <18
C blue 12=Ar, <15

acquamarine 0.7 =Ar, <12

Figure 7: The radiation temperature asymmetry values in
case of parallel active surfaces in 0.6 m height.

turquise 30=Ar, <62
s red 2.7 <Ar, <3.0
5 pink 24=Ar, <27
4 kheki 21=Ar, =24
s orange 18=<Ar, <21
3 PR
2t vellow 15=<Aet, <18
2 =%
- o] magent 12=Ar, =15
-;o:;;—-—r‘;:‘l:‘ o genta o
1 Cypot™ b i blue 09=Ar, =12
[T Y% +eF _4 & .
=3 2 — acquamarine 0.6 <Az, =09
2 gray D1=A¢, <06

Figure 8: The radiation temperature asymmetry values in
case of in case of parallel active surfaces in
1.5 m height.

3.3 Thermally active surfaces in orthogonal
arrangements

In this case warm (heating) ceiling or floor and cold

(cooler) window (winter period), or cold ceiling or floor

and warm window (summer period) are in the studied
room (Fig. 9, 10).

red 150 A¢, =180
pink 125<Ar, <150
kheki 80=Ar, <125
orange 50=Ar, <80
vellow 25=A1, <50
magenta 1.5<Atf, <25
blue 09=Ar, =15
acquamarine 0.6 <Az, <0.9

Figure 9: The radiation temperature asymmetry values in
case of orthogonal arrangement in 0.6 m height.
The values are between 0.6 and 18 °C.

It is interesting to observe, that the values and the dif-
ferences in Fig. 10 are the highest one, nevertheless the
floor heating nowadays are very popular.
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red 15<Ar, <53
pink 135=Ar, <15
kheki 13.0< A, <135
orange 105 =Ar, <130
yellow 9.0=Ar, <105
magenta TS5=Ar, <90
blue 60=Ar, <75

acquamarine 0.6=As, <6.0

Figure 10: The radiation temperature asymmetry values in
case of orthogonal arrangement in 1.5 m height.
The values are between 0.6 and 50.3 °C.

4 Conclusion

According to the newest data of literature [4], [5], [6]
humans feel unpleasant the asymmetrical radiation,
when the differences of the heat stream on different part
of the body are higher than 35-40 W/m’. When the
difference between the temperatures of the surfaces
(ceiling, walls, windows) are higher than 5-6 K, there
are a danger of discomfort feeling.

Our simulations are useable for house planning. The
present values are somewhat different from the values,
which were calculated the earlier used methods [3]. It
does not cause any problem, because we can standardize
the values, and for planning the trends, the fluctuations
are interesting for the comfort feeling.

With help of this simulation there are possibilities to
determine the zones in a room, where the humans feel
themselves much more comfortable.
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Abstract. In his study Aydogdu analyzes the vibration
of axially functionally graded simply supported beams.
The main idea behind his calculation is that the vertical
displacement is supposed to have a special form, which
transforms the Euler-Bernoulli differential equation for
the motion for the lateral vibrations into an exact linear
differential equation which depends on the axial coordi-
nate only. In this paper we generalize the method used
by Aydogdu and determine the largest function class of
the form w(x,r) = F(x) - G(¢) for which the same method
is applicable.

Introduction

Finding closed-form solutions for the vibration and
buckling of the beams has been in the focus of scien-
tific engineering research for a long time. In general
case, to reach this goal appears to be not realistic. Sev-
eral special cases have been examined. A comprehen-
sive summary of the subject can be found in [2]. Further
examples can be found in [3], and [4]. The detailed de-
scription of usage and programming of Maple can be
found in [5] and [6].

1 Basic Model

This article refers to the study of Aydogdu ([1]) in
which the equation of motion for the lateral vibrations
of axially functionally graded simply supported beams
is examined by using the semi-inverse method. The
Euler-Bernoulli differential equation for the lateral vi-
brations of FG beams has the form:

aa; (E(x)J (;;w(x,t)> +pA <§;w(x,t)>) €]

where p is the density, A is the cross sectional area, w
is the transverse deflection, J is the moment of inertia
and E(x) is the elasticity modulus of the beam and t is
the time. The cross section area A and the moment of
inertia J are assumed to be constant.

In [1] Aydogdu supposes that the vertical displace-
ment has a special form w(x,7) = W,, sin(Bx) sin(or)
and points out that the substitution of this form into the
Euler-Bernoulli differential equation above transforms
it into an exact linear differential equation which de-
pends on the axial coordinate only.

The reconstruction of this calculation is straightfor-
ward. Consider the Euler-Bernoulli differential equa-
tion of motion for the lateral vibrations and perform the
partial derivations.

> 3 (B0 (Favisn) +p 4 ($winn) ) =0
> value(%)

5722 (E(x) J<(%22w(x,t)> +2 <%E(x)) J<§T:3W(x,t)> +

+E(x)J (%w(x,t)) +pA <§—;w(x,z)> =0 ”

Next suppose that the vertical displacement is the prod-
uct of two sinus functions, more specifically let

> w(x,t) = W, sin (me> sin(or) 3)

where W, is the amplitude of the vibrations, m is the
half wave number, L is the length and ® is the radial
natural frequency of the FG beam. Introducing the no-
tation 8 = 7 we obtain:
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> algsubs("E = B,%)

w(x,t) = W, sin(Bx) sin(or) )
Substituting (4) into (2) the resulting differential equa-
tion does not depend on the variable 7.

> eval((2),(4)

2
- <%E(x)> J Wy, sin(Bx) sin(wt)—
( d 3. (&)
-2 aE(x)) J Wy, cos(Bx) B sin(ot)+
+E(x) J W, sin(Bx) B* sin(wt) — p Asin(Bx) sin(wt) @* =0

(5)
> expand (W)

- (%5(@) sin(Bx) — 2 (%E(x)) cos(Bx)+

p Asin(Bx) ®>
J B2

(©)

+B2E(x) sin(Bx) — =0

Note that the function w(x,#) in (3) has the form
w(x,t) = F(x)- G(t). This observation naturally raises
the question: how should we choose the functions F'(x)
and G(¢) so that the choice w(x,t) = F(x) - G(t) re-
sults in a differential equation which does not depend
on variable ? In other words, denote the class of all
functions of the form F(x)- G(¢) by C and determine
the largest subset of C whose elements transform the
Euler-Bernoulli differential equation into a DE which
depends on variable x only.

2 Generalization

Proposition 1.
the function

For arbitrary function F(x) and for

G(t) = Asin(ot) + Bcos(wt)
the choice
w(x,t) = F(x) (Asin(wt) + Bcos(ot))

transforms the Euler-Bernoulli differential equation
into a DE, which does not depends on variable ¢.

Proof. Suppose that w(x,r) has the desired form and
substitute it into the Euler-Bernoulli differential equa-
tion.

IR snc 233-4)- 1272013

>w(x,t) =F(x) (Asin(wt) +Bcos(ot)): )

> eval((1), (7))

() 1 (Gar
(g )f(

x)J

(Asin(or) + Bcos(r)) +

)¢
> (Asin(or) + Bcos(t)) + ®
x))

2
(Asin(or) + Bcos(wt)) —
—pAF(x ) ®* (Asin(wr) + Beos(or)) =0

Freeze the subexpression (Asin(wr) + Bsin(wt)) and
divide the resulting equation by Jo , provided o # 0.

> algubs(Asin(wr) + Bcos(wr) = o, (8))

(:—;E(x)) J (;L;F(x)) a+j (%E(x)) J (;ZF( )) at .
+E@x)J (%F(x)) a—pAF(x)0*o=0

> expand(%)

() (for) 2 () ()
+E(x) (%F(@) - w —0
This proofs Proposition 1.

Although this is not in the focus of our investigations
the next proposition determines the general solution of
DE.

Propostion 2. The general solution of DE (10) is

24 _Clx+ALWE [ 1 p )y dy
2
LF (x)

E(x) =

Proof. The proof is a simple three step calculation.
Maple is used to evaluate the differential equation above
after the substitution the supposed value of the function
E(x). The resulting expression is huge and far from
being perspicuous. This does not mean, however, that
Maple cannot simplify it to zero.

pAF
E() = _C2+ _Clx+ . ffF( )dxdx: m
dsz( )

> eval((10), %)

s Il
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pAF(w  2(C1I+pA?([F(x)dx) (%F(x))

(&Fw)s (%F(x))zl
2((LC2+_Clx)J+pAw? ([ [ F(x)dxdx)) (%F(x))z
+ . -
(&Fw) s

(LC24 _Clx)J+p A@? ([ [ F(x)dxdx)) (%F(x))

(%F(x))zl

(4 . _ClJ+pA@*([F(x)dx)
D e

(LC2+_Clx)J+pA@? ([ [ F(x)dxdx)) (;’%F@))

(%F(x))zJ
(:T;F(x)) +
N (LC2+4_Clx)J+p Aw? ([ [ F(x)dxdx)) (%F@)) .
(%F(x))]
> simplify((%)
0=0 a13)

In the end we show the reverse of Proposition 1. In
other words, we prove that the form G(¢) = Asin(wt) +
Bcos(r) is not only sufficient but also necessary con-
dition for fact that the choice w(x,t) = F(x) - G(¢) trans-
forms the Euler-Bernoulli differential equation into a
DE, which does not depend in variable 7.

Propostion 3. If
w(x,t) = F(x)-G(x)

and its substitution transforms the Euler-Bernoulli dif-
ferential equation into a DE, which does not depend in
variable ¢, then G(r) must have the form

G(t) = Asin(wt) + Bcos(wt).

Proof. Consider the function
> w(x,t) = F(x) G(1)
w(x,1) = F(x) G(t) (14)

and let us substitute it into

> eval((1),(14))

(di;E(x)> J (%F(x)) G(1)+2 <%E(x)> J (%Hx)) :

4

1s)
d d?
G(t)+E(x)J <ﬁm)> G(t) +pAF(x) <ﬁc;(z)> -0
All terms on the left hand side of this equation is divisi-
ble by G(¢) except for the last one. Divide the equation
by J G(t) provided that G(r) # 0.

P
JG(t))

(sa) (v 2 (f) (5

+E(x) (%F 06)) + pAF(J)cg(it) G(t))

The first three terms and the coefficient of the second
derivative of G(¢) in the numerator of the fourth term do
not depend on variable ¢, which yields that the equation
above can be written in the form

B(f60) a7

> expand(

16)
=0

>A+

The solution of this differential equation can be easily
determined by means of procedure dsolve.

> dsolve(%,G(t))
G(t) = _Clsin <gt> +_C2cos <£t> (18)
A

Introducing the notation @* =  We obtain the desired
form.

>G(t) = algsubs(%t = wt,rhs(%))
G(t) = Asin(wr) + Bcos(wr)

This proofs Proposition 3.
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3 Conclusion

The aim of this paper has been to show the usage of
Maple general purpose computer algebraic system in
the scientific engineering calculations. We have en-
trusted the performance of all calculation step to Maple.
In this way we have used it not only to convert differ-
ent complex expressions but Maple turned out to be a
useful tool in the proofs of propositions.

We have pointed out that the largest class of func-
tions of the form w(x,t) = F(x) - G(¢), which trans-
forms the Euler-Bernoulli differential equation for the
lateral vibrations of FG beams into an exact linear dif-
ferential equation depending on the axial coordinate
only, consists of the functions G(r) = F(x)(Asin(wr) +
Bcos(wt)) . We have also determined closed form so-
lution of the transformed DE.
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Abstract. ARGESIM Benchmark C6 ‘Emergency Depart-
ment - Follow-up Treatment' on the first glance is a clas-
sic discrete process system - with servers (treatment
units) and entities (patients). But the different behaviour
of doctors causes some modelling difficulties. This con-
tribution presents an agent-based modelling approach,
which is much more flexible than the classic DES ap-
proach, implemented in the Java-based simulator
AnyLogic, which is capable of DES, agent-based, ODE,
system dynamics and programming approach.

Simulator. AnyLogic is an object-oriented simulation
tool that supports discrete-event, agent-based, and sys-
tem dynamics simulation. It includes a graphical model-
ing language and allows the user to extend simulation
models with Java code.

Basic Model. According to the C06 specification,
several interacting active object classes were defined:
Patient, Doctor, InexpDoctor (inexperienced doctors),
Registration, XRayUnit and PlasterStaff.

There are 250 predefined patients, belonging to one of
4 different types. The arrival of the patients is modelled
as a cyclic timeout-triggered event. On average every
0.3 sec a random patient arrives and receives a registra-
tion number. A patient's state reflects his current position
and whether he is currently waiting or being treated. The
corresponding statechart is depicted in Figure 1.

At every treatment point patients are being treated in
the order of their arrival. For example, as a patient en-
ters the emergency department, he receives a new regis-
tration number.

If there is at least one patient waiting, the registra-
tion object changes its state from “idle” to “working”.
With a certain probability the patient is assigned either
to CW1 or CW2 and receives a new number for the
corresponding waiting queue. After processing the pa-
tient (which takes a certain amount of time), the regis-
tration unit changes its state back to “idle” and checks if
there are other patients waiting.

satechart

Figure 1: Statechart of a patient. The different states re-
flect the current position of the
patient in the emergency department or wheth-
er he is outside.

The other treatment points work in a similar way, but
treat patients differently depending on their type. A
doctor checks the type of a patient and whether he has
already been treated and, consequently, may assign him
either to the X-ray room, the plaster room or send him
directly home.

The simulation process (Task 1 — Basic Simulation)
is visualized on a layout plan of the emergency depart-
ment (see Figure 2). The agents representing a patient
are positioned according to their current state. Every
type of patient is depicted with a different color. The
two types of doctors are also displayed in either dark
(experienced) or light colors (inexperienced).
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Registration

Casualty
Ward
cwz2

X-raying  Plaster Room

Figure 2: Layout plan of the emergency department
showing the current location of patients, doctors
and other staff.

Model for Complex Tasks. To provide a solution
for the 2™ task Chang of Experienced Doctors, every
doctor has four possible states instead of two:
‘idleCW1°, ‘workingCW1’, ‘idleCW2’ and ‘“work-
ingCW2’ (see Figure 3). One of the experienced and
one of the inexperienced doctors is declared ‘changing
doctor’. The experienced changing doctor changes his
state from ‘idleCW1’ to ‘idleCW2’, when there are at
least 20 patients waiting for CW2 and the corresponding
parameter for task b is activated. He then is treating
patients assigned to CW2 instead of CW1. Apart from
that, his work is unchanged. Only the treatment time per
patient of the inexperienced doctor is increasing, when
he starts to work in CW1. If the numbers of patients
waiting for CW2 is down to 5, the doctors change back
to their original workplace.

statechart

idleCw2

workingCW2

Figure 3: Statechart of a doctor. The states reflect his cur-
rent workplace and whether he is idle or work-

ing.

The 3" task — Priority Ranking for Patients - is imple-
mented by creating a new priority waiting queue at each
casualty ward. Patients of type 1 and 3 waiting to enter
the casualty ward for the second time receive a number
in one of these priority queues. An idle doctor will al-
ways prioritize patients waiting in the priority queue
over patients in regular queues.
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Results. The simulation was run 100 times for each
task. Table 1 below shows the results.

1" Task — Basic Simulation: The average overall
treatment time is 172 minutes, with significant differ-
ences between the patient types.

2" Task - Chang of Experienced Doctors: Ex-
changing doctors between the casualty wards increases
the average overall treatment time while at the same
time increasing the standard deviation and the working
hours for the emergency department staff. This strategy
yields no advantages for patients of any type.

3" Task — Priotity Ranking for Patients: Trough
the implementation of a priority ranking the average
treatment time for patients of type 1 and 3 is reduced by
around 70 minutes per patient while the average treat-
ment time for type 2 and 4 is increased by around 30
minutes, thus lowering the standard deviation, while
only slightly increasing the working hours for the emer-
gency department staff. Even though patients of type 1
and 3 only constitute 40% of the total, the reduction in
their treatment time is significant enough to lower the
overall treatment time for all patients.

Taska |Taskb |[Taskc
Average overall treatment
time per patient 172 184 162
Av. treatment time, type 1 235 251 163
Av. treatment time, type 2 135 144 165
Av. treatment time, type 3 246 265 179
Av. treatment time, type 4 126 135 157
Standard deviation 80 92 76
Average closing hour 13:43 14:23 13:52

Table 1: Simulation results.

Conclusions. Agent-based modelling is a useful ap-
proach for the simulation of humans working and inter-
acting in a place such as an emergency department. The
persons are modelled by individual agents. Their state
and progress can therefore be examined at any time and
it is easy to visualize all activities.

Model Sources / References. AnyLogic Model
files (.alp) and short file documentation can be down-
loaded (zip format) by EUROSIM sociteties’ members
from SNE website, or are availably from the author.

[1] Breitenecker F. Emergency Department — Follow-up

Tratment - ARGESIM Comparison C6 — Definition.
SNE Smulation News Europe. 1992; 2(3):30.
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Abstract. This contribution compares modelling and
simulation of the ARGESIM Benchmark C9 ‘Fuzzy Control
of a Two-Tank System’ with three approaches: (1) pro-
gramming directly in MATLAB (2) using SIMULINK and the
MATLAB Fuzzy Toolbox, and (3) using AnyLogic, a Java-
based grapic simulation environment.

The MATLAB implementation required direct program-
ming, whereby the nonlinear ODE model for the two-
tank system was simulated by MATLABs ODE solvers,
and fuzzification, inference, and defuzzification was pro-
grammed by ‘pure’ vector handling feature. The Simulink
implementation is straightforward: graphical blocks for
the ODE model, and use of the Fuzzy Toolbox, wich sup-
ports graphical design of the fuzzy controller. Anylogic
offers various graphical modelling methods, also classic
block diagrams. But for tis comparison the System Dy-
namics modelling capability was used, which allows a
genuine mapping of ‘tanks’ as reservooir variables; the
fuzzy controller was programmed directly in Java em-
bedded into the simulation environment.

The contribution discusses advantages and disad-
vantages of the modelling approaches - in modelling, in
implementation and in simulation and efficiency.

1 Model Description

We consider a two tank system as showed in Figure 1.
Tank 1 has an inflow u and is coupled with tank two by
a valve vi. Tank 2 has a second valve V,, acting as a
sink. The system is characterized by the nonlinear ODE
set:

f = 0.06624v,4/|x; — x5|sign(x; — x5)
X, =0.067u—f

J.C'Z = f - 0.0605TU2|x2|0'48

with

_{1.2 if x, <1l6cm
"W ifx,>16cm

u K2

&7 L ﬁér.gu

Figure 1: Two tank system with source u, liquid levels x;, X,

and valves vy, v,

The valve positions are v;=0.4 and v,=0.3. The aim of
the model is to control the liquid level of the second
tank with a fuzzy controller. The model can be subdi-
vided into two different systems. The fuzzy controller
(FC1, FC2, FC3) calculates the inflow parameter u for
the given membership functions for X; (liquid level of
tank 1) and ex, (difference to the desired liquid level in
tank 2). These are given as stepwise linear functions.
The membership function of U is calculated combining
the given rules (MIN for AND, MAX for OR) using
MAX-PROD-Inference.

Defuzzification is done by the centroid method. For
calculating the center of gravity, two intergrals are ap-
proximated using trapezoid rules with stepsize 0.25
(considering the membership functions of u, which
change their slopes on vertices mod 0.25).

With the calculated value of U we can then solve the
differential equation for X; and X, for the next timestep.
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2 Implementation

As mentioned before the two tank system can be subdi-
vided into two different subsystems that can be imple-
mented independently.

First the fuzzy controller has to compute the variable
u for given values of x; and ex,. With X;, ex; and u we
can then solve the ODE system for the next time step.
This was implemented using the explicit Euler method
with fixed time step of 1 in all three environments.

2.1 MATLAB Model and Implementation

To implement the fuzzy controller we needed to define
the membership functions for the variables X;, €X; and u.
These are generalized indicator functions that can reach
any value between O and 1. For the variable X; we used
trapezoid membership functions (Figure 2), whereas
triangular membership functions are used for the varia-
bles ex; and u (FC1). In FC2 and FC3, the membership
functions of u are singletons, i.e. functions with a
pointwise value of 1 and O in between (imagine triangu-
lar functions with an ‘infinte slope’).

Figure 2: Trapezoidal membership functions for
variable x; .

X1

nl pl p2 p3 p4

pl p8 p7 p5 p3 nl

eXo p2 p7 p6 p4 p3 nl

p3 p7 p5 p3 p2 nl

nl p4 p3 p2 pl nl

nil nl nl nl nl nl

Table 1: Linguistic rules for the output membership func-
tion for u of the fuzzy controller.

SNE 23(3-4) - 12/2013

In Table 1, a set of linguistic rules is given to show
how to calculate the membership function for the output
variable U. To combine two or more of this rules we
need the combination rules for AND (Minimum) and
OR (Maximum). Under these combination rules, we
reach the membership function p, for u as follows:

IF (ex2 = nl AND x1 = p2) OR
(ex2 = pl AND x1 = p3) THEN u = p2

is translated in MATLAB to

mb_FC1(3)=
max ( [min (mb_ex2(2),mb x1(3)),
min(mb_ex2(3),mb x1(4))]);

Given values for X; and €x, can be contained in more
than just one membership function, with different
grades of membership. These values imply more than
one membership function for the variable u, which are
combined using the MAX-PROD-inference. This means
that the different membership functions of u get multi-
plied by the grade of membership and then combined
using the maximum of all these functions. Figure 3
shows an example of such a membership function for u
when x;=40 and ex,=13.

Figure 3: Calculated membership function for output
variable u and center of gravity.

The last step of the fuzzy controller is the defuzzifica-
tion of the membership function of u to compute a value
to set the inflow valve. This was done by the centroid
method, which sets the sharp value of u to the x-
coordinate of the center of gravity of the membership
function.

We computed the center of gravity using the trape-
zoid rule to calculate the occurring integrals (FC1). All
other steps were implemented in a MATLAB routine
and only required evaluation of membership functions
and the MIN and MAX functions. For solving the ODE
the Euler-method was used.
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2.2 SIMULINK Model / Implementation

In Figure 4 the SIMULINK implementation is dis-
played. One can obtain the controlling circuit with the
control block ‘Fuzzy Logic Controller’ and the tank
system itself (in the ‘tank system’ subsystem, which we
won’t discuss any further).

The ‘Fuzzy Logic Controller’ block calls the fuzzy
controller, which is generated with the Fuzzy Toolbox
(see below) and saved as a ‘.fis’ file. The coupling of
SIMULINK and °.fis’ files is just one way to use the
Fuzzy Logic Toolbox.

m e L,
4’@ Tl I—[E

_te1
2 t = Sco
Sibract = = E <z pe
Controller tark system

Figure 4: Model structure of the two tank system with

ToWorkspace

fuzzy controller implemented in
SIMULINK using the Fuzzy Toolbox.

With the Fuzzy Toolbox it is very easy to define and
visualize the used membership functions and combina-
tion rules. Figure5 depics the GUI of the Fuzzy
Toolbox (FIS-Editor, ‘Fuzzy Inference System”) opened
via the command ‘fuzzy’ in the MATLAB workspace.
In the first shell one can specify the number of input and
output variables and set the Fuzzy Control options like
rules for AND and OR, type of inference (aggregation
and implication) and method for defuzzyfication.

The membership functions can be drawn via a
graphic interface as seen in Figure 6. The linguistic
rules don’t have to be programmed but directly declared
in a respective window.

To generate the controllers FC2 and FC3 we had to
change the type of the controller to ‘sugeno’ (instead of
default ‘mamdani’). This type of controller allows sin-
gleton membership functions for the output variable.

The Fuzzy Toolbox Editor allows changing the con-
troller options and comparing the effects on the model
without changing the source code, like it would be nec-
essary in the MATLAB version.

File Edit View

PO W

ex2

FCitool

(mamdani)

XX

x1

| FIS Name: FC1tool FIS Type: mamdani ‘
And method — + | || current variabie
Or method B . R ex2
implication o) s 152 e
“ || range 70 70]
Aggregation max =
Eie e centroid - Help Close ‘ ‘

Opening Membership Function Editor ‘

Figure 5: GUI of the Fuzzy Logic Toolbox.

File Edit View

FIS Variables Membership function plots  Plot points: 181

Xl

x1

n alopt p2 3

-20 0 20
input variable "ex2"

Current Variable Current Membership Function (click on MF to select)
Name o2 Name n
Type input Type trapmf -

Params [Hnf-70 0 10]

Range [-7070]

Display Range [7070] Help Close ‘ ‘

Ready ‘

Figure 6: Interface to draw the Membership
Functions

2.3 AnylLogic Model / Implementation

As mentioned above, AnyLogic contains a variety of
simulation methods. For our purposes, AnyLogic's sys-
tem dynamics palette offers an intuitive, graphic ap-
proach to implement the tank system. Here a flow chart
is generated, where the ODEs and other parts of the
system lie within.

Our system dynamics model is depicted in Figure 7.
The clouds are a source and a sink, in between are two
so called stocks, which represent the two tanks (X; and
Xz). These are coupled with flows which depend on the
signs of equations in the ODE set, e.g. the inflow into X;
is set to 0.067u and the flow from X; to X; is f, giving the
change over time x; (compare the second equation of
the ODE set).

SNE 23(3-4) — 12/2013
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x1 x2
P R r
XWX WX > (370
IF Lo /" P 0 Cﬁgfflcwrf— — ;
(A type I | : ~~@v2 calculate r

Figure 7: System Dynamics Model of the Two Tank
System.

In general, circles are dynamic variables (like u, r and ),
circles with black arrows are parameters (V1, V2 and X25).

The controller is added as the function FC, written in
JAVA, and lies within the dynamic vaiable u. The pa-
rameter 'type' denotes which controller should be used
(FC1, FC2 or FC3). Besides that, the function FC is
basically the JAVA translation of the controller funci-
tons used in MATLAB.

2
 ComtoT Fanel @ SD Madel of the Two Tank System = 7
Desired Level o} Chaose Contraller Ty X ao ;
3 s & X 50 fire s i
- ez ez o0y 0
nflom Gonk | oltfiow
G y {11} aae 12 Q
yOe—— \# ~D 2 cakadate s
kw W 3 g
L% o

The Fuzzy Gontroler is implemented as a Java Function 50 Ammaton N
callad FC. FC has the following input variables

Contralaru
fype . Nas tha values 1.2 or 3 dapending on the used

controler lype FC1, FC2 of FC3

e . difference batween the desired and cument walsr
level of fank 2

xl . waler levs] oftank 1 in cm

ThE OUtpUt value of u 5 calcuiated i 3 steps
1) For the given valuss x1 and ex2 it calculatas the:
grads tothe tor

g on the membership grades i computes the
harship fUnetion for u using MIN for the | ogic

38595 ey

fo
using MAX-PROD-Interference based on a set of linguistic
ruias.

3) For tha dsfuzication tha cantar of grauty mathod |s

used, Occuring Integrals wers calculated sing the trapezoid
fuie (FC1). Using singieton membarship functions for FG2
and FC3 makes deMaification fastet as no intsgral has 1o
be eomputed

®

®

Figure 8: Presentation of the simulation in AnyLogic: (1)
control panel, (2) system dynamics model, (3) brief
description, (4) 2D visualization.

Here we built a 2D visualization of the two tanks and
linked the liquid levels to the sizes of the blue rectangles
which represent the liquid. Now instead of just showing
plots of the liquid levels over time (compare Figure 11),
one can actually see a model of the tanks and how the
system changes in real time. Also by adding control
units like sliders and radio buttons, we built a panel
where one can change the parameters and controllers
during simulation.
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Figure 8 shows a possible presentation of the simu-
lation. In the left upper corner we have the control panel
to set the desired liquid level and vale parameters and
choose the type of controller, beneath a brief description
of the simulation. On the right side we see the system
dynamics model and the corresponding 2D model.

3 Tasks and Results

The following section deals with the tasks of ARGESIM
Benchmark C9. Here the performances of the MATLAB
and SIMULINK implementation are compared. There
are no qualitative differences between the following
results and the AnyLogic simulations. However the
computation times in AnyLogic are significantly higher.

Task a: Computation of Control Surfaces. The
characteristic surfaces of the two fuzzy controllers FC1
and FC2 where computed. Since the characteristic sur-
faces are the same in both versions (up to little differ-
ences due to defuzzification), this was done only in
MATLAB (here a plot command had to be pro-
grammed; in the Fuzzy Toolbox a surface view com-
mand is already implemented, see Figure 10).

FC'\,taFCfB 8513

“ m-'ilf.'l,'m bz
- ’”ﬂll[ﬂ%%’l VIt

'0'0,:

N
! I"’Q\‘rﬂ' (A
'”"&‘_&?—'5’0 / i

i

i
.
o #.-:OM},‘\\\\\

80 -100
ex2
x1

Figure 9: Surface plots for FC1 and FC2 in MATLAB; the
characteristic surface with the fuzzy toolbox
(nearly) coincides.
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Figure 9 shows the visualization for ex;=[-70,70]
and X;=[0,70] with both intervals subdivided 40 times.
tapc; and tapc, denote the computation times for the

FC1.to, ., =25353

controller FC1 and FC2, respectively. With our machine il

we got tapc;=6.8513 s and tagc,=2.126 s, giving a ratio

of taFc1/ taFc2: 3.2226. =y
It should be mentioned that the computation time of sl

FC1 increases with decreasing stepsize for the de-
fuzzyfication (calculation of the center of gravitiy).
However, with smaller stepsizes no significant changes 0

0 WEIIU 260 300 400 500 GO0 760 800 900 1000
can be observed in the behaviour of FC1 (in this compu- el

tation the stepsize was 0.25). Since FC2 uses singleton & FETwih Toelber ey 1 7009
membership functions, no center of gravtiy has to be
calculated, thus making defuzzification easier.

A remark: as mentioned, the plots in Figure 9 where by
programmed in MATLAB. The Fuzzy Toolbox surface

viewer opens - without any further programming - a

window as depicted in Figure 10. Ed

k3

%

30
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time (s)
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Figure 10: Surface viewer with the Fuzzy Logic Toolbox. 0

30

Task b: Simulation with Fuzzy Control. The

system was simulated for t=1000 seconds and a desired »
level X,c=25 cm for the second tank. All calculations

were done with both methods. Corresponding computa-

tion times where thr;=3.5353 s, tbpc,=0.78904 s in O M a0 o Mﬂu
MATLAB and tbeci 1on=1.7009 s, thrcoo0=0.79509 s _ e

in the SIMULINK/Toolbox version. The two ratios are Figure 11: Simulation with FC1/FC2 with MATLAB and

SIMULINK/Fuzzy Toolbox; the different
tb;:c]_/ tbpcgz 4.4805 and tbFCl TOOI/ tbpcg Tool— 2.1392. y
' ' performances of the controllers can be

observed.
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In Figure 11 we can obtain the different performanc-
es of the controllers. Although the controller output U is
slightly different (due to differences in the calculation of
the center of gravity), the behaviour of FC1 stays the
same in MATLAB and in SIMULINK. The differences
in FC2 are clearer (note the changes at t~900). Their
origin lies in the interference algorithm and defuzzifica-
tion of the toolboxes sugeno-type-controller. This con-
troller supports singleton membership functions, but no
MAX-PROD-interference. Also the deffuzification is
different.

An interesting observation is that the choice of sin-
gletons in FC2 instead of triangular membership func-
tions increases the controller’s performance. It takes
controller FC1 anbout 100 seconds more to reach a
stable liquid level of about 25 cm.

Task b: Simulation with Weighted Fuzzy Con-

trol.. The rules of FC2 where weighted to gain the
controller FC3. In our MATLAB programm this hap-
pens in the interference algorithm, where corresponding
minima where multiplied by the factor 0.1. The Fuzzy
Toolbox supports weighting in the rule editor. Repeat-
ing the calculation of task a, the computation time for
FC3 was tCec3= 2.1236.

4 Conclusion

Applying fuzzy logic to control systems bears a lot of
advantages. The formulation of membership functions
and rules is an intuitive and comparatively accessable
way to formularize a problem.

Out of the three methods, implementing a fuzzy con-
troller in MATLAB without the use of any toolbox or
software takes the most programming effort. Also some
basic knowledge about ODE solving and a good under-
standing of fuzzy controlling are necessary. Thus the
pure MATLAB approach takes the most time to realize,
on one hand because of the programming itself, on the
other because a certain theoretical backround is needed.
However this isn’t necessarly a disadvantage since this
method gives the best understanding of the underlying
processes. The pure programming also leads to a high
transparacy and flexibility of the system.

If the theoretical backround is of less interest, the
MATLAB Fuzzy Toolbox delivers a convenient way to
generate fuzzy controllers.
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Via the FIS editor, one can define and edit the mem-
bership functions easily, specify the linguistic rules,
inference and defuzzification and leave all the pro-
gramming to the toolbox. All these options and func-
tions can be altered by just a few clicks to compare
different controllers and the rule and surface viewer can
help get a better understanding of the system. The fuzzy
toolbox enables also users with lesser knowledge about
fuzzy control theory a rather easy access. Coupled with
SIMULINK this is an easy way to implement a fuzzy
control system. But while the SIMULINK model gives
a nice overview about the control circuit (Figure 4), the
implementation of the ODE set can be a rather confusing.

In comparison to MATLAB and SIMULINK, the
big strength of AnyLogic lies in its countless ways to
present the data and simulations. Instead of relying on
usual plots, one can create interactive sheets, build dy-
namic objects, add external graphics, explanations,
comments etc. The parameter manipulation can be done
during simulation to get a better understanding about the
effects on controlling. Also the system dynamics model
is way clearer than the ODE system in SIMULINK (in
our case the components of the SD model can be linked
- more or less - directly to the schematic model from
Figure 7). When it comes to the fuzzy controller itself,
in AnyLogic the parts have to be programmed form
scratch in JAVA in the same manner as in the
MATLAB version. This leads to the same amount of
work but again also to a good insight in the control unit.

In summary we belief it is a question of useage
which environtment is to be preferred. For pure control-
ling, the Fuzzy Toolbox/SIMULINK offers the most
convenient way. For educational or presentation pur-
poses, AnyLogic is the better alternative.

Model sources

All model sources (MATLAB m-files, Simulink .mdl
files, and AnyLogic .alp files) and a short file documenta-
tion can be downloaded (zip format) by EUROSIM so-
citeties’” members from SNE website, or are availably
from the author.
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SNE as of ficial membership journal. SNE Publishers are
EUROSIM, ARGESIM and ASIM.

Felix Breitenecker
felix.breitenecker@tuwien.ac.at

Editor-in-chief

— Wwww.sne-journal.org,

#=7 office@sne-journal.org

EUROSIM Congress. EUROSIM is running the triennial
conference series EUROSIM Congress. T he congress is
organised by one of the EUROSIM societies.

EUROSIM 2016 will be organised by SIMS in Oulu, Fin-
land, September 16-20, 2016.

Chairs / Team EUROSIM 2016

Esko Juuso EUROSIM President, esko.juuso@oulu.fi

Erik Dahlquist SIMS President, erik.dahlquist@mdh.se

Kauko Leiviskd EUROSIM 2016 Chair,
kauko.leiviska@oulu.fi

— Www.eurosiminfo
#=7 office@automaatioseur a.fi

o



Information EUROSIM and EUROSIM Societies

EUROSIM Member Societies

ASIM

German Simulation Society
Arbeitsgemeinschaft Simulation

ASIM (Arbeitsgemeinschaft Simulation) is the ass ocia-
tion for simulation in the German speaking area, servic-
ing m ainly Germany, S witzerland a nd A ustria. ASIM
was founded in 1981 and has now about 700 individual
members, and 30 institutional or industrial members.

— Www.asim-gi.org with members’ area

=7 info@asim-gi.org, admin@asim-gi.org

D4 AS M — Inst. f. Analysis and Scientific Computing

ASIM Working Committee. ASIM, part of GI - Ge sell-
schaft fiir Informatik, is organised in Working Commit-
tees, dealing wi th application's and ¢ omprehensive sub-
jects in modelling and simulation:

ASIM Working Committee

Methods in Modelling and Simulation

CMMS Th. Pawletta, pawel@mb.hs-wismar.de

Simulation in Environmental Systems

Vienna University of Technology
Wiedner Hauptstra3e 8-10, 1040 Vienna, Austria

ASIM Officers

SUG Wittmann, wittmann@informatik.uni-hamburg.de
STS Simulation of Technical Systems

H.T.Mammen, Heinz-Theo.Mammen@hella.com
SpL Simulation in Production and Logistics

Sigrid Wenzel, s.wenzel@uni-kassel.de

President

Felix Breitenecker
felix.breitenecker@tuwien.ac.at

Vice presidents

Sigrid Wenzel, s.wenzel@uni-kassel.de

Simulation in Education/Education in Simulation
Ebu  N. Popper, niki.popper @dwh.at
A. Kdrner, andreas.koerner@tuwien.ac.at

T. Pawletta, pawel@mb.hs-wismar.de

Working Groups for Simulation in Business Admin-
istration, in Traffic Systems, for Standardisation, for
Validation, etc.

Secretary Ch. Deatcu, christina.deatcu@hs-wismar.de
Treasurer Anna Mathe, anna.mathe@tuwien.ac.at
Membership S. Wenzel, s.wenzel@uni-kassel.de
Affairs

W. Maurer, werner.maurer@zhwin.ch

Ch. Deatcu, christina.deatcu@hs-wismar.de

F. Breitenecker, felix.breitenecker@tuwien.ac.at

Universities /
Research Inst.

S. Wenzel, s.wenzel@uni-kassel.de

W. Wiechert, W.Wiechert@fz-juelich.de

J. Haase, Joachim.Haase@eas.iis.fraunhofer.de

Katharina Noh, k.noeh@fz-juelich.de

Industry S. Wenzel, s.wenzel@uni-kassel.de
K. Panreck, Klaus.Panreck@hella.com
Conferences Klaus Panreck Klaus.Panreck@hella.com
J. Wittmann, wittmann@htw-berlin.de
Publications Th. Pawletta, pawel@mb.hs-wismar.de

Christina Deatcu, christina.deatcu@hs-wismar.de

F. Breitenecker, felix.breitenecker@tuwien.ac.at

Repr. EUROSIM

F. Breitenecker, felix.breitenecker@tuwien.ac.at

N. Popper, niki.popper@drahtwarenhandlung.at

Education / A. Kdrner, andreas.koerner@tuwien.ac.at
Teaching N. Popper, niki.popper@drahtwarenhandlung.at

Katharina Noh, k.noeh@fz-juelich.de
International A. KOrner, andreas.koerner@tuwien.ac.at
Affairs

0. Rose, Oliver.Rose@tu-dresden.de

Editorial Board
SNE

T. Pawletta, pawel@mb.hs-wismar.de

Ch. Deatcu, christina.deatcu@hs-wismar.de

Web EuroSIM

Anna Mathe, anna.mathe@tuwien.ac.at

Last data update December 2013

CEA-SMSG - Spanish Modelling and
Simulation Group

CEA is the Spanish Society on Automation and Control
In order to impr ove the efficiency and to deep into the
different fields of automation, the association is divided
into thematic groups, one of them is named ‘Modelling
and Simulation’, constituting the group.
— www.cea-ifac.es/wwwgrupos/'simulacion
— simulacion@cea-ifac.es
< CEA-SMSG / Maria Jesus de la Fuente,
System Engineering and AutomaticControl department,
University of Valladolid,
Real de Burgos s/n., 47011 Valladolid, SPAIN

CAE - SMSG Officers

President M. A. Piera Eroles, MiquelAngel Piera@uab.es
Vice president  EmilioJiminez, emilio.jiminez@unirioja.es
Repr. EUROSIM  EmilioJiminez, emilio.jiminez@unirioja.es
Edit. Board SNE EmilioJiminez, emilio.jiminez@unirioja.es
Web EUrROSIM Mercedes Peres, mercedes.perez@unirioja.es

Last data update December2013

SNE 23(3-4) — 12/2013



Information EUROSIM and EUROSIM Societies

CROSSIM - Croatian Society for
Simulation Modelling

CROSSIM-Croatian Society for Smulation Modelling
was founded in 1992 as a non-profit society wit h the
goal to promote knowle dge and use of simulation me-
thods a nd techniques a nd d evelopment of educa tion.
CROSSIM is a full member of EUROSIM since 1997.

— Www.eurosim.info

#=7 vdusak@foi.hr

P4 CROSSIM / Vesna Dusak
Faculty of Organization and
Informatics Varazdin, University of Zagreb
Pavlinska 2, HR-42000 Varazdin, Croatia

CROSSIM Officers

President Vesna Du3ak, vdusak@foi.hr
Vice president  Jadranka BoZikov, jbozikov@snz.hr
Secretary Vesna Bosilj-Vuksi¢, vbosilj@efzg.hr

Executive board Vlatko Ceri¢, veeric@efzg.hr
members Tarzan Legovi¢, legovic@irb.hr
Jadranka BoZikov, jbozikov@snz.hr
Vesna Dusak, vdusak@foi.hr
Jadranka Bozikov, jhozikov@snz.hr

Last data update December2012

Repr. EUROSIM
Edit. Board SNE
Web EUROSIM

M | Csss-czech and Slovak
CSSS

Simulation Society

CSSS -The Czech and Sovak Smulation Society has
about 150 members working in Czech and Slovak nation-
al sc ientific and technic al s ocieties ( Czech Society for
Applied Cybernetics and Informatics, Sovak Society for
Applied Cybernetics and Informatics). The main objec-
tives of the society are : development of ed ucation and
training in the field of modelling and simulation, organis-
ing professional workshops and confer ences, disseminat-
ing information about modelling and simulation activities
in Europe. Since 1992, CSSSis ful 1 me mber of EU-
ROSIM.

— www.fit.vutbr.cz/CSSS

#=7 snorek@fel.cvut.cz

D4 CSSS / Miroslav Snorek, CTU Prague
FEE, Dept. Computer Science and Engineering,
Karlovo nam. 13, 121 35 Praha 2, Czech Republic

SNE 23(3-4) — 12/2013

CSSS Officers

President Miroslav Snorek, snorek@fel.cvut.cz
Vice president  Mikulas Alexik, alexik@frtk.fri.utc.sk
Treasurer EvZen Kindler, ekindler@centrum.cz

Scientific Secr.  A. Kavicka, Antonin.Kavicka@upce.cz
Repr. ELROSIM  Miroslav Snorek, snorek@fel.cvut.cz
Deputy Mikulas Alexik, alexik@frtk.fri.utc.sk
Edit. Board SNE Mikulas$ Alexik, alexik@frtk.fri.utc.sk
Web EurROSIM  Petr Peringer, peringer@fit.vutbr.cz

Last data update December2012

DBSS - Dutch Benelux Simulation Society

The Du tch Benelux Sim ulation Society (DBSS) was
founded in July 1986 in order to create a n organisation
of simulation p rofessionals within the Dutch language
area. DBSS has actively pro moted creati on of sim ilar
organisations in other language areas. DBSS is a me m-
ber of EUROSIM and works in close cooperation with its
members and with affiliated societies.

— www._eurosim.info

#=7 a.w.heemink@its.tudelft.nl

<l DBSS / A. W. Heemink
Delft University of Technology, ITS - twi,
Mekelweg 4, 2628 CD Delft, The Netherlands

DBSS Officers
President A. Heemink, a.w.heemink@its.tudelft.nl
Vice president  W. Smit, smitnet@wsxs.nl

Treasurer W. Smit, smitnet@wsxs.nl
Secretary W. Smit, smitnet@wsxs.nl
Repr. ELROSIM  A. Heemink, a.w.heemink@its.tudelft.nl
Deputy W. Smit, smitnet@wxs.nl

Edit. Board SNE A. Heemink, a.w.heemink@its.tudelft.nl
Last data update April 2006

FRANCOSIM — Société Francophone de
Simulation

FRANCOSIM was founded in 1991 and aims to the pro-
motion of simulation and research, in industry and aca-
demic fields. Francosim operates two poles.

e Pole Modelling and simulation of discrete event
systems. Pole Contact: Henri Pierreval, pierre-
va@imfa.fr

e Pole Modelling and simulation of continuous sys-
tems. Pole Contact: Yskandar Hamam,
y.hamam@esiee.fr
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— Www.eurosim.info

#=7 y.hamam@esiee.fr

> FRANC OSIM / Yskandar Hamam
Groupe ESIEE, Cité Descartes,
BP 99, 2 Bd. Blaise Pascal,
93162 Noisy le Grand CEDEX, France

FRANCOSIM Officers
President Karim Djouani, djouani@u-pec.fr
Treasurer Frangois Rocaries, f.rocaries@esiee.fr
Repr. EUROSIM Karim Djouani, djouani@u-pec.fr
Edit. Board SNE  Karim Djouani, djouani@u-pec.fr

Last data update December2012

HSS — Hungarian Simulation Society

The Hungarian Member Society of EUROSIM was estab-
lished in 1981 as an association promoting the exchange
of information within the community of people involved
in research, development, application and education of
simulation in Hungary and also contributing to the en-
hancement of exc hanging in formation between the
Hungarian simulation ¢ ommunity a nd the sim ulation
communities abroad. HSS deals with the organization of
lectures, exhibitions, demonstrations, and conferences.
— www.eurosim.info

#=7 javor@eik.bme.hu

< HSS / Andras Javor,

Budapest Univ. of Technology and Economics,
Sztoczek u. 4, 1111 Budapest, Hungary

HSS Officers
President
Vice president

Andras Javor, javor@eik.bme.hu
Géabor Sziics, szucs@itm.bme.hu

Secretary Agnes Vigh, vigh@itm.bme.hu
Repr. EUROSIM  Andras Javor, javor@eik.bme.hu
Deputy Gébor Sziics, szucs@itm.bme.hu

Edit. Board SNE Andras Javor, javor@eik.bme.hu

Web EUrROSIM Gabor Sziics, szucs@itm.bme.hu
Last data update March 2008

ISCS — Italian Society for Computer
Simulation

The Italian Society for Computer Simulation (ISCS) is a
scientific non-profit association of members from indus-
try, university, education and several public and research
institutions with common interest in all fields of com-
puter simulation.

— Www.eurosim.info
#7 Mario.savastano@uniina.at
P4 ISCS / Mario Savastano,

¢/o CNR - IRSIP,
Via Claudio 21, 80125 Napoli, Italy

ISCS Officers
President
Vice president
Repr. EUROSIM
Secretary

M. Savastano, mario.savastano@unina.it
F. Maceri, Franco.Maceri@uniroma2.it
F. Maceri, Franco.Maceri@uniroma2.it

Paola Provenzano,
paola.provenzano@uniroma2.it

Edit. Board SNE M. Savastano, mario.savastano@unina.it
Last data update December2010

LIOPHANT Simulation

Liophant Simulation is a non-profit association born in
order to be a trait-d'union among simulation developers
and users; Liophant is devoted to promote and di ffuse
the simulation techniques and methodologies; the Asso-
ciation promotes exchange of students, sabbatical years,
organization of International Conferences, organization
of courses and stages in companies to app ly the simula-
tion to real problems.

— www.liophant.org

#=7 info@liophant.org

<] LIOPHANT Simulation, c/o Agostino G. Bruzzone,

DIME, University of Genoa, Polo Savonese,
via Molinero 1, 17100 Savona (SV), Italy

LIOPHANT Officers

President A.G. Bruzzone, agostino@itim.unige.it
Director E. Bocca, enrico.bocca@liophant.org
Secretary A. Devoti, devoti.a@iveco.com
Treasurer Marina Masseimassei@itim.unige.it
Repr. ELROSIM  A.G. Bruzzone, agostino@itim.unige.it
Deputy F. Longo, f.longo@unical.it

Edit. Board SNE F. Longo, f.longo@unical.it
Web EuroSIM  F. Longo, f.longo@unical.it
Last data update December2013
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LSS — Latvian Simulation Society

The Latvian Simulation Society (LSS) has been founded
in 1990 as the first profe ssional simulation organisation
inthe field of Mod elling and simulation in th e post-
Soviet area. Its members represent t he main simulation
centres in Latvia, including both academic and industri-
al sectors.

— briedis.itl.rtu.lv/imb/
£7 merkur @itl.rtu.lv
D4 LSS / Yuri Merkuryev, Dept. of Modelling

and Simulation Riga Technical University
Kalku street 1, Riga, LV-1658, LATVIA

LSS Officers

President Yuri Merkuryev, merkur@itl.rtu.lv
Secretary Artis Teilans, Artis. Teilans@exigenservices.com
Repr. EUROSIM  Yuri Merkuryev, merkur@itl.rtu.lv
Deputy Artis Teilans, Artis. Teilans@exigenservices.com

Edit. Board SNE Yuri Merkuryev, merkur@itl.rtu.lv
Web EuroSIM Oksana Sosho, oksana@itl.rtu.lv
Last data update December2013

PSCS - Polish Society for Computer
Simulation

PSCS was founded in 1993 in Warsaw. PSCS is a scien-
tific, non- profit associati on of members from universi-
ties, resear ch institutes and industr y in Poland with
common in terests in variety of m ethods of computer
simulations and its applications. At present PSCS counts
257 members.
— www.ptsk.man.bialystok.pl
#7 leon@ibib.waw.pl
< PSCS / Leon Bobrowski, c/o IBIB PAN,

ul. Trojdena 4 (p.416), 02-109 Warszawa, Poland

PSCS Officers
President
Vice president

Leon Bobrowski, leon@ibib.waw.pl
Tadeusz Nowicki,
Tadeusz.Nowicki@wat.edu.pl

Z. Sosnowski, zenon@ii.pb.bialystok.pl
Zdzislaw Galkowski,
Zdzislaw.Galkowski@simr.pw.edu.pl

Repr. EUROSIM  Leon Bobrowski, leon@ibib.waw.pl
Deputy Tadeusz Nowicki, tadeusz.nowicki@wat.edu.pl
Edit. Board SNE Zenon Sosnowski, z.sosnowski@pb.ed.pl
Web EuroSIM  Magdalena Topczewska
m.topczewska@pb.edu.pl
Last data update December2013

Treasurer
Secretary

SNE 23(3-4) — 12/2013

SIMS - Scandinavian Simulation Society

SIMS is th e Scandinavian Smulation Society with
members from the four Nordic countries Denmark, Fin-
land, Norway and Sweden. The SIMS history goes back
to 1959. SIMS practical matters are taken care of by the
SIMS board consisting of two representatives from each
Nordic country (Iceland one board member).

SIMS Structure. SIMS is organised as fe deration of re-
gional socie tDjouaniies. T here are FinSim (Finnish
Simulation F orum), DKSIM (Dansk Sim uleringsforen-
ing) and NFA (Norsk Forening for Automatisering).

— Www.scansimsorg
#=7 esko.juuso@oulu.fi

< SIMS / Esko Juuso, Department of Process and Environ-
mental Engineering, 90014 Univ.Oulu, Finland

SIMS Officers

President Esko Juuso, esko.juuso@oulu.fi
Vice president  Erik Dahlquist, erik.dahlquist@mdh.se
Treasurer Vadim Engelson,

vadim.engelson@mathcore.com
Repr. EUROSIM  Esko Juuso, esko.juuso@oulu.fi
Edit. Board SNE Esko Juuso, esko.juuso@oulu.fi

Web EuroSIM  Vadim Engelson,
vadim.engelson@mathcore.com
Last data update December2013

« " SLOSIM - Slovenian Society
for Simulation and
Modelling

SLOSIM - Slovenian Society for Simulation and Mod-
elling was e stablished in 1994 an d b ecame the full
member of EUROSIM in 1996. Currently it has 69 mem-
bers from both slovenian universities, institutes, and in-
dustry. It promotes modelling and simulation approach-
es to problem solving in industrial as well as in academ-
ic environments by establishing communication and co-
operation among corresponding teams.

— www.slosim.si

#=7 dosim@fe.uni-lj.si

< SLOSIM / Rihard Karba, Faculty of Electrical
Engineering, University of Ljubljana,
Trzaska 25, 1000 Ljubljana, Slovenia
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SLOSIM Officers

President Vito Logar, vito.logar@fe.uni-lj.si

Vice president  BoZidar Sarler, bozidar.sarler@ung.si
Secretary Ales Beli¢, ales.belic@sandoz.com
Treasurer Milan Sim¢i¢, milan.simcic@fe.uni-lj.si
Repr. ELROSIM  B.Zupanci¢, borut.zupancic@fe.uni-lj.si
Deputy Vito Logar, vito.logar@fe.uni-lj.si

Edit. Board SNE Rihard Karba, rihard.karba@fe.uni-lj.si
Web EuroSIM  Vito Logar, vito.logar@fe.uni-lj.si
Last data update December2013

UKSIM - United Kingdom Simulation Society

UKSIM has more than 100 members throughout the UK
from universities and industry. It is active in all areas of
simulation and it hol ds a biennial conference as well as
regular meetings and workshops.

— www.uksim.org.uk
#=7 david.al-dabass@ntu.ac.uk

0<1 UKSIM / Prof. David Al-Dabass
Computing & Informatics,
Nottingham Trent University
Clifton lane, Nottingham, NG11 8NS
United Kingdom

UKSIM Officers

David Al-Dabass,
david.al-dabass@ntu.ac.uk

President

Vice president A. Orsoni, A.Orsoni@kingston.ac.uk

Secretary Richard Cant, richard.cant@ntu.ac.uk

Treasurer A. Orsoni, A.Orsoni@kingston.ac.uk

Membership chair K. Al-Begain, kbegain@glam.ac.uk

Univ. liaison chair R. Cheng, rchc@maths.soton.ac.uk

Repr. EUROSIM Richard Zobel, r.zobel@ntlworld.com

Deputy K. Al-Begain, kbegain@glam.ac.uk

Edit. Board SNE Richard Zobel, r.zobel@ntlworld.com

Last data update December2013

EUROSIM OBSERVER MEMBERS

KA-SIM Kosovo Simulation Society

Kosova Association for Modeling and Sim ulation (KA —
SIM, founded in 2009), is part of Kos ova Association of
Control, Automation and Sy stems Engineering (KA —
CASE). KA — CASE was registered in 2006 as non Profit
Organization and since 2009 is National Mem ber of
IFAC — International Feder ation of Automatic Control.
KA-SIM joined EUROSIM as Observer Mem ber in
2011.

KA-SIM has about 50 members, and is organizing the in-
ternational conference series International Conference in
Business, Technology and Innovation, in Novem Dber, in
Durrhes, Albania, an IF AC Sim ulation worksh ops in
Pristina.

— www.ubt-uni.net/ka-case

#=7 ehajrizi @ubt-uni.net

>4 MOD&SIM KA-CASE
Att. Dr. Edmond Hajrizi
Univ. for Business and Technology (UBT)
Lagjja Kalabria p.n., 10000 Prishtina, Kosovo

KA-SIM Officers

President Edmond Hajrizi, ehajrizi@ubt-uni.net
Vice president  Muzafer Shala, info@ka-sim.com
Secretary Lulzim Beqiri, info@ka-sim.com
Treasurer Selman Berisha, info@ka-sim.com
Repr. EUROSIM  Edmond Hajrizi, ehajrizi@ubt-uni.net
Deputy Muzafer Shala, info@ka-sim.com

Edit. Board SNE Edmond Hajrizi, ehajrizi@ubt-uni.net
Web EuroSIM Betim Gashi, info@ka-sim.com
Last data update December2013

ROMSIM - Romanian Modelling and
Simulation Society

ROMSIM has been founded in 1990 as a non-profit so-
ciety, devoted to theoretical and applied aspects of mod-
elling and sim ulation of syst ems. ROMSI M curre ntly
has about 100 members from Romania and Moldavia.
— Www.ici.ro/fromsim/
#=7 Sflorin@ici.ro
>< ROMSIM / Florin Stanciulescu,
National Institute for Research in Informatics, Averescu
Av. 8 — 10, 71316 Bucharest, Romania

SNE 23(3-4) — 12/2013
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ROMSIM Officers
President
Vice president

Florin Stanciulescu, sflorin@ici.ro

Florin Hartescu, flory@ici.ro
Marius Radulescu, mradulescu@ici.ro

Repr. EUROSIM  Florin Stanciulescu, sflorin@ici.ro
Deputy Marius Radulescu, mradulescu@ici.ro
Edit. Board SNE Florin Stanciulescu, sflorin@ici.ro
Web EUrROSIM Zoe Radulescu, radulescu@ici.ro

Last data update December2012

RNSS — Russian Simulation Society

NSS - The Russian National Sim ulation Society
(Hanuonanenoe O6mectBo MmurtanmonHoro Monenu-
poBanusi — HOMM) was officially registered in Russian
Federation on February 11, 2011. In February 2012 NSS
has been accepted as an observer member of EUROSIM.

— www.simulation.su

#=7 yusupov@iias.spb.su

< RNSS/R. M. Yusupov,

St. Petersburg Institute of Informatics and Automation
RAS, 199178, St. Petersburg, 14th lin. V.0, 39

RNSS Officers

President R. M. Yusupov, yusupov@iias.spb.su
Chair Man. Board  A. Plotnikov, plotnikov@sstc.spb.ru

Secretary M. Dolmatov, dolmatov@simulation.su

Repr. EUROSIM R. M. Yusupov, yusupov@iias.spb.su
Deputy B. Sokolov, sokol@iias.spb.su

Edit. Board SNE Y. Senichenkov, sneyb@dcn.infos.ru

Last data update February 2012

SNE - Simulation Notes Europe

Simulation Notes Europe publishes peer revie wed
Technical Notes, Short Notesand Overview Notes on
developments and trends in modelling and simulation in
various areas and in application and theory. Furthermore
SNE docum ents the ARGESIM Benchmarks on Model-
ling Approaches and Smulation Implementations with
publication of definitions,  solutions and discussions
(Benchmark Notes). Special Educational Notes present
the use of modelling and simulation in and for education
and for e-learning.

SNE 23(3-4) — 12/2013

SNE is the official membership journal of EUROSIM,
the Fede ration of Europe an Si mulation Societies. A
News Section in ~ SNE provides inf ormation f or EU-
ROSIM Simulation Societies and Sim ulation Groups. In
2013, SNE introduced an extended subm ission strategy
i) individual s ubmissions of scientific papers, and ii)
submissions of selected ¢ ontributions from conferences
of EUROSIM societies for post-conference publication
(suggested by conference organizer and authors) — both
with peer review.

SNE is published ina  printed version ( Print I SSN
2305-9974) and ina nonline ve rsion ( Online IS SN
2306-0271). W ith Online SNE the publisher ARGESIM
follows the Open Access strategy, allowing download of
published contributions for free. Since 2012 Online SNE
contributions are identified by an DOI (Digital Obj ect
Identifier) assigned to the publisher ARGESIM (DOI pre-
fix 10.11128). Print SNE, high -resolution Online SNE,
source codes of the Benchmarksand other additional
sources are available for subscription via membership in
a EUROSIM society.

Authors Information. Authors are invited to subm it
contributions which have not been published and have
not being considere d for pu blication else where t o the
SNE Editorial Office. SNE di stinguishes different types
of contributions (Notes):

o Overview Note — State-of-the-Art report in a specific area,
up to 14 pages, only upon invitation
e Technical Note— scientific publication on specific topic in
modelling and simulation, 6 — 8 (10) pages
o Education Note — modelling and simulation in / for educa-
tion and e-learning; max. 6 pages
o Short Note— recent development on specific topic,
max. 4 pages
o Software Note — specific implementation with scientific
analysis, max 4 pages
e Benchmark Note— Solution to an ARGESIM Bench-
mark;basic solution 2 pages, extended and commented so-
lution 4 pages, comparative solutions on invitation
Interested authors may find further information at SNE’s
website = www.sne-journal.org (layout templates for
Notes, requirements for benchmark solutions, etc.).

SNE Editorial Office /ARGESIM
— WWW.sne-journal.org, www.eurosim.info

#=7 office@sne-journal.org (info, news)

#=7 eic@sne-journal.org Felix Breitenecker
(publications)



A modern approach to

modeling and simulation

&
MapleSim

With MapleSim, educators have an
industry-proven tool to help bridge
the gap between theory and practice.

e MapleSim illustrates concepts, and
helps students learn the connection
between theory and physical behavior

e A wide variety of models are available
to help get started right away

e i MapleSim is built on Maple, which combines
g R the world’s most powerful mathematical
t e, s computation engine with an intuitive, “clickable”

user interface.

To learn more about how you can reinforce engineering concepts
using a combination of theory, simulation, and hardware, view this webinar.

www.maplesoft.com/SNEWebinar

Contact us: +49 (0)241/980919-30

Manlesoft www.maplesoft.com | germany@maplesoft.com
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Parlez-vou
MATLAB?

Uber eine Million Menschen weltweit sprechen
MATLAB. Ingenieure und Wissenschaftler in
allen Bereichen — von der Luft- und Raumfahrt
tiber die Halbleiterindustrie bis zur Bio-
technologie, Finanzdienstleistungen und

Geo- und Meereswissenschaften — nutzen
MATLAB, um ihre Ideen auszudriicken.
Sprechen Sie MATLAB?

Modellierung eines elektrischen
Potentials in einem Quantum Dot.

Dieses Beispiel finden Sie unter:
www.mathworks.de/ltc
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