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Editorial

Dear Readers — Thisfirst issue of SNE Volume 23 comes along with an extended submission strategy introduced - individual sub-
missions of scientific papers, and submissions of selected contributions from conferences of EUROSIM societies for post-conference
publication (suggested by conference organizer and authors). This issue publishes post-conference publications from SMS Confer-
ence 2012 (SMS— Scandinavian Smulation Society), from MATHMOD 2012 (Vienna Conference on Mathematical Modelling, M-
enna, Austria), and from ASM SST 2011 (ASIM Symposium Smulation Technique, Zirich — Winterthur, Switzerland).
Individually submitted contributions complement the very broad variety of modelling and simulation. Discrete approaches deal with
agent-based simulation for hospital planning, and with schedule optimization based on Petri nets. In the Modelica framework fluid
flow modelling, a Python package for variable-structure model, and |oose coupling co-simulation are discussed; additionally, a
globally-implicit framework for Physics-based s simulation of coupled thermo-hydro-mechanical problemsis presented. Applica-
tions conclude thisissue: power transfer by non-radiative electromagnetic fields, and mixed friction systems in the micro-scale.
We are glad that for SNE Volume 23 Vlatko Ceric, past president of CROSS M, is providing his algorithmic art as design for SNE
cover page — as for SNE Volume 21. The technique used for the picture series for the covers of SNE Volume 23 is alienation of
‘classic’ pictures by certain algorithms.

I would like to thank all authorsfor their contributions, and the organizers of the EUROSM conferences for co-operation in
post-conference publication, and the ARGESIM SNE staff for helping to manage the SNE administration and the improved SNE

layout and extended templates for submissions (now also tex), and especially Vlatko Ceric for providing his graphics for SNE.

Felix Breitenecker, SNE Editor-in-Chief, eic@sne-journal.org; felix.breitenecker @tuwien.ac.at
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Abstract. In the early stages of hospital planning, work
processes are typically modelled in a static manner,
using flow-charts or business process modelling notation
as means. Diagrams of this kind are easily simulated,
however, employed process engines lack possibilities for
dealing with dynamic aspects of the process which de-
pend on the building layout (e.g. elevators, behaviour of
automatic delivery carts). If one could give planners the
opportunity to employ dynamic entities without having
to change their usual workflow, one of the benefits
would be that they are not being forced to resort to
naive assumptions (e.g. 15 seconds per floor) that are
still commonplace in today’s planning practice.

Introduction

Hospitals, like airports and some types of industrial
facilities (e.g. oil platforms), are process-driven build-
ings: Their design depends foremost on the planned
work processes that enable them to operate day and
night, 365 days a year. Therefore, the process model of
such a building constrains the architectural design,
which must evolve in close cooperation between pro-
cess planners and architects.

Because processes are modelled in highly-
formalized manner (e.g. as flow-charts), one might think
that the application of simulation lies at hand from the
very start of a building project.

However, such static process descriptions lack the
ability to also include aspects that depend on the build-
ing layout, such as the transition of persons and material
from one space to the other, possibly using dynamic
entities such as lifts as they move along. Resorting to
naive assumptions (e.g. fixed passage times) might be
inadequate (again taking the lift as example) and, fur-
thermore, cumbersome to elaborate: In early planning,
there are usually several variants of the spatial concept
rather than only one for later phases.

Our work therefore focuses on overcoming the men-
tioned problems, by embedding dynamic entities into an
otherwise static process model. Broken down into fur-
ther detail, our contribution consists of’

e A thorough look at simulation needs in the early
stages of process-driven building design (see ‘Back-
ground’, Section 2). Such a survey is (surprisingly)
novel, as the community has previously targeted hos-
pital simulation problems but not their context within
the planning process.

e An extension of static process simulation such that
dynamic entities (acting in a spatial context) can be
represented. Technically, this is achieved by invoking
an agent-based simulation on behalf of the process
simulation (see An Early Stage Hybrid Simulation,
Section 3).

As side-note and constraint, we want to augment the
now-common working style of planners in a non-
intrusive manner, i.e. extending rather than reinventing
design tools available. The choice of an agent-based
simulation on top of a process simulation fits exactly
this line of reasoning.

SNE 23(1) - 4/2013
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1 Related work

Business Process Smulation (BPS) is based on linking a
graph-based model to a Discrete Event Smulation (DES)
that simulates its behaviour over time. There exists a
variety of software packages implementing BPS (e.g.
Riicker 2008, Dodds 2005), plus some DES packages that
provide a ‘flow-chart’ like approach by means of a serv-
er/client based model (Sadowski and Bapat 2001,
Nordgren 2001, Nordgren 2003, Concannon et al. 2003).

When it comes to simulation that requires an under-
standing of the spatial concept (as in the previously
mentioned examples of elevators and automated deliv-
ery carts), we see that most of the DES seem to focus on
late design phases, i.e. phases in which the spatial con-
cept is already fixed and subject to optimization (e.g.
via Laguna and Marti 2003). Especially in hospital
planning, this might be a problem, since spatial design
is subordinate to the process model, and might thus not
be evolved as far as the latter when a simulation is per-
formed. We have, therefore, previously presented a
coupled pedestrian/process simulation targeted at early
design stages, in which the early concept (also called
schema) is taken into account (Wurzer 2010). Our ef-
forts for this paper are approaching the problem from a
different side: Our goal is to enable planners using a
static modelling approach (i.e. flow-charts) to include
dynamic entities into their process descriptions, based
on a BPS being linked to a Agent-Based Simulation
(ABS). We are aware of many approaching being occu-
pied with this specific hybrid approach (e.g. Remondino
2003, Borshchev and Filippov 2003). However, none is
focused on the planning context of early-stage hospital
design, which is essential when producing an approach
that is adapted to working routines now in place.

2 Background

The simulation needs for early-phase hospital design are
closely connected to the design process. In the follow-
ing subsections, we will describe the typical planning
tracks and deliverables in early design, before coming to
the actual problem areas in which simulation can pro-
vide valuable input when being used as a design tool.
Because of space constraints, we have omitted a discus-
sion on the influence of different design methods used,
and may forward readers interested in this topics to
(Jones 1992, Lawson 2005).

SNE 23(1) - 4/2013

2.1 The Early Design Process

There are two design tracks that are important to early-
phase hospital design: Building Organization and Func-
tional Planning.

Building Organization. (see left part in Figure 1) is
occupied with the planning of the organization from the
side of business administration, i.e. definition of the
organizational (departments, sub-
departments), work processes and responsibilities within
these. In essence, the planning work proceeds top-down:
Starting with a very coarse outline of business activities
required for operation (Figure la), a basic formulation
of processes can be derived by introducing temporal and
causal order (Figure 1b). The notation of these process-
es depends on preferences of the project team, two usual
options are flow-charts or process graphs according to
the recently standardized Business Process Modelling
Notation (BPMN).

As the project progresses, some activities might
need to be further detailed in order to be fully defined.
This can be done by using sub-processes, which estab-
lishes a hierarchy of activities within activities (Figure
1¢). Furthermore, when detailing a process, responsibili-
ties for each activity are also assigned to different col-
laborating departments within the organization (see
Figure 1d). The finished product and goal of the build-
ing organization is thus a description of the whole oper-
ation of the building from a business side (also called
‘process model’ of the organization). The process model
acts as input and constraint for the functional planning
track.

structures

Functional Planning. (see right part in Figure 1)
starts with a definition of building functions (i.e. capabili-
ties of a building, see Figure le), based on the intended
vision (laid out e.g. in the tender document, project de-
scription etc.) and process model of the organization.
These functions are then correlated in a adjacency matrix
(White 1986) by the degree of collaboration, ranging
from ‘adjacent’ for closely collaborating areas to ‘dislo-
cated’ for areas that do not cooperate or must be separat-
ed e.g. because of hygienic considerations (Figure 1f).
Adjacent functions are then grouped into spaces (refer to
Figure 1g): In the example given, ‘operation theatre’ and
‘recovery’ are put into one common space (signified by a
dashed border), while ‘trauma’ stays isolated and gets its
own space. The so-found spaces are then arranged in a
preliminary floor plan called ‘schema’ (see Figure 1h),
with each space being represented by a rectangle.

7,
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Building Organization
a)  Activities

pre-op
surgery
post-op

\

b) Processes

d) Process Model
o]
-l
%=
o

Functional Planning

e) Functions

op. theatre
recovery

trauma

\

f) Adjacency

recovery

[Jn/a [ neutral

B8 adjacent [l dislocated

h) Schema

op.
theatre
recovery

trauma

Figure 1: Early-stage planning tracks. (left) Building
Organization: (a) Activities formed into (b)
processes and (c) sub-processes. Furthermore,
assignment of process responsibilities to
different departments leads to (d) process
model, which acts as input and constraint for
(right) Functional Planning: (e) Functions are (f)
related via an adjacency matrix, (g) grouped to
form (h) spaces within the architectural schema.

Circulation is additionally inscribed using arrows.

In this context, the rectangular form of every space
is not to be taken literally, since it merely gives the
proportion, approximate size and location in relation to
other spaces. The concrete form for each space is be-
yond the work done in early-stage design - it occurs
later, in a phase called ‘Form Finding’. Apart from the
spaces, the schema also contains arrows that give the
preliminary circulation system (e.g. corridors) of the
building. Aside from the graphical notation, the schema
is typically also given as spreadsheet form (‘Space Al-
location Plan’), which listing spaces (often grouped by
function), cardinality (e.g. 2x) and usable area per space
(e.g. 25m?), commonly regulated by guidelines and
planning handbooks such as (Neufert 2000). Depending
on project structure, the Space Allocation Plan may be
produced during Functional Planning or be given before
the actual planning work starts, as an input (e.g. when
extending a building).

It is noteworthy that the activities of Building Or-
ganization and Functional Planning are not sequential
but inherently parallel: As process model and the spatial
concept are detailed and evolve side-by-side, the plan-
ning team has to ensure consistency of both models
(Wurzer, 2010). Furthermore, the spatial concept might
fork of a variety of alternative designs, which must then
later be reduced or merged by design decisions (i.e.
documented argumentation within the planning team
leading to a set of choices, see Kunz and Rittel 1970,
Rittel and Webber 1984). For process-based buildings in
the early planning stages, these design decisions are
typically based on:

Urban Context. The relation between the planned
building as a whole (i.e. arrangement of spaces and
circulation) with its surrounding environment and exist-
ing infrastructure (White, 1983). For example, traffic
patterns resulting from local public transport and motor-
ized individual traffic have to be taken as a constraint.
Visibility of landmarks has to be preserved by (and
likely used in) the proposed design.

Adjacency. Short paths between collaborating units
(defined by the adjacency matrix), considering the adja-
cency matrix (White 1986), process model and expected
volume of building users requiring service. Vice versa, a
separation of spaces for reasons of privacy (e.g. secure
areas vs. public spaces, inpatient vs. outpatient areas)
and for sustaining building operation (typically by ser-
vice corridors, allowing for repairs and delivery ‘behind
the scenes’).

SNE 23(1) - 4/2013
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Separation of traffic. Different routing according to
type of traffic (Lohfert 2005), e.g. separation of staff
from visitors and patients, low-priority from high-
priority traffic (e.g. emergencies), building users with
appointment from the ones without, soiled from clean
material, etc.

Location, size and proportion. Placement of
spaces is not isolated from considerations of the build-
ing as a whole; for example, certain areas of work fa-
vour natural lighting (e.g. patient rooms, energy consid-
erations for the whole building), while others can do
without. Proportion and size of individual spaces deter-
mines the opportunity of future adaptations (e.g. change
in equipment), while at the same time being subject to
optimization (minimal area needed per function, com-
pactness).

Orientation and wayfinding. Depending on in-
tended user spectrum, orientation can play a vital role
for the whole building project. The transition of build-
ing users from one space to the other must be consid-
ered both in terms of the process as well as existing
previous knowledge about the building layout. Spaces
serving processes used by temporary building users
must be easy to reach (i.e. no signage required) and
memorize (e.g. using a main corridor connecting all
departments) . A clear readability of space can also help
in fire safety and evacuation planning, conducted in
later phases (Illera et al. 2008).

Extensibility and adaptability. Both extensibility
and accessibility of a building is given by the configura-
tion of spaces and circulation (Neufert 2000) - the first
one deals with openness to the outer environment, the
second with (usually multi-functional) hub spaces that
serve as distribution points for pedestrian traffic, often
located at prominent positions within the building. The
ability to adapt the spatial concept to future require-
ments of the process also requires an evaluation from a
multi-functional view (e.g. interdisciplinary use of a
space, shared workspaces, etc.).

Adequacy of planned concept. The adequacy of
both spatial concept and process model is an overall
judgement of the building's design under consideration
of the planning task. Argumentation focuses on whether
the design satisfies the vision and financial context
stated by the client. In the planning team, the discussion
is centred around the types of functions present and
sizes of their respective spaces as well as structure of
the processes and needed resources.

SNE 23(1) - 4/2013

2.2 Early-stage simulation needs for
hospitals

Given the mentioned design decisions in early planning
phases of process-based buildings, simulation can con-
tribute tools for assessing a variety of parameters which
can then be weighted according to the planning objec-
tives (i.e. multi-objective analysis). Statements pro-
duced in this manner are necessarily qualitative, since
spatial concept and process model are in a preliminary
stage:

Visibility, accessibility and wayfinding. The
analysis of these parameters may be done statically (for
the whole building, its arrangement of spaces and circu-
lation network) or dynamically (by simulating individu-
al processes). In the first case, reachability analysis of
the circulation network can be conducted for both inte-
rior and exterior space by using the methods provided
by Space Syntax (Hillier and Hanson 1984, Hillier
1996), which can also compute the visibility from each
point in the building (e.g. for hiding areas for supply
and disposal). Viewshed computations, usually found in
Geographical Information Systems (GIS), can be used
for the same purpose. Wayfinding, on the other hand,
requires a dynamic simulation of individuals following
their processes (e.g. using ABM). In this connection,
algorithms from pedestrian dynamics may be used to
simulate the physical movement under the influence of
congestion (e.g. using Helbing and Molnar 1995).
Space placement and dimensioning. Previously
defined adjacency relations can be verified by simulat-
ing the planned processes by means of BPS, ABS or
system dynamics (SD). The volumes of traffic between
the spaces, distances travelled over the circulation and
simulated times taken must correlate with the relation-
ships given in the adjacency matrix. Furthermore, the
dimensioning of spaces can be checked by considering
the volume of persons present in each time step: In the
simplest case, the occupation is related directly to the
presence of persons in a space (e.g. in entrance areas).
Moreover, presence in a space may relate to waiting for
a shared function (e.g. examination), which can be
modelled as server with a specified number of resources
(e.g. 2 doctors) and one or more queues. By correlating
the observed size of queues with the space requirements
for waiting areas (distinguished e.g. for sitting and lying
patients), it is possible to attain a hint at minimal areas
required.
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Norms and regulations further contribute to these
space requirements, which could be checked using ap-
proaches from automated building code checking
(Eastman 2009), albeit in a simplified form. A further
opportunity for comparing the placement of spaces is
that of building physics simulation: Some workplaces
might require daylight; others must be protected from it.
Preliminary environmental simulation (light, shadow-
ing, wind), can also hint at energy demands which are
elaborated in later phases.

Movement, circulation and traffic. Different
options of route choice can be simulated by either as-
signing waypoints between subsequent activities of the
process explicitly (e.g. delivery of goods in zigzag
shape, one floor at a time) or by interpreting the circula-
tive network as graph on which shortest paths are com-
puted. As a matter of fact, spatial arrangements can be
judged by the time it takes to move across the circula-
tion (which is also depending on the processes in place).
A separation of traffic can further be achieved by attrib-
uting the circulation with allowed types of traffic (e.g.
patients, visitors, staff), and taking these into account
during either automatic or manual route planning. A
further attribution of the circulation arrows has to be
performed for distinguishing between horizontal traffic
(taking place in the same level) and vertical circulation
(lifts and stairs), among which movement models and
speeds might differ.

Usage. Functions give the purpose (or intent) of spac-
es, processes model their planned usage over time. By
coupling activities of the process to the underlying func-
tions, a static check for unused function or activities that
have no reference to a function (i.e. the underlying spa-
tial concept) can be made (Wurzer, 2010). Furthermore,
temporal usage of functions obtained via process simu-
lation can be used to compare the prominence of the
spaces containing them and help think of possibilities
for multi-functional use: Areas that are used only part-
time (e.g. lunch room) may be conveniently used for
other functions (e.g. meeting room) during the rest of
the day.

3 An Early-stage Hybrid
Simulation

The problems and design decisions presented under
Section 2.1 demand, above all, a solution with reference
to the spatial concept (Section 2.2), in which dynamic
aspects such as wayfinding, movement etc. play a role.

This is a dilemma, since the process modelling ap-
proach commonly used is inherently abstract, i.e. non-
spatial. In order to make dynamic spatial simulation
within a static BPS possible, we have extended a com-
monly used process modelling platform (Microsoft Vi-
sio) for which a multitude of process simulation add-ons
exists (e.g. ProModel Process Simulator, Simul8 and
Arena Integration).

Our implementation follows the seemingly usual ap-
proach for adding simulation capabilities to Visio, by
writing (1.) a script in Visual Basic for Applications
(VBA) that (2.) exports the flowchart in a custom for-
mat and (3.) calls upon an external program to do the
actual process simulation. In order to avoid licensing
issues when making our work available, we have opted
to use the open-source BPS implementation provided by
(Baeyens 2005) instead of a commercial engine. Fur-
thermore, (4.) we have employed NetLogo (Wilensky
1999) as ABS platform, which is also available under
open-source license terms.

3.1 Calling an agent simulation from inside
a process

Our central point of intervention lies in the introduction
of a new type of activity in the process diagram that was
coined as agent node (see Figure 2a). This new node
type acts as an injection point for dynamic behaviour
inside the static process.

An agent node is a proxy for an agent simulation
that is executed on behalf of the BPS. Upon entering an
agent node, the process execution is passivated and
control is passed to an ABS, which performs a spatial
simulation as required by the planning process; in the
simplest case (which we have implemented) the route of
an agent from one space to another is computed. In
order to be able to call the ABS, an agent node holds
parameters specific to its model (e.g. ‘from’ and ‘to’,
Figure 2b). Generally, there will be several agent-based
models running in parallel to the BPS, each one cover-
ing a different aspect of dynamic behaviour needed
(refer to Section 1.2). As a matter of fact, every model
will have its own type of agent node holding required
parameters. Under the hood, the different agent models
are implemented as servers listening on distinct ports
(see Figure 2c showing the mapping of agent models to
ports), communicating bidirectional with the BPS.
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Figure 2: (a) An agent node being embedded into a static
process. (b) Properties of an agent node. (c) Op-
tions dialog showing the connection settings,
which let Visio communicate with process simu-
lations and agent models.

3.2 Synchronization between process and
agent simulation

As previously mentioned, a process execution that
reaches an agent node is passivated for as long as the
called agent-based model runs. However, because BPS
and ABS typically differ in their time bases (future
event list versus simulation in seconds), some synchro-
nization construct is required.

In simplest approach (which we have undertaken),
BPS and ABS both progress in seconds. For each time
step, (1.) the BPS executes processes scheduled at that
instance. Then, it (2.) issues the command to begin
simulating that time-step to all ABS, which (3.) perform
computation and (4.) report the list of agents that have
completed their task in this time-step back to the BPS.
(5.) The BPS waits for all ABS to finish computation,
then (6.) reactivates process executions that have waited
for the completion of an agent model.

A more elegant but also more complex way for syn-
chronization would be to only simulate in time steps
when needed (i.e. when ABS are active), and employ
discrete scheduling based on the future event list in all
other cases. We clearly see this as a future work item
and optimization task for our approach.

_ SNE 23(1) - 4/2013

3.3 Agent-based simulation

ABS simulations are occupied with simulating the dy-
namic aspects of the process depending on the building
layout. The implementation we used computes the pas-
sage from one named space into another, taking into
account the circulation and existence of lifts, which
have their own behaviour (see Figure 3). On startup of
NetLogo, the program opens its receiving communica-
tion port. Upon (1.) receiving the request to simulate a
time-step, which may also contain the command to
insert a new agent into the simulation, the simulation
(2.) advances all agents and (3.) compiles a list of those
that have finished their task, which it (4.) returns to
process simulation. The wayfinding algorithm used is
based on previous work, as given in (Wurzer, 2010).
Furthermore, the agent-based models contains multiple
variants of the spatial concept, which can be used to
compare different spatial options. In our simulation, the
spatial concept is chosen when starting the process
simulation. The underlying data is hardcoded for the
time being, in a full-blown implementation, this could
be loaded from a Computer Aided Design (CAD) file or
any other form of database containing the schema. An-
other way for obtaining the schema, which we find is
preferable, is to use the agent model directly as a design
tool (i.e. develop the schema directly inside the model) -
thus embedding simulation fully into the design process.

P e

EMERGENCY

ENTRANCE—}—) —4——4— )V

Figure 3: Agent-based NetLogo simulation for computing
the passage between named spaces, taking the
circulation (middle line with arrows) into account.
Also simulates an elevator to the ward, which has
its own behaviour.
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3.4 Connectivity between implementations

An overview of the connectivity between the different
applications written is shown in Figure 4: Visio uses the
embedded VBA scripting engine to first output a file
containing the process definition, then opens the process

simulation app as well as all agent simulations. From
then on, the communication proceeds solely between the
process simulation and the agent simulations, bidirec-
tional via sockets.

Process Sim ] ‘
- .. \ 5
Agent Sim

Process Definition

Figure 4: Implementation. (left) Processes drawn in Visio
are (a) written to a file, which is fed into a (b) pro-
cess simulation that can execute them. Visio fur-
thermore (c) opens all agent simulations for the
process model, which are (d) then invoked by the
process simulation.

We have presented a simulation approach by which
dynamic entities can be embedded into an otherwise
static process. Our efforts are targeted at early stages of
hospital planning, where simulation has the potential to
become a design tool for qualitative decisions among a
multitude of design variants. Our implementation
(which is being made available under the website
www.iemar.tuwien.ac.at/processviz/early-stage-sim),
consists of an extension to Visio flowcharts in the form
of a custom ‘agent node’ that invokes a process simula-
tion communicating with an agent-based simulation. As
outcome, we are able compare different spatial configu-
rations with regard to how long it takes to cross differ-
ent areas of a hospital being planned. However, our
approach offers many more opportunities for being used
in today’s planning practice, as outlined under Section
1.2. Therefore, we see the technical part of our contribu-
tion only as minor outcome of the paper, the real impact
lies in the possibility to shift simulation from late stages
of design (where possibilities of change are limited), to
early stages, where design decisions are of fundamental
significance.
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Abstract. The contribution deals with simulation-
optimization of schedules that are modelled by simple
Coloured Petri Nets (CPNs). CPN modelling of standard
classes of scheduling problems is addressed and com-
pact CPN representations of scheduling problems are
proposed. It is shown how a combination of CPN repre-
sentations with predefined transition sequence conflict
resolution strategy can be used to optimize schedules by
standard local search optimization algorithms. Possible
neighbourhood construction procedures for various
problem classes are proposed with the emphasis on
solutions feasibility.

Introduction

Petri nets compose a general modelling formalism suit-
able for description of systems with highly parallel and
cooperating activities. Among others, they are increas-
ingly used for modelling and analysis in the field of
manufacturing systems. An important advantage of Petri
nets is that production systems’ specific properties, such
as conflicts, deadlocks, limited buffer sizes, and finite
resource constraints can be easily represented within a
single formal model (Tuncel and Bayhan, 2007).

The simplicity of model building, the possibility of
realistic problem formulation as well as the ability of
capturing functional, temporal and resource constraints
within a single formalism motivated the investigation of
Petri net based optimization of manufacturing planning
and scheduling problems. In our previous work a simu-
lation based optimization approach applying Petri nets
was intensively studied, as well as other, more classical
approaches, such as dispatching rules and reachability

tree based heuristic search (Gradisar and Musi¢, 2007,
Loscher et al., 2007; Musi¢, 2008).

In particular, the investigations focused on combina-
tions of Petri net modelling approach and local search
methods (Loscher et al., 2007; Musi¢, 2009).

This paper focuses on Coloured Petri Net (CPN)
models of various classes of scheduling problems. Gen-
eral modelling guidelines for standard problems, such as
open shop, flow shop and job shop problems are pro-
posed. The paper also explores the possibilities of use of
the CPN models in conjunction with state-of-the-art
local search algorithms provided a special type of pa-
rameterized conflict resolution strategy and neighbour-
ing solution generation procedure are adopted. Con-
strained permutations on transition firing vectors are
used to generate neighbouring schedule solutions that
are always feasible, which improves the effectiveness of
CPN based exploration of solutions compared to previ-
ous works.

1 CPN Representations of
Scheduling Problems

Literature on deterministic scheduling classifies the
manufacturing scheduling problems according to the
machine environment structure, processing characteris-
tics and constraints, and objectives (Pinedo, 2008).
Standard machine environment structures lead to stand-
ard scheduling problems, e.g., open shop, flow shop and
job shop problems, which are commonly studied. All
three problem classes address a problem of sequencing
n jobs (tasks) through a set of m machines (resources)
where every job has to be processed once on every
machine and every such job operation requires a speci-
fied processing time. The problems differ in restrictions
on the job routings.
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Figure 2: PN and CPN models of a flow shop scheduling problem.

Petri nets can be used to effectively model all three
standard problem classes. In particular, Coloured Petri
nets enable to develop compact models with a chosen
level of abstraction, which are functionally equivalent to
basic Place/Transition model. To illustrate this, Figure 1
shows a simple open-shop problem of three jobs and
two machines.

The open shop problem structure states that the pro-
cessing order of job operations is arbitrary, i.e., there are
no restrictions with regard to the routing of each job
through machine environment (Pinedo, 2008). There-
fore the operations are represented as sequentially inde-
pendent PN transitions that share a set of machines on
one hand, and a set of jobs on the other. The shared
resources are linked to transitions by self loops, which
are for simplicity of drawing represented by double
arrowed arcs.

Timed Petri nets are used where a token is declared
unavailable for a specified time period after every tran-
sition firing. This way only a single operation of a job
can be processed at a time and also only a single opera-
tion can be performed on a machine at a time. A single
operation occurrence in a sequence is enforced by addi-
tional places which restrict the transition firing.
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The model is shown in three levels of abstraction,
with common Place/Transition Petri net (PN) structure
used in the leftmost model and CPNs used in the other
two models.

In the Place/Transition PN model the machines are
denoted M; and jobs by p;,. Start of every operation is
modelled by transition firing. Since the transitions relat-
ed to the same machine are in conflict, only one of the
corresponding transitions can fire at a time. Conflict
resolution strategy determines a schedule of machine
assignments. Additional places p;; correspond to j-th
operation of job i and restrict the operations to be trig-
gered only once in a sequence.

In the first CPN model (central model in Figure 1)
all jobs are represented by the same set of places and
transitions. The distinction among different jobs is
achieved by introduction of token colours and transition
occurrence colours. Every token colour corresponds to a
job, whereas every occurrence colour corresponds to
triggering of operation within the job. This way various
operation durations can be represented by a single tran-
sition. In the next level of abstraction also the machines
are folded into one place.
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Consequently also the transitions representing opera-
tion triggering and places enforcing single operation
triggering are folded together into only one place-
transition pair. All the interrelations among different
place tokens and transition firings are now encoded into
complex colour based enablement conditions of differ-
ent transition occurrence colours. E.g., for the model of
Figure 1, marking of the final CPN is determined by 6
token colours in p;,, 3 token colours in p;;, and 2
token colours in M, ,, whilet; has 6 occurrence col-
ours. Every occurrence of t; defines a set of colour
dependent weights of the incoming and outgoing arcs.
The colour dependent weights related to a single arc can
be represented by a vector, and the weights of this arc
related to all transition occurrences form a matrix. In the
CPN models the problem structure is therefore folded
within arc weights that become matrices.

In general, an open shop problem with n jobs and m
machines requires n token colours in job place, n-m
token colours in operation place and m token colours in
machine place. The number of transition occurrence
colours equals the number of distinct operations, i.e.
n -m. The self loop arcs between job place and the
transition are weighted by n X nm matrices, the arc
between operation place and the transition by nm X
nm matrix and self loop arcs between machine place
and the transition are weighted by m X nm matrices.

Note that while the shown model is complete, it may
be advantageous to add additional n colours to job place
in order to represent the resulting schedule more easily.
The final marking of the model in Figure 1 is obtained
when all the operation tokens are consumed while all
job and machine tokens are back in place and available.
The schedule has to be reconstructed by observing una-
vailable tokens in operation and machine places. This is
easier if tokens are deposited in operation place also
during the last operation, although these are not em-
ployed to enable subsequent transition firing.

Similarly, any flow shop problem can be represented
by a PN structure similar to Figure 2. Again the model
is shown in three forms with increasing level of abstrac-
tion. Compared to open shop problems, the flow shop
problem states that all jobs have the same routing, i.e.
every job is processed on all machines in exactly the
same machine order.

In Place/Transition PN model this is achieved by en-
forcing a directed token flow through a set of places
representing operations of a single job. Places are linked
in a chain with operation triggering transitions in be-
tween a pair of places. Transitions representing the
same machine operation within all jobs are linked to a
common place that represents a machine resource. No
additional places are needed to ensure proper operation
triggering as this is now achieved by sequential ordering
of job operation places and transitions.

As before, the CPN model can be obtained by merg-
ing together the job operation chains, which are folded
into a single sequence of places and transitions as
shown in the center of Figure 2. The final CPN model is
obtained by folding together the machine places, which
consequently folds together also operation places and
transitions. The required token flow is achieved by
introduction of token colours, transition occurrence
colours and arc weights in matrix form as described
above. For a flow shop problem with n jobs and m
machines, n - m token colours are required in job oper-
ation place and m token colours in machine place. The
number of transition occurrence colours equals the
number of distinct operations, i.e. n - m. The arcs be-
tween job place and the transition are weighted by
nm X nm matrices and arcs between machine place
and the transition are weighted by m X nm matrices.
The final marking of the model is obtained when all the
job operation tokens are consumed while all machine
tokens are back in place and available. Similarly as
above, additional n colours can be added to job place to
reconstruct the resulting schedule more easily.

In general, the model of Figure 2 represents a prob-
lem, where jobs are not processed in the same order on
every machine. E.g., a job can pass another job while
waiting for processing on a particular machine. Often
the same job processing order is required on all ma-
chines, which forms a permutation flow shop problem.
Within the optimization approach described in the next
section, this can be easily achieved if the machine se-
quences are mutually dependent.

A job shop scheduling problem is modelled very
much in the same way as the flow shop. The difference
is only in machine assignments, which are not the same
for every job. Instead, each jobs follows its own route
through the set of machines, while it still visits every
machine only once.
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The different machine assignments reflect in diverse
connections of operation transitions to machine places
in P/T PN model. The final CPN model has the same
graphical representation as in Figure 2; the machine
assignments are hidden within arc weights in matrix
form.

1.1 Simple Coloured Petri nets

Building on the two above examples a formal definition
of Coloured Petri nets is given as follows. Note that the
definition is different from Jensen (1997) in the sense
that it does not alow for transition guards. Instead it
closely follows one of the representations used in Basile
et al. (2007) with an important difference: a different
interpretation of transition delays is used, which is clos-
er to that of Jensen (1997).

A CPN = (IV,M,) is a Coloured Petri net system,
where:

N = (P,T,Pre, Post,Cl,Co) is a Coloured Petri net
structure:

e P = {p,ps -, 0k}, k > 0is a finite set of places.

T = {ti,ty, ..., t;}, L > 0is a finite set of transitions
(withP UT # @andP N T = Q).

e (Cl is a set of colours.

e Co:P UT — C(lisacolour function defining place
marking colours and transition occurrence colours.
Vp € P,Co(p) = {a,1, apyz,...,ap,up} C Clis the
set of up possible colours of tokens in p, and
vt € T,Co(t) = {be1,be2s---rbey} S Cl is the
set of v, possible occurrence colours of t.

e Pre(p,t): Co(t) = Co(p)ys is an element of the
pre-incidence function and is a mapping from the set
of occurrence colours of t to a multiset over the set of
colours of p,Vp € P,Vt € T. It can be represented
by a matrix whose generic element Pre(p, t)(i,j) is
equal to the weight of the arc from p w.r.t colour a,;
to t w.r.t colour by ;. When there is no arc with re-
spect to the given pair of nodes and colours, the ele-
ment is 0.

e Post(p,t) : Co(t) = Co(p)us is an element of the
post-incidence function, which defines weights of arcs
from transitions to places with respect to colours.
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M(p) : Co(p) — N is the marking of placep € P
and defines the number of tokens of a specified colour
in the place for each possible token colour in p. Place
marking can be represented as a multiset M(p) €
Co(p)usand the net marking M can be represented as a
k X 1 vector of multisets M (p). M, is the initial mark-
ing of a Coloured Petri net.

1.2 Timed models

As described in Bowden (2000), there are three basic
ways of representing time in Petri nets: firing durations
(FD), holding durations (HD) and enabling durations
(ED). When using FD principle the transition firing has
a duration. In contrast, when using HD principle, a
firing has no duration but a created token is considered
unavailable for the time assigned to transition that creat-
ed the token, which has the same effect. With ED prin-
ciple, the firing of the transitions has no duration while
the time delays are represented by forcing transitions
that are enabled to stay so for a specified period of time
before they can fire. The ED concept is more general
than HD. Furthermore, in Lakos and Petrucci (2007) an
even more general concept is used, which assigns delays
to individual arcs, either inputs or outputs of a transition.

When modelling several performance optimization
problems, e.g. scheduling problems, such a general
framework is not needed. It is natural to use HD when
modelling most scheduling processes as operations are
considered non-preemptive. HD principle is also used in
the timed version of CPNs defined by Jensen (1997),
where the unavailability of the tokens is defined implic-
itly through the corresponding time stamps. While
CPNs allow the assignment of delays both to transition
and to output arcs, we further simplify this by allowing
time delay inscriptions to transitions only. This is suffi-
cient for the type of examples investigated here, and can
be generalized if necessary.

To include time attributes of the marking tokens,
every coloured token is accompanied with a time stamp
where time stamps are elements of a time set TS, which
is defined as a set of numeric values. In many software
implementations the time values are integer, i.e.
TS = N, but will be here admitted to take any positive
real value including 0, i.e. TS = R{. Timed markings
are represented as collections of time stamps and are
multisets over TS:TSys. By using HD principle the
formal representation of a Coloured Timed Petri net is
defined as follows.
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CTPN = (IV,M,) is a Coloured Timed Petri net
system, where:

e NV = (P,T,Pre,Post,Cl,Co, f) is a Coloured Time
Petri net structure with (P,T,Pre, Post,Cl,Co) as
defined above.

e f: Co(t) = TS is the time function that assigns a
non-negative deterministic time delay to every occur-
rence colour of transitiont € T.

e M(p): Co(p) = TSy is the timed marking, M, is
the initial marking of a timed Petri net.

As mentioned before, in the CPN models the problem
structure is folded in arc weights represented by matri-
ces. This is convenient for automatic generation of the
models as matrices can be easily constructed algorith-
mically and the graphical representation of CPNs is
rather simple compared to graphical layout of P/T Petri
nets with high number of places, transitions and arcs.
CPNs can be therefore effectively applied as a model-
ling framework in conjunction with automatic model
generation and optimization based on production man-
agement data.

2 Neighbourhood Solution
Generation Strategy

In our previous work (Ldscher et al., 2007; Music¢ et al.,
2008) different ways of solution space exploration were
studied. Extensive testing of the reachability tree search
based approaches has been performed and also several
experiments with local search techniques have been
made.

2.1 Prescribed transition firing sequences

In Loscher et al. (2007) the approach is presented,
which extends the Petri net representation by sequences
and priorities. When using sequences, disjoint groups of
transitions are selected and mapped to sequence vectors.
A firing list is defined by ordering transitions within the
group. During the model evolution a set of sequence
counters is maintained and all transitions belonging to
sequences are disabled except of transitions correspond-
ing to the current state of the sequence counters. After
firing such a transition the corresponding sequence
counter is incremented. This way the transition firing
sequence can be parameterized.

If the model represents a scheduling problem, the
sequence obtained by a sequence-supervised simulation
run of the Petri net model from the prescribed initial to
the prescribed final state is a possible solution to the
problem, i.e. it represents a feasible schedule.

To illustrate this, consider a simple job shop example
of four jobs and four machines. Operation durations are
shown in Table 1 and resource requirements in Table 2.

The problem is modelled by a CPN similar to Fig-
ure 2. The model can then be simulated by applying
SPT (Shortest Processing Time first) rule (Haupt, 1989)
as a default conflict resolution mechanism. The result-
ing sequence represents a possible schedule, shown in
Figure 3.

Operation/Job J1 J2 J3 Ja
04 54 9 38 95
02 34 15 19 34
03 61 80 28 7
04 2 79 87 29

Table 1: Operation durations for a simple job shop
problem.

Operation/Job J1 J2 I3 Ja

01

03

AN w]|R

1
2
3
4

W NP

3
1
03 4
2

04

Table 2: Machine requirements for a simple job shop
problem.

C—TJjobt
[ job2

job3
[__Jjob4

|
I
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0 50 100 150 200 250

M2 M3 M4

M1

Figure 3: A possible solution of the given job-shop problem.

The same schedule can be obtained by fixing the se-
quential order of transitions in conflicts related to shared
resources in the system. E.g., in the above example the
shared resources are machines M1 to M4 modelled by
four token colours in place M;_,. Related sets of transi-
tion occurrence colours are:

SNE 23(1) - 4/2013
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Su1 = {tyes tiea tacn tac}
Smz = {tzca tsca tscar tac} (1
Sms = {tl,cl: € c4r 3,03 t4,c2}

Sma = {tycartacrtacs tacal

where t; .jdenotes the occurrence colour of t;_,; ¢jcor-
responds to job J;and i corresponds to the operation
number within the job.

If these sets are mapped to four independent se-
quences, and a set of index vectors V. = {V;,V,,V5,V,}
is adjoined, where V; is a corresponding permutation of
integer values i,1 < i < 4:

V, = {1,4,2,3}
V, = {1,2,4,3} @
Vs = {1,3,4,2}
V, = {1,3,2,4}

a supervised simulation run, which forces the prescribed
sequential order of conflicting transitions, results in the
same schedule as above.

The sequence-supervised simulation is implemented
by a simple modification of the regular CTPN simulation
algorithm. After the enabled transitions are determined in
each simulation step, the compliance of the set of enabled
transitions to the state of the sequence counters is
checked. Transitions that take part in defined sequences
but are not pointed to by a counter are disabled.

The exploration of the solution space and the related
search for the optimal schedule can then be driven by
modifications of sequence index vectors. The problem
of this approach is that by perturbing sequence index
vectors the resulting transition firing sequence may
easily become infeasible, which results in a deadlock
during simulation (a sequence imposed deadlock). Such
an infeasible solution can be ignored and a new pertur-
bation can be tried instead.While this works for many
problems, in some cases the number of feasible se-
quences is rather low and such an algorithm can easily
be trapped in an almost isolated point in the solution
space.

2.2 Generation of neighbourhood solutions

In the Operation Research (OR) literature several
neighborhood generation operators have been proposed
(Blazewicz et al., 1996; Jain et al., 2000).
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The question is how to link these operators and re-
lated effective schedule optimization algorithms with
Coloured Petri net representation of scheduling prob-
lems. As mentioned above the Petri net scheduling
methods have advantages in unified representation of
different aspect of underlying manufacturing process in
a well defined framework. Unfortunately, the related
optimization methods are not as effective as some
methods developed in the OR field. The link of two
research areas could be helpful in bridging the gap be-
tween highly effective algorithms developed for solving
academic scheduling benchmarks and complex real-life
examples where even the development of a formal mod-
el can be difficult (Gradisar and Music, 2007).

A possible way of such a link is the establishment of
a correspondence of a critical path and the sequence
index vectors. In a given schedule the critical path CP is
the path between the starting and finishing time com-
posed of consequent operations with no time gaps:

CP = {0;:p; =pi-1+ 71,1 = 2...n} 3)

where O;are operations composing the path, p; is the
release (starting) time of operation O;, and t; is the
duration of 0;.

The operations O; on the path are critical operations.
Critical operations do not have to belong to the same
machine (resource) but they are linked by start-
ing/ending times.

Critical path can be decomposed in a number of
blocks. A block is the longest sequence of adjacent
critical operations that occupy the same resource.

The length of the path equals the sum of durations of
critical operations and defines the makespan C,, 4, :

Crnax = Z Ti 4
0;eCP
Figure 4 shows a redrawn gantt chart from Figure 3 with
indication of the critical path (grey) and the sequence of
critical operations. The shown critical path consists of 5
blocks.

Critical operations in Figure 4 are denoted by transi-
tion labels that trigger the start of a critical operation
when fired. A transition that triggers a critical operation
will be called a critical transition.
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The scheduling literature describes several neigh-
borhoods based on manipulations (moves) of critical
operations (Blazewicz et al., 1996). One of the classical
neighborhoods is obtained by moves that reverse the
processing order of an adjacent pair of critical opera-
tions belonging to the same block (van Laarhoven et al.,
1992). Other neighbourhoods further restrict the number
of possible moves on the critical path, e.g. (Nowicki and
Smutnicki, 1996).

Clearly every critical transition participates in one of
the conflicts related to shared resources. If these transi-
tions are linked to predefined firing sequences parame-
terized by index vectors, a move operator corresponds
to a permutation of an index vector.

L 1=

E—iob1
B job 2

M2 M3 M4

M1

=

b e Lo tate

t1 3 tZ_cZ!

Figure 4: A critical path within a schedule and critical
transitions.

machine 3 idle time

\
job 1

| =

\" : job 3
|; [ ljoba

M2 M3 M4

| H : makespan:
‘ ‘ ' 272

M1

0 50 100 150 200 250

Figure 5: An optimized solution of the given job-shop
problem.

For example, in the schedule shown in Figure 4 a move
can be chosen, which swaps the two operations in the
third block on the critical path. This corresponds to the
swap of transitions t, ., and t, ., in the sequence Sys3,
which is implemented by the exchange of the third and
the fourth element within V5 index vector:

move(V3) : {1,3,4,2} — {1,3,2,4} 4

A new schedule obtained by simulation with modified
V5 results in a shorter makespan. Similar swap of the
last two operations in the sequence Sy, leads to the
optimal schedule (with the shortest makespan) shown in
Figure 5.

When the move is limited to the swap of a pair of
the adjacent operations in a block on the critical path
this narrows down the set of allowed permutations. The
most important feature of such a narrowed set of permu-
tation on the index vector is that every permutation from
this set will result in a feasible firing sequence, i.c. a
feasible schedule. Therefore no deadlock solutions can
be generated, which are often encountered when unre-
stricted permutations on the index vectors are used.

The described approach is well suited to optimiza-
tion of job shop problems. With minor modifications it
can however also be used for optimization of other
scheduling problem classes. The problem class specific
constraints can be enforced as additional permutation
constraints. E.g., permutation flow shop restrictions can
be enforced by keeping all the sequence vectors in syn-
chronization. In contrast, open shop problems have no
restrictions on job routings. Fixing transition firing
sequences for each individual machine therefore does
not resolve all the conflicts in the model. The remaining
conflicts can be solved on the fly during simulation in a
random manner in order to cover as much as possible
wide set of problem solutions.

It is also important to note that such a neighbour-
hood function is comparable to exploring the reachabil-
ity tree in an event driven manner. It is possible that
certain feasible firing sequence imposes one or more
intervals of idle time between transitions, i.e., some
transitions are enabled but can not fire due to sequence
restrictions. This is different from the exploration in a
time driven manner when a transition has to be fired
whenever at least one transition is enabled. The differ-
ence is important in cases when the optimal solution can
be missed unless some idle time is included in the
schedule as shown in Piera and Music¢ (2011). In other
words, the schedules generated in the proposed way
belong to the class of semi-active schedules (Pinedo,
2008).

E.g., in the example of Figure 5 a small fraction of
idle time is introduced before processing job 4 on ma-
chine 3. Job 2 has already been ready for processing on
the same machine, which resulted in non-optimal
schedule obtained by SPT rule (Figure 3). The chosen
change in the firing sequence enforced the firing of t; 4
before t,., although t,., has been marking-enabled
first. This way a schedule with shorter makespan was
obtained.

SNE 23(1) - 4/2013
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3 Conclusion

The described neighbourhood generation procedure was
coded in Matlab and used in combination with a simple
Simulated annealing (SA) search algorithm. Compari-
son of the minimum makespan for some standard open
shop, flow shop and job shop problems calculated by
the proposed algorithm and some other standard algo-
rithms has been performed. The proposed algorithm is
able to improve the initial SPT solutions with a moder-
ate effort, although it is not able to reach optimum for
complex benchmarks.

Therefore a prototype implementation of tabu search
algorithm has also been tested. The obtained results are
comparable to the SA based search. It is expected that
the tests with other neighbourhood operators would
further improve the obtained results, which is one of the
tasks for the future work.
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Abstract. It becomes increasingly important to create
more accurate models that can be simulated fast. To ac-
complish this we need models which can change their
set of equations during runtime. These models are called
variable-structure models. These models enable a user
to specify a model with more than one mode and change
between these modes during runtime. This can make
a simulation faster and in some cases even more accu-
rate. In this paper we present a Python package that en-
ables the user to specify such models in an easy and in-
tuitive manner. The introduced package provides means
to use existing Dymola models as modes and simulate
the variable-structure model with the Dymola simulation
engine. Different examples are presented which were
simulated with the new package and the advantages of
variable-structure modeling with the Python package is
discussed. Furthermore, requirements a model needs
to fulfill to be used in a variable-structure model are ex-
plained.

Introduction

To study the behavior of a technical system early in
the design phase (simulation-) models are often used.
Such a model consists of variables and equations which
specify the behavior of the model over time. The mod-
els are usually described through differential-algebraic
equations (DAE). The models are then simulated with
a numerical solver. The results of such a simulation
can be used to analyze the behavior of a technical sys-
tem without having to build the real system. Through
the ever growing complexity of the real technical sys-
tems, the complexity of the models also needs to rise.

This leads to the problem that the simulation of a model
might become too slow or that some systems cannot be
modeled at all. We regard variable-structure models as
a solution for this problem. These models consist of
different modes between which they can switch. This
means that a model can run through different 'modes’,
where each mode effectively is a model with its own set
of equations which describe the physical behavior of
this particular mode. When switching from one mode
to the next one, the new mode needs to be initialized
through the end values of the old mode.

For instance variable-structure models enable the
user to model systems that change their behavior. An
example for such a model is an airplane which is first
a rolling vehicle then a cross between a rolling vehicle
and a flying object and then becomes a flying object.
In this paper we call models that change their equations
in order to model different behavior ‘variable-behavior
models’.

Another example for variable-structure models is a
model which changes its level of detail. With such a
model the simulation can be as detailed as necessary
and as easy as possible throughout the simulation. For
instance if a model can reach critical regions and in
these a complex model is needed but otherwise an eas-
ier model is sufficient, it would be feasible to use the
less detailed model and only switch to the more com-
plex model if needed. We call such models ‘variable-
detail models’ and will show in the evaluation section
that such models can save simulation time without sig-
nificant accuracy losses. Of course there are models
that are hard to place in only one category but usually
the goals for these two are different. For variable-detail
models the goal is to save simulation time or enhance
the accuracy through the mode switch. For the variable-
behavior models the simulation time is not the main
goal but that a system can be simulated at all through
the variable-structure approach.
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A variable-structure model has always exactly one
current mode and switches from mode to mode through
defined transition. These transitions hold the informa-
tion on how the simulation data of the old mode should
be used to initialize the new model.

Common simulation tools like Simulink from [1]
and Dymola from [2] do not support the change of
the variables and the set of equations during simula-
tion. There do exist simulation environments which
enable a user to simulate variable-structure models. A
brief overview of these environments and approaches
are given here.

MOSILAB is a simulation environment based on
Modelica which can be used to model and simulate
variable-structure models. This tool enhances the Mod-
elica language and uses a Statecharts view to specify
the mode switches, see [3]. There is no index reduction
implemented in the tool and thus only index-0 models
are allowed.

The language SOL was developed by [4] and is an
experimental Modelica like language. This language
supports modeling variable-structure models, interpret-
ing them and simulating them. An advantage of SOL
is that when a mode switch occurs and the causalisa-
tion of the model changes only the necessary causal-
isations are done. This makes the mode switch quite
elegant. SOL is an experimental language and thus far
not available for large models, hopefully the results will
sometime lead to a modeling language which supports
variable-structure models. For now a user cannot work
with SOL and reuse models from other tools all models
would have to be specified in the new language. An-
other possibility for variable-structure models is Hydra
which is described in [5]. Hydra is a language under de-
velopment which supports variable-structure modeling.
It is based on functional programming languages and is
therefore not as easy to learn for modelers.

All these possibilities have great ideas and do dif-
ferent things better than our approach but to model
and simulation variable-structure models the user has
to learn a new language and remodel existing models.
With the approach we present a common modeling tool
can be used and existing models can be reused. Python
as a free language is used for the package, so the pack-
age is accessible to anyone interested.

[6] describe an algorithm which transforms a
variable-structure model to a normal model by refor-
mulating the modes into one mode. This approach does
work but makes the resulting model quite large and

will therefore extend the simulation time. This does
not seem to be feasible for variable-detail models be-
cause simulation time will most likely not be saved. In
Simulink enable blocks can be used to model differ-
ent modes, but the definition of the transitions becomes
rather complicated and the blocks that are disabled still
take up simulation time, see [7] for more information.
In Dymola a mode switch is possible, as long as the
variables do not change and the causality of the equa-
tions does not change. If either needs to change, both
equation systems need to be implemented in the model
and through if-statements the switching needs to be de-
fined. [8] describe a possibility for variable-structure
models with if-statements in Modelica. Here the equa-
tions are reformulated, so depending on the mode the
model is in, a multiplication with zero or one takes
place. The equations therefore change during simula-
tion. This approach does work but for large models
with many mode switches it will become complicated.
The equation system is also rather large and might slow
down the simulation compared to a real mode switch.
In this paper we will present an easy to use approach to
define variable-structure models in Python and use the
simulation tool Dymola for the simulation. This pack-
age enables the user to reuse existing Dymola models
and still work with variable-structure models .

Section 2 introduces the Python package with its
design and usability. In Section 3 different examples
of variable-structure models which were modeled with
the new Python package are presented. The last section
provides the conclusion and future work.

1 A New Python Package

This section first gives an overview of how a variable-
structure model can be modeled with its different modes
and transitions. The design of the package and how the
package can be used is afterwards explained.

1.1 A variable-structure model

As was already said in the introduction a variable-
structure model is a model which consists of an arbi-
trary number of modes between which the model can
switch. A model can switch from one mode to another
mode via one transition. To model such a behavior
an object-oriented approach seems feasible. Figure 1
shows how a variable-structure model can be modeled
through objects. The ModelObject consists of different
modes and each mode can have transitions.

Ty .
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Figure 1: Class structure of a variable-structure model for
different modeling environments.

This ModelObject holds all the necessary information
about the variable-structure model. It defines the global
stop time of the model, a default solver and the modes
of the variable-structure model . To be able to integrate
different simulation environments into the package an
interface which is tool independent was defined. The
most important attributes of a mode are:

e a unique mode number to identify the mode
¢ a model name with path to the original model

e observer variables which will be stored in a data
matrix

e a specific solver which overwrites the default
solver

Necessary methods in a mode class:

e start simulation (startSim) which starts the simula-
tion in a specific simulation environment

e set initial values (setInit) which sets the initial val-
ues in the tool specific init file

e read end values (readEnd) which reads the neces-
sary end values of the tool specific result data file

e translate model (translate) which compiles the
model, if necessary

When a specific simulation environment needs to be
added new class which implements the mode-interfaces
has to be created. The other parts of the model do not
have to be changes, as long as the given interface is not
changed. For now Dymola is implemented and integrat-
ing OpenModelica and Simulink is planned. Each mode
can have an arbitrary number of transitions which lead
to the next modes. A transition is another class which
defines the mode switch and is independent of the used
simulation environment. In each transition an attribute
exists which holds the identification number of the next
mode. Furthermore the information on how the data of
the old mode is used to initialize the new mode is stored
in the transition.

1.2 Design of the package

In the previous section the object-oriented design of a
variable-structure model was explained. This design
is used in the Python package which makes it possi-
ble to integrate different simulation environments. For
a modeler who is used to modeling in simulation en-
vironments it might be difficult to define this modeling
structure in Python. Therefore the package provides a
template to specify the variable-structure model. The
user does not need any programming knowledge to be
able to use this template.

The package uses the user given information to
generate the necessary ModelObject. The basic idea of
our approach is to use common simulation environment
to simulate a variable-structure model and therefore
use their capabilities. It is not the idea to create a new
language as was done by [4] with SOL or by [5] with
Hydra or with the tool [9, 10]. Our idea is to create
a new modeling layer which can manage different
modeling environments and which handles the switch
from one mode to another during a simulation run.
To accomplish this each mode of a variable-structure
model needs to be an independent model which consists
of variables and equations. Each of these modes has
a stop condition which stops the simulation of this
particular mode and defines the next mode. Figure
2 shows a schematic view of a breaking pendulum
variable-structure model with two modes. One mode
which is the normal pendulum and one mode which is
a falling mass.

centrifugal force <0 =

.N.H't init — falling mass
Pendulum Falling Mass
Model: Model:
Variables(i, ¢, ...) Variables(x, y, ...)
Pendulum eq Falling mass eq

terminate( F < 0) terminate(radius > rope length)

radius > rope length =

init - pendulum

Figure 2: Schematic view of a breaking pendulum
variable-behavior model.

To get from one mode to the next a Python script is
used, this approach was already presented in [7] where
it was tested with different scripting languages. The
workflow of the script which handles the simulation of
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the variable-structure model is shown in Figure 3. In
our package the modeled ModelObject is used as input
for the variable-structure simulation method.

Seript Mode X

Y

[ Compile needed Modes
Y

fiead initial,

Sfind mapping
Y

Set eurrent

maode to 1
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>

Initializ

Start current mode f——10 |
™ Run until stop
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Figure 3: Program flow of the switch.py method.

At the beginning of this method the modes are com-
piled, which results in having an executable called
’dymosim.exe’ and an initialization file called *dsin.txt’.
The dymosim.exe can be used to start the simulation of
the model. Each created init file is loaded and results
in having an initialisation matrix. An identical matrix
can be loaded after a simulation of a Dymola model
whereas this matrix then holds the end data of the
simulation. To make the mode switches faster, the
mapping for setting initial values in the init matrix
through the end values of the end matrix, is saved in
each transition. For now only a one to one mapping
is allowed (0c1dMode.x = newMode. z is allowed,
oldMode.z = f (oldMode.x,o0ldMode.y,...)
is planned) which makes the mapping simple. This of
course means that all values necessary to fully initialize
the new mode need to be available in the old mode. In
case a value is not available the modeler can set values
himself in the package. The initialization routine of the
specific simulation environment of the mode is then
used to initialize the whole model. The modeler is
therefore responsible to specify the initialization within
the package to get a stable and continuous solution.
The method then enters a while-loop which only stops
when the user defined stop time is reached. The loop

starts with the user defined start mode with given
initial values. When the simulation stops because of a
specific stop condition the transition to the next mode is
known through the ModelObject. The end values of the
simulation (dsfinal.txt) are then loaded which gives the
end value matrix. The simulation data of the variables
to observe are saved in a result matrix. The new mode
is then used as current mode and the while-loop is
entered again. The mapping which was saved in the
transition is then used to set the initial values of the
current mode.

If the stop time of the simulation is reached the
while-loop is not entered again. After the simulation is
done the observed values are saved in a data-file which
can later on be used to post-process the simulation data.

1.3 Creating variable-structure models

As an example on how the package can be used, we
look again at the pendulum model. First lets consider
the Modelica models needed for the variable-structure
model. The package approach was chosen because we
wanted to be able to use existing models and to reuse the
models afterwards again. The package allows us to use
our old models on its own because they are valid mod-
els, but each model needs a stop condition to be used
as a mode in a variable-structure model so the model
needs to be altered. Modelica with its object-oriented
approach Modelica2010 helps us to keep our old mod-
els as they are and extend our needed modes from the
old models. Figure 4 shows the pendulum model.

init

Pendulum Falling Mass

Model: Model:
Variables(ip, &, ...)
Pendulum eq

centrifugal force <0 =
init — falling mass

pendel_struc
“Model:

terminate(F < 0)
switch_to = 2

Variables(z, y, ...)
Falling mass eq

falling_mass_strue

“Model:
terminate(radius > rope length)
switchto = 1

— —

radius = rope length = init — pendulum

Figure 4: Using inheritance for variable-structure modeling.
The two models ‘Pendulum’ and ‘Falling mass’ rep-

resent the original models. The other models are ex-
tended models of the two and have the stop condition
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(here called terminate) added and a variable ‘switch_to’
which specifies the mode that needs to be entered next.
Here it can be seen, that the original models have
not changed and can be used as before only the ex-
tended models now represent the modes in the variable-
structure model .

After the models for the modes are defined the tem-
plate provided in the package is used to define the mode
switches for the variable-structure model .

stop = 10 # stoptime
model = [’Pendelum.mo’] # filename

model='pendel_struc’ #first mode
mode2='falling_mass_struc’ #second mode
modes=[model, mode2] #list of modes
sol=EULER # global solver

# SWITCH MODE 1 - > MODE 2
outl=[’"x’,'y’,'der(x)’, der(y)’]
in2:[lxI,IyI’IVXI,!VyI]
transition.append([1l,2,0outl,in2])

# SWITCH MODE 2 - > MODE 1
out2=["x",’der (phi)’]
inl=[’x’,’dphi’]
transition.append([2,1,0ut2,inl])

obs (["x","y"1,["x","y"])

switch (stop, sol,model, modes,transition, obs)

For each model the name of the modelfile (or files) and
the name of the modes have to be specified. These
modes will later be compiled with Dymola. Afterwards
the transitions have to be defined. A user defines a tran-
sition with the mode numbers of the two modes between
which the transition is. Furthermore, the variables to
read from the old mode (outl and out2) and the vari-
ables that will be set in the new mode (in2 and in1) have
to be specified. The variable ‘observer’ defines which
variables should be saved in a data matrix at the end of
the simulation. The data of each mode is mapped and
saved in one data matrix (for instance: model.x and
mode2.x will be written in one column of the data ma-
trix). The data matrix is per default saved as MAT-File
but the user can specify other output filetypes as well.
All the information is then given to the switch method
which creates the ModelObject and all the mode ob-
jects with their transitions. This template can be used
to specify an arbitrary number of modes and switches
between these modes.

2 Evaluation

In this section we present different variable-structure
models. With these models it is shows how useful
variable-structure models are. We then use an easy
variable-behavior model to analyze the scalability of
the Python package. At the end of this section require-
ments a model needs to fulfill to be used as a mode in a
variable-structure model are discussed.

2.1 Variable-detail models

To show that variable-detail models can save simula-
tion time we look at a diesel combustion engine model,
see Figure 5. In this model the environment pressure
changes every five seconds and thus the pressure of the
manifold changes. When the pressure of the manifold
and environment are almost the same the throttle and
manifold are not necessary anymore and can be taken
out. When the pressure changes again the model has
to become more detailed again to simulate the dynamic
pressure change in the manifold.

Mode 1 =

=7 NAL LA™

Throltle Manifold Fﬁ.,;.;-;.m.:,;q;‘ B
p_env-p_0>0.15bar | ‘ p_env-p_manifold<,1 bar ==

Mode 2

Env | P Env

——
1
i
axad N
I

Figure 5: Schematic view of a diesel combustion engine
variable-detail model.

The measured simulation times can be seen in table 1.
Here the simulation times of the model with only one
level of detail and with two levels of detail are pre-
sented. The model is always simulated for 20 sec-
onds and has 7 mode switches. The Compilationtime
is the time needed to compile the Dymola models and
the Residualtime is the time the script needs for start-
ing the simulation, setting initial values and so on. The
variable-detail model takes less time than the one level
of detail model even though two compilations are nec-
essary and the residual time is larger. This leads to the
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conclusion that variable-detail models can make a sim-
ulation faster. We also compared the results of the cylin-
der pressure and temperature and the difference was less
than half a percent which shows that we were able to
make the simulation faster without significant loss of

accuracy.
Stop time One detail | Variable detail
20sec /7 switches Dymola Dymola/Python
Simulation time 17 7.3
Compilation time | 1*1.2=1.2 2¥1.2=24
Residual time 1 2.3
Total time 19.2 12

Table 1: Simulation time for the diesel combustion engine in
seconds.

2.2 Variable-behavior models

As an easy variable-behavior model we present a
bouncing ball model. Here the bouncing ball does not
just change its velocity when it hits the floor but be-
comes a spring and damper system which means the
ball is elastic and bounces differently depending on the
damping constant. Figure 6 shows the bouncing ball
results with different damping constants. Interesting is
that the ball can never fall below the surface as hap-

pens if only a ‘when’ statement n which the velocity is
negated and multiplied by a factor (without extra pre-
cautions) is used in Modelica.

Furthermore, the deformation of the ball can now be
modeled dependent on the current velocity of the ball,
which makes the model more realistic. As a model with
more than two transitions we present a breaking pendu-
lum model where the rope can get stuck on a nail. The
model is simplified to make it easier to understand:

e The pendulums suspension point is (0,0)
e The nail position is x <0 and y < 0 (‘nailPoint’)

o The falling mass model is valid left of the nail

The simplified model is shown in Figure 7 (only a few
important variables are shown in this view).

We still have two modes but when the rope passes the
angle where the nail is located the rope length changes
and therefore the suspension point of the pendulum. We
make a mode switch into the same model but change the
model parameters. If the centrifugal force goes below
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Figure 6: Simulation result of the center point of the
bouncing ball variable-structure model .

@ > Pnait A >0 A sp# (0,0) = sp=(0,0)

F <0 =
it init ~ falling mass
e

e
falling_mass_strue
pendulum_strue == '[
vodel:
Model: e
s nailPos
nailPos " : .
: - x ; suspension point (sp)
suspension point (sp)
rope length
-
— —
radius > rope length =
init — pendulum
@< Cnait AE < 0 A sp=(0,0) = sp = nail Pos

Figure 7: Constrained and breaking pendulum
variable-structure model .

zero the pendulum becomes a falling mass otherwise
it either turns around the nail or becomes the normal
pendulum again. Figure 8 shows different movements
of the pendulum for different start values of the angular
velocity (dphi (rad/sec)) and the damping constant (D

(N sec/m)). The normal suspension point and the nail
are markedy as dots.

2.3 Scalability of the simulations

The scalability is always an issue with programs as pre-
sented here especially if one goal is to save simulation
time. To test if the scripting approach with Python
scales with the number of switches and the number
of variables for initialization two different tests were
made. For both test a bouncing ball model is used which
has a transition to itself as soon as the ball touches the

ground. The velocity is then negated and we have a ball
that never stops bouncing.
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ym

Figure 8: Simulation results of the breaking pendulum
model with nail.

This model has only 2 statevariables (height,velocity)
and these have to be initialized for each mode switch.
As first test this model is simulated with 10, 100, 1000,
10000 mode switches, see table 2. It can be seen that
the simulation time scales with the number of switches
and it can also be seen where most of the time is lost.

Switch | overall | mapp while-loop

time time | CPU | dymosim | read init
10 0,64 0,046 | 0,02 0,33 0,22 0,02
100 5,21 0,039 | 0,10 2,90 1,98 0,17
1000 55,34 | 0,049 | 0,68 30,38 22,35 1,79
10000 544 0,039 | 6,20 298,00 | 220,22 | 18,33

Table 2: Simulation time for many switches in seconds.

The start of the dymosim.exe takes up a long time, but
we do not have any means to change anything on the dy-
mosim.exe routine (each time the executable is started
the license is checked, which also takes up time). The
other part that takes a long time is the reading of the
end values of the old mode. In the implementation the
dsinfinal.txt (which holds the end values of the simua-
tion) is changed into a Matlab file, because it is easier to
load. This process does take up a long time and we are
currently trying to find a better solution. The other mea-
sured times are the CPU time which is the time the sim-
ulation runs, the init time is the time it takes to set the
initial values in the initial file. This of course is a rather
drastic example because the idea of variable-structure
models is to use larger models with a long CPU time
and a few switches and not a model with almost no CPU
time and many switches.

As second example we use the same bouncing ball
but this time we create an array with many of these
balls. We always simulate for 10 switches but with
10, 100, 1000, and 10000 bouncing balls. This leads to
many statevariables which have to be initialized. Now
we see in table 3 that the CPU time takes up most of the
time, which was to be expected from larger models. We
see that finding the mapping at the beginning of the sim-
ulation takes up a long time. There it can be seen that it
is feasible to search the mapping once at the beginning
and not for each switch because the needed time would
be even greater. All other measured times are rather in-
significant compared to the large CPU time.

We see here that there is still some improvement nec-
essary for the index search but otherwise the approach
seems good for large models.

Balls | overall | mapp
time time | CPU
10 5,00 0,06 0,4 4,3 0,17 | 0,02
100 6,75 0,07 0,23 5.5 0,24 | 0,45
1000 14,93 24 7.4 4,03 0,21 | 0,61
10000 | 322,27 | 62,15 | 252,2 5,47 0,77 | 0,85

while- loop

dymosim | read | init

Table 3: Simulation time for large models in seconds.

2.4 Model requirements

After introducing the Python package, its design, and
presenting examples of variable-structure models we
are now discussing the most important requirements for
variable-structure models with our Python package.
Looking at the scalability test it is clear that it is not
feasible to create variable-structure models with lots of
mode switches especially if the models them self are re-
ally small. Many switches lead to an overhead in simu-
lation time through the scripting. For variable-behavior
models this might still be reasonable because one might
otherwise not be able to simulate the system at all.
Another problem with many mode switches is the
initialization of the new mode. Each time a switch oc-
curs an initialization problem has to be solved. If the
values are chosen incorrectly or cannot be calculated
from the old mode the numerical solution might be-
come wrong or even instable. The initialization is there-
fore a great issue for variable-structure models and it is
only possible to switch from one mode to the next if the
new modes statevariables can be calculated through the
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variables of the old mode. This means not all models
are fit to be used as modes in variable-structure models.

For variable-detail models it is important that the
models have a CPU time which is greater than the time
the script consumes and also that the less detailed model
at least compensates the scripting time otherwise no
simulation time can be saved.

3 Conclusion and Future Work

Our approach is not able to re-causalize only the needed
equations or to have a just-in-time compiler as some
other language and tools for variable-structure mod-
els have but we are able to use a common simulation
environment for our simulation and therefore use the
strength of this tool.

We can use a tool like Dymola and give modelers
the opportunity to test if variable-structure models are
feasible for them.

Our approach helps to easily create variable-
structure models from existing models and use easy
means to describe the models. We therefore hope
that with our Python package knowledge of variable-
structure models can be gained.

In the future the package will be enhanced to a
framework which will support different simulation tools
and a graphical user interface. The framework should
enable the user to use models from different tools as
modes.

With the planned framework researches are planned
on what a tool needs to be usable for variable-structure
modeling and when variable-structure models should be
used to be feasible.
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Abstract. This work shows how the problem of mod-
elling fluids motion can be addressed in Modelica. This
innovative approach makes possible to face such a prob-
lem in a multi-physic modelling language as Modelica is.
In this way it is possible to simulate together the fluid and
the system that interacts with it, without any additional
effort and taking advantage of the Modelica libraries rep-
resenting buildings, power plants, water treatment sys-
tems, HVAC and so forth.

Introduction

Modelling fluid flows is extremely important in simu-
lating many engineering processes. When the fluid is
constrained to move in ducts or pipes strong assump-
tions/simplifications can be taken into account with-
out affecting the description of the fluid properties (e.g.
temperatures, pressures, densities,...) and their distri-
butions. The mentioned simplification for such cases
where a spatial coordinate prevails the others leads to
zero or one dimensional models where the spatial de-
pendence is respectively disregarded or limited to just
one coordinate (e.g. pipes). However there are ele-
ments like tanks (in the context of hydraulic systems)
or rooms (in the context of HVAC systems) where zero
or one dimensional models are not appropriate. The
standard practice when simulating such more compli-
cated scenery, is to employ CFD codes. Despite this
approach is capable of representing in a very detailed
way the fluid thermal dynamics, it has some drawback.
The main one is in its modularity. CFD cannot be eas-
ily integrated with other models in order to represent the
entire system, the only way for doing such a task is to
employ the so called co-simulation techniques, that in-
troduce a communication overhead and some non trivial
convergence problem as shown by Trcka et al. [8].

The aim of this work is to provide a general method-
ology for modelling 2D or 3D fluid flows with Model-
ica. Modelica is a multi-physic Object-Oriented mod-
elling language [?]. In Modelica several modelling li-
braries, representing a variety of systems are already
available [6], and new ones can be developed. Thanks
to the modularity of the language and the deffinition of
standard interfaces, models belonging to different phys-
ical domains can be coupled together. Providing a way
for modelling fluid flows in such an environment is a
step ahead in the direction of a real integrated multi-
domain simulation tool, thus avoiding co-simulation
and its drawbacks [8], [10]. The proposed modelling
approach aims at representing simple scenery in cases
where the powerful capabilities of CFD software are not
needed. More precisely, complex geometries and high
velocities are not taken into account , however a wide
range of application like rooms, portion of buildings,
storage tanks can be modelled. As consequence, de-
spite the apparent simplicity of the proposed approach
a widespread set of relevant cases can be investigated.

The structure of the paper is the following: an in-
troductory section where the governing equations are
shown is followed by a section in which the discretisa-
tion approach is presented. Then, the implementation
in the Modelica language of the discretised equation
is discussed. The last section concerns the validation
of the models, and more in detail, a comparison be-
tween experimental data coming from a natural convec-
tion case is reported. Some conclusions as well future
works complete the paper.

1 The Governing Equations

The motion of fluid is described by the equations of
mass, energy and momentum balance, and this set of
equations is often referred to as the Navier Stokes equa-
tions (NS). In the case of the Newtonian fluid they can
be written as:
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‘?T’; +V-(pv)=0 (mass)
(la)
@ +V.-(pvh) =V -(kVT) (energy)
(1b)
8(5:) +V-(pw!)+Vp=V-(uVv)+f (momentum)

(Ic)

where the scalars p, T, e, h, p, k and U are respec-
tively the fluid pressure, temperature, specific energy,
specific enthalpy, density, thermal conductivity and dy-
namic viscosity; the vectors v and f are the fluid veloc-
ity and the external forces only, such as gravity, acting
on the fluid.

With the scalar projection brought in, and for sim-
plicity analysing only 2D case, the momentum equation
(1c) is decomposed into two scalar equations:

aPVx + aPVxVx + 9PVXV> —

%, 2a)
dvy 9 vy (
fx_*+ax (“ avx) o (“Tvy)
8pv) + Ipvyvx + apavyvy o

ﬂ) #ax(uiﬁﬁégi(uig) (2b)

where the subscripts x, y denote the components of the
2D Cartesian coordinate system. In the case of natural
convection having as vertical axis the y one, clearly f, =
0 and f, = —pg, with g being the gravity acceleration.
In order to solve numerically the momentum equation
(as well the continuity and the energy ones), each term
appearing has to be properly represented.

2 The Discretised Model

The conservation equation for mass (refeqn:mass), en-
ergy (refeqn:energy) and momentum (1c) can be repre-
sented in the standard Convection-Diffusion (CD) form,
which (again for simplicity) in the 2D case reads:

dpd n dpvy® n dpvy P

ot dx dy
~ ——
local convective 3)

0 oo d 2o
3X<F¢3>%9y<réay>+$§>

source

diffusive

where the generic quantity @ is the scalar quantity
transported by the fluid moving with velocity v =
(vx,vy), and 'y is the diffusivity coefficient. The time
dependent variable ® can be either one velocity compo-
nent, the internal energy or the mass fraction of a chem-
ical species. The source term Sg is the generation rate
of the scalar quantity @ per unit volume.

The generic CD equations (3) states that the (un-
steady) local change of the scalar quantity & is equal to
the sum of the convective change, the diffusive change,
and the generation from a source. For example, replac-
ing ® with v, I'e with the viscosity g and collecting in
the source term S¢ both the gravity —pg and the pres-
sure gradient dp/dy, the y-momentum equation (2b) is
obtained. Following the numerical procedure for solv-
ing CD, described in [7], the general CD equation (3)
is integrated over a grid of Control Volumes (CV) as
shown in Figure 1.

dx
1 [ i
1 IN 1
+ -o-"-—----|----
i [ 1
dy, : r :
i I 1
I i 1
W P e E
i s e e WL
i I 1
I | 1
dy, ' - '
i [ 1
i I 1
4 ___+______.*§_____?.__
1 | 1
] | ]
dxy | dxe

Figure 1: Grid employed for the spatial discretisation of the
CD equation.

Applying the Gauss’ theorem, the volume integrals are
replaced with surface ones:

Jy 222aV + [(dpv,@)i-ndA + [5(Ipvy®)j-ndA =
fs (To %2 )i-ndA+ fy (To %2 ) i-ndA+ f; Sodv
)

where i and j are respectively the x and y components
of the unit vector, while n is the outgoing unit normal
vector from the surface element dA. The surface inte-
grals that appear in (4) can be approximated via sums
over the faces of the considered control volume.

Ty .
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The unsteady term and the sources that represent re-
spectively the variation of the scalar quantity & over the
time, and the rate of generation into the CV, are replaced
as follows:

I(p®) .. ., dpP)
/V o VEV= (5a)
/ SedV ~ VSa (5b)
\%

where V is the volume of the CV. In particular, imple-
menting the Final solution in Modelica, there is no need
for explicitly implement a time discretisation method.
Indeed, using the capabilities of the Modelica solvers
(e.g. [?]) several adaptive time step solvers can be em-
ployed without any additional effort required.

When the CD equation aim at representing the NS
equations, the pressure gradients appearing in (2) are
included into the source terms. Once integrated over
the CV and converted into surface integrals they read

/ Pi-ndS=~A.(P,— P,) (6a)

S

/ Pj-ndS =~ A,(P, — P,) (6b)
S

where A, , are the surfaces of the CV normal to the x
and y direction respectively, and F,,,,, are the pres-
sures on the boundaries of the CV. The diffusive term
of the equation (4) can be approximated as:

Js (To32 ) i-ndA =
Do, (Pg — Pp) — Do, (Pp — Pw)

00 ; N
fs (To%2)j-nda ~ -
Dg,(Py — Pp) — Do, (Pp — Ps)

(7a)

where Dg,,, , are the diffusivity coefficients evaluated
at the CV faces. For the east face (omitting the others
for brevity) it is computed as:

Ax

D -
® ¢ de

=l ®)

where dxg is the distance between the center of the CV
and the neighbour close to the E face. The diffusivity of
the fluid is a property that may vary between adjacent
CVs (e.g. the fluid viscosity or the thermal conductivity
vary in time and space). For such a reason the diffusiv-
ity I'p, is computed on the boundaries of the CV as a
weighted mean of the fluid properties in the cell P and
the cell E.

The most influential in a fluid flow is the convective
term. Assuming that the velocities are normal to the
surfaces of the CV, (v, normal to faces E and W, while
vy normal to faces N and S), they can be approximated
as:

/(pvxcb)i -ndA ~ F,®, — F,,®,, (9a)

s

/(pvydD)j -ndA ~ F,®, — F,®, (9b)
s

where F,,,; , are the mass fluxes over the faces of the
control volume. Again for brevity, for the e face the
mass flux is computed as

Fo = (pvy)eAx (10)

where the subscript indicates that the value is computed
on the e boundary of the CV, while A, is the surface of
the CV normal to x directions. The values ®, ,,, ; in-
troduced in (9) are the values of the scalar variable &
on the boundaries of the CV. The way these values are
computed has a strong impact on the numerical solu-
tion. The standard practice is to employ the first order
accurate UPWIND scheme (11), where the scalar value
on the boundary is taken from the one computed in the
cell from where the fluid is flowing (hence the name
upwind). Other methods, extensively described in [7],
have been implemented.

P if F, 0
@, = F e~ (11)
op ifF, <0

3 Implementation in Modelica

Having all the terms appearing in the CD equation (3)
discretised over a given CV, the last step is to transform
such an equation in a compact form that can be written
in Modelica. The standard form, employed in all CFD
tools and carefully explained in [7] has been adapted in
order to be straightforwardly implemented in Modelica.
The equation reads

Vp% +ap®Pp = ap®Pr + aw Py +aydy +asPs+ S

(12)
where the coefficients ag w s p are a compact repre-
sentation of both the diffusive and convective terms,
while S are the possible sources (e.g. gravity, heat
sources, external forces ... depending on the nature
of ®) or in the case of the momentum equation the
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pressure gradients. Coefficients ag w v s are defined as:

F,
ag = D,A (‘D
e

)+|| _R0| (130

F,
o= (| ) +1R01 s
w
F,
aN:DnA< D">+||—Fn,0|| (13¢c)
n

Fy
aS:DSA (’Dj
N

)+|Fs,on (13d)

with ap = ag + aw + ay +as. In (13), ||a,b|| is the
maximum between a and b while A(-) is a function
that represents the convective scheme employed (e.g.
UPWIND or Central Difference) as described in [7].
Such a generalised version of the CD equation can be
used for discretising the mass, the energy and the mo-
mentum balance equations. These equations have been
spatially discretised over a staggered grid as suggested
by Versteeg and Malalasekera ([9]), an example of such
a grid is shown in Figure 2. The basic idea behind the
staggered grid is to integrate the balance equations over
CVs that differs, in order to avoid numerical problems
as evidenced in [7], [9].
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Figure 2: Staggered grid - Mass and Energy balance
equations are discretised over P cells, while
x-Momentum and y-Momentum equations are
discretised over Vx and Vy cells.

For the boundary conditions, either the value (e.g. tem-
peratures, velocities) or the gradients (e.g. heat fluxes)
can be described. The grid of CVs is implemented as

a matrix of nodes. The value of each node represents
one of the scalar variable for which the CD equation is
solved (e.g. the temperature, or velocity components).
Boundary conditions are a given subset of values of
these matrices. Boundary conditions can be extended
by employing connectors, in such a way the values of a
particular quantity (e.g. the temperature) instead of be-
ing defined a priori can be assigned by an other model.
It is important to underline that Connectors are stan-
dard interfaces between the model and its neighbours. If
the behaviour of the model has been properly described,
just by knowing the information provided by its connec-
tors, the model can be linked together with any model
that implements the same connectors. This is a crucial
point in the context of OO modelling, and this is the
key that allows a real and powerful multi-physic simu-
lation. The model is completed with a description of the
fluid (the fluid state equation) that introduce a relation-
ship between the temperature, pressure and density of
the fluid. Such a relationship has been kept intention-
ally simplified, in order to reduce the complexity of the
model. In particular a linearised version of the ideal gas
relationship has been introduced.

adiabatic
Cooled Heated
wall wall
15.1 °C 34.7 °C
width = 0.076 m
height = 2.18 m
deep =0.52m
adiabatic

Figure 3: Scheme of the tall cavity.

A turbulence model and also a wall function represent-
ing the interaction between the fluid and the domain
boundaries have been introduced. The complexity of
the above mentioned models has been kept as low as
possible, in order to reduce the computational effort.
Therefore, following the idea of Prandtl ([?]), a zero-
equation turbulence model is used, with the wall func-
tion (Launder and Spalding, [4]) used for imposing the
wall boundary conditions for momentum equation.
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Figure 4: Temperature (a - d) and air vertical velocity (e - h) distributions at different heights.

SNE 23(1) - 4/2013 _

Fluid Flow Modelling with Modelica



M Bonvini, M Popovac

Fluid Flow Modelling with Modelica

4 Validation

The validation is performed investigating the case of
natural convection in a tall cavity (see Figure 3) where
the right wall is heated while the left one is cooled. The
sizes of the cavity are 0.076 x 2.18 x 0.52[m].

Experimental results for such a cavity are taken from
[2]. The shape of the cavity, as well its symmetry, al-
lows to describe the fluid with a 2D grid, without re-
ducing the accuracy in the description of the tempera-
ture distribution and the air flow field. For such a rea-
son a non-uniform grid of 11 x 21 volumes has been
used. The comparisons between simulation data and
experimental results are listed in Figures 4. In partic-
ular, both temperature and vertical velocity profiles at
different heights (y = {0.1,0.4,0.6,0.9}Y , where Y is
the height of the cavity) are shown. More in detail, Fig-
ures 4 (a-d) are the temperature profiles, while 4 (e-h)
are the vertical velocity ones. In each plot experimen-
tal data are compared against simulation data provided
by a standard CFD code ([1]) and simulation data ob-
tained with Modelica models. The agreement between
results provided by Modelica models and both CFD as
well as experimental data is very good as can be seen in
the various Figures.

To stress that the aim of Modelica models is not to
give more accurate results with respect to CFD ones, but
to give comparable ones by using a modelling paradigm
that offers the possibility to integrate not only the fluid
motion but also the interaction with other systems (e.g.
the walls that surround the ambient, the environmen-
tal conditions as well as a suitable representation of the
heat sources acting on the system).

5 Conclusion

A model capable of simulating fluid flows with an ap-
proach which is not the standard CFD has been pro-
posed. Such a model makes possible to face the fluid-
flows problem in a multi-domain modelling language,
such as Modelica.

Despite the simplicity of the numerical scheme em-
ployed as well the geometry description taken into ac-
count, the big advantage is that now it is possible to sim-
ulate together the fluid and the system that interacts with
it, without any additional effort and taking advantage of
the Modelica libraries and avoiding co-simulation.
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Abstract. Between two high quality-factor (Q) resonant
magnetically coupled circuits, non-radiative power trans-
fer is modelled and observed in agreement with predic-
tions found in recent works from MIT. The physical be-
haviour of the receptor as well as the geometry of the
power flux lines (Poynting) are explained in terms of gen-
eral behaviour of the power flux near completely absorb-
ing targets. Practical consequences are extracted and
generalisations of the source-receptors’ geometries are
proposed.

Introduction

It was recently shown [7], [6] that strongly coupled os-
cillating electrical circuits at resonance having high Q
factors, are able of exchanging electromagnetic power
in ways which are markedly different from more com-
mon coupled circuits, such as primary and secondary
circuits in a transformer or even close emitter-receptor
antennae pairs. What distinguishes power exchanges in
traditional devices from those in the new ones relates to
the way in which the power flux organizes itself geo-
metrically between the source/emitter and the target/re-
ceiver regions. This particular organisation is a result of
the interplay between the wave character of the field and
the conditions of near-perfect wave absorption which
are met at the receptor level at resonance. In this sense
the same type of qualitative phenomena are found in all
domains where strong wave absorption occurs (optical
waves around totally absorbing bodies, particle wave
function in the neighbourhood of resonant nuclei, etc.).
A complete analytical model is developed under
the assumption of large electromagnetic wavelengths A,
compared to the set-up characteristic dimensions.

On the modelling and simulation side, we exten-
sively used Mathematica to develop the entire analytical
model and to visualise the fields and the fluxes in 3D,
to compute - symbolically and numerically - the itera-
tive solutions to the mixed induction-law equations and
to interactively explore the space of parameters avail-
able in the this type of physics problem. This latter fa-
cility offered by this software was very helpful in un-
derstanding the physical subtleties involved in this type
of systems. Finally the possibility offered by Math-
ematica of defining functions with generic arguments
which remain unevaluated until called for by numeri-
cal or functional operations, allowed for changes in the
definition of these arguments at later stages in the mod-
elling chain, changes which are immediately and au-
tomatically impacted on all intermediate stages of the
chain, without the need to redefine the original function
for each new type of argument (reusable functions).

1 Setup Parameters and
Geometry

In this work we consider a system made of one or
more copper solenoids, represented by loops of radius
b =35.5 [cm] and diameter a = 1.5 [mm], even if each
solenoid may contain more than one loop. Actually we
use 5.5 turns per coil. At least one of the solenoids - the
reference solenoid - is always present, located on the
OXY -plane and centred at the origin O of the axis (see
Figure 1).

We will use polar and Cartesian coordinates, de-
pending on the type of calculation needed. For a general
point P in space, these coordinates are shown in Figure
1. To begin with and for the sake of comparison with
later results, we model the electro- magnetic field gen-
erated by an alternating current in the reference loop at
frequencies f1 =35 [MHz| and f2 =35 [MHZ], neglect-
ing its inductive, capacitive and ohmic characteristics.
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Figure 1: Cartesian (X,Y,Z) and polar (r,¢,0) coordinates of
a point P. The horizontal circle of radius b is a
single conduction loop of diameter 2-a.

Later we will model the interaction of an external field
with the reference solenoid. The full impedance el-
ements of the solenoid’s equivalent circuit must then
be taken into account. For a solenoid with the char-
acteristics indicated above, the inductance will be L =
7.7 [uH]. We model the capacity C as a tunable ca-
pacity fixed at C = 3.3 [nF] in series with L and with
the total resistance which is quite small (R = 0.01 [Q])
and mainly due to the wire’ s ohmic surface resistance
per turn(We will neglect the presence of distributed ca-
pacities and radiative resistance.). The RLC oscillating
circuit formed by the solenoid, the capacity and the re-
sistance will thus resonate at frequency f.s = ﬁ =

998'649 [Hz].

2 Fields and Power Fluxes

The physics behind the phenomena which interest us
here are simply Biot-Savart’s and Faraday-Lenz’s in-
duction laws, iterated several times. An important as-
sumption we make is that the magnetic fields’ wave-
length must be far larger than the typical circuits dimen-
sions. This amounts to saying that the current distribu-
tions inside each circuit may safely be considered as be-
ing uniform along the circuits’ length. If this condition
is not met, our results will not be generally correct. The
present modelling approach is similar to [3]. However
our main interest relates to the dynamics of the electro-
magnetic field in the entire space and its relation to the
effect of power flux concentration at resonances.

2.1 Single solenoid source

At an arbitrary point P in free space, with coordinates
(r,¢,0), the electromagnetic field created by an oscil-
lating uniform current of frequency f and peak intensity
I, circulating inside an horizontal (XY plane) conduct-
ing loop of radius b, made of wire of radius a and cen-
tered at the origin, is given by [1]

H, = Hr(f71797r)
1tkb*Icos® _,;, 1
= e (-5) M
Hy = H@(fJ)ear)
(kb)*1sin® _,, l 1
i ¢ kr (kr)? @
Ey = Ey(f.1,6,r)
~_(kb)*Isin® _, 1
= et (1-g) )

where H, and Hy denote the radial and zenith com-
ponents of the magnetic field and Ey is the azimuthal

component of the electric field at P. Here k = 27”

is the field’s wave-number and 1 = , /% the vacuum

impedance.
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Figure 2: E-field lines at frequencies f; and f; in the
XY-plane. Coloured sector (yellow) corresponds to
Ey > 0. The solenoid is indicated by a fat red dot at
the origin representing its center.

The E and H-field lines are shown in Figure 2 and
Figure 3.
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Figure 3: H-field lines at frequencies f; and £, in the
XZ-plane.

The power fluxes are determined by using the Poynting
vector, defined as

P=%REANRH 4)

where the Cartesian expressions of the £ and H-fields
in the XY and XZ-planes are obtained from the field
components in equation (1) after rotating by the angles
¢ and O respectively:

H = Ry(6){H,,0,Hp} (6)
cos¢p —sing 0O
where R(¢) = sing  cos¢p 0 and
0 0 1
sin@ 0 cosO
Ry(0) = 0 1 0

cos@ 0 —sin0

For future reference, the power flux lines (field of
Poynting vectors) at frequencies f; and f, are shown
in Figure 4. The maximal power fluxes occur on the
loop plane and the minimal (zero) flux is perpendicular
to this plane near the loop, in agreement with the typi-
cal shape of power distribution polar diagrams for small
loop antennas.

3 Single Coil in an External
Magnetic Field
3.1 Uniform magnetic field

Now we consider a single solenoid inside an homoge-
neous magnetic field of amplitude H,,, oscillating at

10 10
8 8
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b d L
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Figure 4: Poynting vector field (power flux) in the XZ-plane
under the same conditions as in Figures 2 and 3.
Arrow lengths are proportional to the power flux
intensities (Poynting norm).

frequency f and parallel to the solenoid’s axis. The
solenoid is connected in series to a variable capacity
C and an ohmic resistance R, forming an RCL circuit.
The oscillating current I,y = I,,4(f,H,C) induced in
the solenoid creates a scattered electromagnetic field
with components

I_I;ﬂscal‘t*PW(]C’I_I7 6,},‘7 C) = Hr(f,lind(f7HaC)7 6,7‘),
chattfPW(f’H76,r7C) = Hg(f,lind(f,H,C),e,r)
E;f‘”’*PW(f,H,G,r,C) E(P(fylind(faH)C)?g’r)'

The extension PW stands for plane-wave.

In Figure 5 we show the Poynting-field lines calcu-
lated from these scattered fields, with L, C and the reso-
nant frequency f,.s of the equivalent RCL circuit given
in section 1. The frequencies shown are at f = 0.90 f.;,
f = fres and f = 1.10 f,,s . Notice the clear qualita-
tive change of the Poynting flux lines at fres with re-
spect to the cases with f = fi.s . This is due to the
fact that, at resonance, it is the real part of the oscil-
lating induced current that dominates (similarly to the
case when the fields stem from an imposed real current
in the solenoid, as in section 3), whereas the imaginary
part of lind dominates away from fres . The fact that the
external field is homogeneous and oriented along OZ
implies that, at all frequencies, the scattered magnetic
and Poynting flux diagrams in the XZ plane exhibit a
X — —X symmetry and there is no net power flux along
X.

The full power fluxes P are the sum of the scattered
Poynting fields Ps.4; shown above and the power fluxes
P,\; associated to the externally imposed magnetic field

—
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Figure 5: Scattered Poynting-vector fluxes at f < f.., (upper left), f = f.s (upper right) and f > f.., (bottom).

ﬁ =P, th + ﬁscatt

Clearly, an harmonic external pure magnetic field H
which is spatially homogeneous will carry no power
flux, not only for reasons of symmetry (in which di-
rection would the flux be oriented ?) but also because
an electric field is needed to create a Poynting vector.
Last, but not least, such a pure magnetic field does not
exist, according to Faraday’s law

8Bex,(r f)

rot E,y (7,1) = 5

(7)
where Em is the induced external electric field and
Bow = LloH is the external magnetic induction field.

3.2 Near plane-wave external magnetic field

We assume that Eex, varies harmonically in time that
is, Eex,(?,t) zgext( )e' @', Then, by linearity, E,,, and
Bey will have the same dependency on ¢ and equation
(7) reduces to

10t E g (F) = —1 @ Boy (F) (8)
We make the further assumptions that Eext is every-
where oriented along OZ and that its eventual variations
are along OXss that is, Bey (%) = {0,0,Bo(x)}. Then, if
we restrict ourselves to the OXZ-plane, where E.. has
only a y-component (E, = E, = 0), then equation 8 be-

comes

e (x) _ —1wBy(x) )

Were By(x), and thus B,,, constant, the result-
ing electric field would have Ey(x) = -1 @ Box + E)(yo).
Therefore it would become arbitrarily large at suffi-
ciently large x, which is physically unacceptable. To
avoid this, we introduce a x-dependency in E‘m in such
a way that Ew is almost uniform in the region surround-
ing the solenoid.

Furthermore, to have a globally net power flux, this
magnetic field will be a planewave magnetic for which
we define a propagation direction, sense and wave-
number k = =% | by means of a wave-vector k = kii,
with # the umtary vector giving the magnetic wave di-
rection and sense. Consider thus the following external
magnetic-induction field Boy () = {0,0,Bo(x)} with

2
Bo(x) =bpe 202 ** (10)

and the induced field is E,; (7)

—ko?
B0 = —bo\|Ze T s Eri (Gﬁ(’)
(11)

and Erfi is the
Erfi(z) = —terf(1z).

For an external magnetic induction of am-
plitude by = 1[T], with a spatial spread of
o = 70[m] oscillating at the resonating fre-
quency frs = 998’649 [Hz], the Poynting vector
Pext = Re[E ()C o, k b())] Re[Bo(x o, k b())/‘U()] is
aligned in the positive X -direction and varies slowly in x
4 W /m2].

= {0,Ey(x),0}, with

imaginary error function,

with a scalar value close to P)SU) =135x10"
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Figure 6: Power flux lines in the XZ-plane at frequencies 0.90 f,. (left), f., (center) and 1.10 f,., (right). The field arrows are not
drawn to scale, they only show the local field directions. Notice that the solenoid’s centre is now at xop = zo = 30 [m].

The superposition of this external Poynting field and
the scattered one is shown in Figure 6 at frequencies
0.90 fres, fres and 1.10 frs. The concentration of flux
lines is particularly strong at resonance. Away from the
resonance, this effect is either absent (low-f) or less pro-
nounced (high-f).

4 Poynting Concentration,
Resonance and Total
Absorption

The clear convergence of the Poynting flux lines around
the solenoid at resonance with an external magnetic
field is related to the sharp increase of power trans-
fer from the external field to the RCL circuit of the
solenoid at resonance. A similar phenomenon occurs in
optics when a monochromatic light beam incident upon
a completely absorbing full disk produces a bright and
tiny spot (Poisson-Arago spot) behind the disk, at the
centre of the circular shadow region [4]. Another well-
known effect is the sudden opacity developed by a cloud
of micron-sized metallic particles when the frequency
of the incident light coincides with the frequency of res-
onances due to plasmon oscillations on the particles’
surfaces.

We also simulated the concentration of power flux
around a small absorbing sphere placed in an electro-
magnetic field at resonance with the sphere’s plasmon
oscillations, as shown in Figure 7. The numerical cal-
culation was done with finite elements using Comsol.

At the resonant frequencies, the target (solenoid,
dark disk, particle) behaves like a larger object from
the point of view of the total power flux geometric dis-
tribution [2], [8]. The wave nature of the surrounding
fields is essential for explaining these power concentra-
tion effects since the wave-fronts are deformed to sat-
isfy the constraints imposed by the condition of total
absorption at the target. Put differently, the target is
actually the source of a scattered wave field which in-
terferes with the external field and produces convergent
Poynting around the target.

Figure 7: Strong absorption of an EM wave of wavelength
A =4 [nm] by a spherical particle with a diameter of
15 [nm]: Black full lines represent Poynting flux,
with norm indicated by the background colours.
Arrows represent the Poynting vectors.
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Figure 8: Total power flux lines for the sum of the source (left coil in each diagram) and target (right coil) Poynting vectors
fields. The frequencies are 0.90 f.., (left), f..s (centre) and 1.10 £, (right). We assume that the left coil (source) contains
only the external current (i. e., no self- or mutually-induced currents). The power flow is then one-way and the
resonance frequency of the pair of coils stays equal to fres, otherwise there would be resonance-splitting. The left

(right) fat dot represents the source (target) coil.

5 Mutually Coupled Coils

If the resonating coil of section 3.2 is now placed inside
a magnetic field created by a single coil with current
oscillating at frequency f.s (as in section 2.1), it is rea-
sonable to expect that the same type of concentration of
power flux lines will occur around the resonating coil,
as seen in section 3.2. This is confirmed by the present
model as can be observed from the shape of the Poynt-
ing flux lines at f = f. , in Figure 8, which form a sort
of tube between the source at left and the target coil at
right (middle of the central diagram).

In this calculation we used an unreasonably large
distance (10 [m]) between the source and the target coils
to emphasize the presence of this power transfer mech-
anism even when that distance is large compared to the
coils’ dimensions. It should be stressed that the source-
target distance is nevertheless smaller than the typical
size of the near-field zone, % ~2 50 [m]. In this zone, the
fields are normally evanescent that is, their amplitudes
decrease very fast with the distance from the source and
they do not radiate.

If there is a region where the flux lines are tubular
however, as happens at f = f,.s, the power flux density
decreases less rapidly in that region than what is ex-
pected to happen with evanescent, non-radiative fields.
It is as if a limited region of radiative far-field was
brought inside the near-field zone. These model results
are in qualitative agreement with the literature on wire-
less power transfer already cited.

The role of the high quality factor Q of the oscil-
lating circuits involved should now be clear, given the
extreme sensitivity of the power-flux concentration ef-
fect with respect to the frequency f : Frequency shifts
of 10% around the resonance f; - and actually much
less than that - completely wipe-out all traces of the
Poynting field convergence effect. Resonant circuits
with small values of Q won’t have enough frequency
stability to allow for the observation of this effect. The
quality factor of our model resonating target coil is very
high: O ~ 0,.s £ ~ 3'620.

The same concentration of flux lines occurs when
the source and target coils are not placed in the same
plane, as is shown in Figure 9, where the upper row
diagrams correspond to axial coils and the lower row to
a more general geometry, with the coils’ axis remaining
however parallel.

6 Applications

The idea of transferring electromagnetic power over
long distances is an old one, going back to Tesla in the
late nineteenth century. His ideas actually inspired the
MIT team [7], [6]. Since the publication of these later
works, a large number of publications appeared in par-
allel with various proposals for industrial applications.
The literature on this subject is by now quite extensive.
Some reviews can be found at [10] and on the Web [11],
[51, [9] (with many references and patent listing).
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Figure 9: Generation of power-flux tubes under more general source / target geometries.

The same physical mechanism that underlies power
transfer and which was modelled here could also be
used in principle, for the transfer of information. In
fact the RFID devices use the same principle of mu-
tual induction between magnetically coupled oscillat-
ing circuits. There is however an important difference
between RFID’s functioning and the present schemes:
RFIDs contain relatively low Q (quality-factor) oscilla-
tors, which makes them quite insensitive to small fre-
quency changes between source and tar- get. For the
phenomena discussed here, on the contrary, strong res-
onance (akin to total absorption) is critical to producing
clear power flux concentration.

7 Conclusions

1. A clear transition was modelled and occurs in the
spatial pattern of electromagnetic power flux when
a solenoid is embedded in an harmonic magnetic
field oscillation exactly at the frequency of reso-
nance of the solenoid circuit. At this frequency,

the power flux lines crossing a region surrounding
the solenoid tend to converge very strongly past
the solenoid, in sharp contrast to what is observed
away from resonance, where the flow patterns are
only mildly affected by the solenoid oscillating cir-
cuit.

. This phenomenon was studied with the help of

an analytical model using the program Mathemat-
ica. In this model, the interactions between the
different subsystems (coupling between fields and
currents) was interpreted under the form of hier-
archies of functions whose arguments were other
functions.

. Power concentration related to strong absorption

was related to other well known phenomena found
in different areas of Physics. A numerical simu-
lation by finite elements, made using the program
Comsol, numerically confirmed the power concen-
tration effect. Finally, the basis of the effects was
argued to be the wave nature of the fields involved.
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Abstract. An approach for numerical investigation of
mixed lubricated systems is presented in this article. By
means of the Finite Element Method, a two dimensional
model is built and composed of one fluid lubricating two
sliding rough surfaces. The challenge of such a model
resides in the complexity of interactions between the
fluid and the solid structure. The used meshing method
called Coupled-Eulerian-Lagrangian is utilized for high
contact topology changes, a phenomenon occurring in
case of large translation of rough surfaces in contact with
another viscous body.

A model based on a two dimensional axial bush bearing
is developed in order to evaluate the abilities of such an
approach in calculating a contact pressure and the fric-
tion coefficient between both lubricated solids. The main
friction coefficient is separated into solid-solid and fluid-
solid friction part. The present approach gives the oppor-
tunity to identify the influence parameters on the tribo-
logical behaviour of mixed friction systems.

Introduction

In a current context of global warming, improvements
in energy saving are highly demanded. Friction effects
occurring in mechanical systems, responsible for up to
10% loss of the overall worldwide produced energy [1],
need to be reduced. That would be possible if the
knowledge of the different friction phenomena is in-
creased. To improve the understanding of such phenom-
ena, a numerical approach principally based on mathe-
matical models is developed.

An advantage of such an approach in comparison
with experimentations remains in a better modularity
when systems become complex. Indeed, only the CAD
data of the studied system are needed whereas experi-
mentations require the building of a prototype which is
more expensive. In the contrary to real experimenta-
tions; the numerical approach are better adapted for
investigations at the microscopic scale necessary condi-
tions for presented mixed lubricated systems analyses.

This paper aims at evaluating the potential of the
most recent implemented coupling method of the Finite
Elements (FE) code ABAQUS in modelling complex
fluid structure interactions like in mixed lubricated
systems. Analyses of are then provided to determine the
influence of the different parameters on the friction
behaviour. Results are compared to the literature with a
view to validate the model. Finally the outgoing results
are synthesized and an outlook of upcoming experimen-
tations is given.

1 Numerical Model

1.1 Phenomenon

A friction system is submitted to mixed lubrication (see
Figure 1) when the lubricating fluid is broken and some
solid-solid contacts occur in addition to fluid-solid con-
tacts. The occurring mixed lubrication configuration
described as in [2] where R. Stribeck presented the
relationship of the friction coefficient p and the fluid
film thickness log h in function of the ratio nV/Fy
where Fy the normal applied load, V the sliding speed
and 7 the lubricant viscosity.

Considering dynamic effects occurring in such sys-
tem configurations, a transient analysis is required for
numerical investigations. The movement of the asperi-
ties induces transient fluid flow changes affecting im-
plying dynamic loads.

SNE 23(1) - 4/2013
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Figure 1: Mixed friction system configuration.

1.2 Coupling method and contact algorithm

The main challenge in this work is to handle with the
large fluid mesh distortion provoked by the translation
of the upper rough body. To cope with this problem, a
remeshing technique, the Arbitrary-Lagrangian-Eulerian
(ALE) technique of C.W. Hirt [3] is particularly inter-
esting for such cases. Using this approach, L. Nowicki
has modelled in his work [4, 5] Fluid-Structure-
Interaction (FSI) with following limitations. When the
fluid mesh becomes too small, it is necessary to actual-
ise it manually. To overcome this encountered ALE
limitations, the recent approach called Coupled-
Eulerian-Lagrangian (CEL) method [6] and based on
the volume of fluid technique (VOF) [7] is used for the
present investigations.

In comparison with conventional FSI analyses, the
fluid nodes are not attached onto the solid nodes. This
concept allows for the first time the overlapping of a
lagrangian and an eulerian mesh. In fact the material
domain of the eulerian mesh is determined by using the
free surface method. Based on the material ratio criteri-
on the contact forces are only active if the surrounding
material is of 50%. When this ratio is lower than this
ratio, the fluid penetrates into the structure as shown in
the edge on Figure 2.

To avoid any fluid intrusion it is necessary to use round
edges and adapt the meshing refinement but this phe-
nomenon cannot always be avoided.

SNE 23(1) - 4/2013

1.3 Material properties and geometry

Using the commercial FE code ABAQUS 6.9-1 [8] a
model is made in two dimensions for a question of
computing time. The usual lagrangian meshing method
is used for the solids whereas the eulerian method is
applied to the fluid domain. The Mie-Griineisen equa-
tion of state [9] based on the Hugoniot linear relation-
ship between the particle velocity U, and the shock
velocity U is employed to model the fluid.

25
7

-

7

Figure 2: Contact conditions between solid and fluid.

The approximation of constant viscosity in function of
the pressure is made because of low hydrodynamic
pressure [10]. According to the hypothesis of incom-
pressible fluid the parameters s and I are set to 0 which
implies that the shock wave velocity is independent
from pressure (see Table 1).

For the solid structure, a conventional structural
steel is used where plasticization is also taken into ac-
count. The developed model is based on two rough
simple cast surfaces having a roughness R, calculated
using definition [11].

7
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Figure 3: Model with boundary conditions.

1.4 Model configuration and simulation

Symbol Symbol process

i nti Val i nti Val . . .
fluid Quantity alue _solid Quantity aue The two dimensional model has one rank of elements in

p density 880 p density 7800 the Z direction (see Figure 3). The used boundary condi-
kg/m kg/m tions are applied in order to fit to the reality. Regarding
n dynamic 0.088 E Young 210.10° the objectives, a two dimensional model will not be able

viscosity Pa.s coefficient Pa to simulate a complete mixed lubricated problems but
¢y soundveloci- 2135 v Poission  0.33 only a combination of fluid-solid and solid-solid inter-
ty m/s coefficient action. The aim is to analyze the plausibility of the re-

r Griineisen 0 R, Yield 234.10° sulting output in comparison with the real effects.

ratio stress Pa As the model is a section of a three dimensional one,
s slope of the 0 €, Yield 0.18 X and Y rotations, as well as the displacements in the
U — Uy curve strain normal direction to the section, represented by the Z

axis in Figure 3, are forbidden. The lower body is fixed

Table 1: Fluid structure parameters (on the left) and solid on the ground at its lower surface. Concerning the fluid,

structure parameters (on the right . . . . . .
P ( ght there is the need to avoid fluid loss in the X direction

what is also the case in the Y direction whether some
fluid parts penetrate into the solid body.

SNE 23(1) - 4/2013
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After setting preceding boundary conditions, it is
necessary to follow a global procedure in order to make
a parametrical study. Investigations are only relevant
when the model is working in quasi-static conditions
that means when a constant friction velocity is reached.
To do that, a rigorous procedure needs to been chosen.
In initial phase an inlet pressure P; of 110 MPa at the
inlet and an outlet pressure P, of 109.99 MPa are ap-
plied. In order to vary the fluid film thickness a second
step is needed for the setting vertical position. Dis-
placements are imposed to the whole bodies because of
present high accelerations. After positioning phase, a
new step has to initiate the wanted sliding velocity on
the upper body. Once the fluid contact is stabilized
again, a final step is set to make the relevant quasi-static
investigations where the sliding velocity remains con-
stant. When mixed friction is initiated, the solid-solid
contact coefficient is of 0.15 is admitted according to
the literature.

Due to the high nonlinearity coming from the fluid
modelling, the explicit solver is needed. However its
computational costs highly depend on the element size
according to the stable increment criterion [12] which is
depending principally of the characteristic length asso-
ciated with the elements. This limitation is essential for
the simulation duration because the model is made at
the micro scale where the global element size is in the
order of 0.05 mm.

CERPSS  Denersl_Contac_Domain

2 Results

Many different investigations where realized in order to
analyze the frictional behaviour ofthe system. Three
parameters where varied in order to know each of their
influence.

2.1 Variation of the film thickness in
hydrodynamic lubrication

The main analyses conditions are the same as for the
previous one. The friction coefficient is decreasing
when the lubricant film becomes thicker. This is ex-
plained by the local pressure which decreases when the
flow section becomes bigger.

This trend is followed with the three different
roughness profiles. A rule could not been defined in
order to get the real influence of the roughness.

01
0,09
0,08
0,07
0,06
0,05
0,04
0,03
0,02
0,01 ™~

0 T T - 1

= Ra = 0.051 mm

Friction coefficient

Film thickness (mm)

Figure 4: Influence of the film thickness.

Figure 6: Contact pressure (MPa) in the mixed lubricated system
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2.2 Noise effects appearing in using the CEL
method

Some noise effects such as vibrations that are a combi-
nation of elastic behaviour and fluid vibrations coming
from the pressure application (see Figure 5). The three
signals are analyzed with the Fast Fourier Transfor-
mation (FFT) showing that all signals have the same
main frequency of 0.2 peaks pro frame which means a
peak each 5 frames. That shows that the frequency is
independent of the fluid shock wave because the solid
velocity is not influencing this noise. This effect was
known by the developers but can only be avoided by
using shorter simulation time than the time needed by
the wave to reflect against the fluid boundaries.

On Figure 5 oscillations are observed, these ones
correspond to the reflecting oscillations of the fluid
against both sides where a pressure load is applied.

1.2
1
0,8

0,6

0,4 Velocity: 1 m/s

Friction coefficient

0,2

0 +
0 5 10 15 20

Frame

Figure 5: Application of the translation velocity.

2.3 Mixed friction model

The previous presented investigations were made in
order to have a basis to investigate more complex sys-
tem behaviour. In this work the case of mixed friction
systems are investigated. Figure 6 shows how the con-
tact pressure is distributed in the contact. The contact
pressure goes until 1.1 GPa what is usual for solid-solid
contact occurring in mixed friction contacts.

In such systems the solid friction can be separated
from the fluid friction into two coefficient pyg for the
solid friction and yf the fluid friction. The global coef-
ficient is calculated by the FE solver and its value is of
0.2. The main friction coefficient can be separated into
two terms [13].

The adhesion effects issuing from the interaction be-
tween the fluid and the structure are calculated with a
post processing treatment. The hydrodynamic friction,
which is coming from the shear stress of the fluid, is
directly taken into account by the software. After post-
processing treatment the value of 0.039 as hydrodynam-
ic friction is established which is in accordance with the
literature.

3 Conclusion and Outlook

Finally, the new CEL approach offers many possibilities
to simulate interactions between fluid and solids. This
procedure avoids the difficulty of remeshing fluid struc-
tures when contact topologies get too large changes,
what is impossible with other methods but with lower
precision. Nevertheless, it has to be noticed that the
method needs many CPU resources.

The hypothesis to use this method is valid because
the outgoing results are very similar to those found in
the literature. This method enables investigations of
micro structures in order to calculate the local friction
coefficient and to understand the phenomena at this
scale. The next step will be to develop a method which
investigates the phenomena in real three dimensions and
enables a design of experiment for determining most
influencing parameters.

Then, to complete this method, adhesion models
have to be implemented to take into account the adhe-
sion effects between both solids. One last aspect to
consider in the modelling is to eliminate and overcome
the noise coming from the numerical method.
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Abstract. This paper introduces several methods of co-
operative simulation. Apart from the general classifi-
cation and method descriptions, the numerical stability
and consistency of one loose coupling approach is dis-
cussed. It is shown that consistency is maintained, al-
though possibly of lower order, and zero stability per-
sists as long as no algebraic dependencies between par-
tial systems occur. The methodology of Jacobi-Type
loose coupling is applied for a case study using the co-
simulation tool BCVTB (see [1]). The study shows that
this tool is well suited for the fast co-simulation of many
instances of certain simulators, but allows no synchro-
nisation step size control and only equidistant synchro-
nization step sizes.

Introduction

In times of increasing environmental awareness, the
prediction of energy and resource consumption is be-
coming more and more important. A very important
auxiliary means for this issue is computer-aided mathe-
matical simulation. Since the simulation of whole pro-
duction halls including building geometry, machinery,
control systems and building services needs detailed
modelling of all parts, where every system requires an
individual modelling approach, the method of coopera-
tive simulation needs to be considered. Co-simulation
allows the overall simulation of complex systems con-
sisting of partial systems requiring different modelling
approaches, solver step sizes or even solver algorithms.

1 Co-Simulation Types

In general, co-simulation methods are divided into two
types, depending on whether data exchange takes place
iteratively in every time step or only at specified syn-
chronisation time steps.

1.1 Loose coupling

Simulations coupled via loose coupling exchange data
only at certain points in time. These synchronisation
references do not have to be predefined or equidis-
tant, but hereafter only co-simulation methods at fixed,
equidistant times are considered for reasons given in
section 4.2. In the following a system of two partial
systems depending on each other is given.

X1 = fi(x1,y2) )]
y1 = g1(x1,y2) )
X2 = fa(x2,y1) 3)
y2 = g2(x2,)1) )

Equations (1) and (2) describe System 1 and equations
(3) and (4) describe System 2. y;,i € {1,2} are required
in the respective other system to calculate the internal
state variables. These values are synchronised at given
points in time. Depending on the synchronisation order,
two methods of loose coupling are distinguished.

GauB-Seidl type. At the start time of the simula-
tion, the initial values for all variables are exchanged.
For each following synchronisation reference, the data
exchange follows the procedure shown in Figure 1.
Between two synchronization references, without loss
of generality in System 1 the values of y, are extrapo-
lated and the states of the internal variables are calcu-
lated at the individual time steps defined by the solver
for System 1.
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4 tes
System 1 | - > t
extr. of y;(tj.), int. of f.-- "4
-7 int.off, Sk
System 2 ! - >t
t] tj+1

Figure 1: Overview of loose coupling co-simulation with the
GaulB-Seidl type between two synchronisation
references

Assoon as ¢ is reached, the values of y| until #; | are
transferred to System 2, so the values needed at the time
steps demanded by the solver for System 2 between ¢;
and ¢ can be interpolated instead of extrapolated. At
tj+1, the values for y, are again transferred to System 1.

Jacobi type. This method allows all systems to cal-
culate in parallel between two synchronisation refer-
ences, which also means that each partial system has to
extrapolate the values needed from the other systems.
For the given example, values of of y; and y, are ex-
changed simultaneously at each synchronisation refer-
ence and extrapolated until the next data exchange takes
place. A sketch of the method is illustrated in Figure 2.

tj tj+1
System 1 | = »> t
extr. of y,(t;.4), int. of f, _'5':*

extr. of yy(t;.), int. of f,
System 2 }
t.

1

-..\?I
=
1

tj+1

Figure 2: Overview of loose coupling co-simulation with the
Jacobi type between two synchronisation
references

1.2 Strong coupling

Co-simulation methods using strong coupling iterate
the values needed from other partial systems in every
time step until a specified accuracy is achieved. This
approach obviously leads to far more accurate results
but also boosts computing times.

2 Numerical Background

Coupling the simulation of two or more equation sys-
tems of course influences the behaviour of the under-
lying solver algorithms. Hence it is very important to
investigate these effects to be able to determine conse-
quences regarding numerical stability.

2.1 Consistency

For the analysis of consistency with co-simulation, let
a multi-step method for solving ordinary differential
equations be given as in (5):

k

Y o jyiv1oj =AM @p(ti1-jyic1-j, A, (5)
=0

where & stands for the increment function of the
method and Ar for the (equidistant) step size between
t; andt,-H,i: 1,...n.

Consistency defines the method’s error per step. The
consistency error is defined by

k
T A = Y gyt ) — APy (ti1— Y (ti1—5), AL).
j=0

(6)
A method is called consistent if
Ti+k (At)

li ——— ] =0 7

A0 ( At ) ™

is fulfilled for arbitrary initial values. A method is
called consistent of order p if there exists a constant
C > 0 so that

To discuss consistency of a loose coupling co-simu-
lation method, a linear one-step method is considered,
so (5) becomes

T (Ar) H <C- (At ®)

Ooyi + 0ayirt = At (Bof (tis i) + Bif (ti1, 1)) (9)

The consistency error of this method is calculated by

T (A) = oy (t:) + oy (tis1)

(10
— At (Bof (ti,y(1:) + Buf (tiv1,¥(ti41))) -

In the case of a co-simulation, the values for (1) are
needed from another partial system and hence are not
known but extrapolated during one time step.
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Let y.(t;11) be the extrapolated value. Therefore fol-
lows the consistency error

T (A1) =00y(t) + ouy(tis)
— At (Bof (8, y(t:)) + Brf (tiv1,ve(tir1)))
=aoy(ti) + ouy(tiv1)
— At (Bof(ti,y(t:) + Brf (ti1, ¥ (ti41))
= Bif (tir1,y(tix1)) + Brf (tiv1,ye(tiv1))
—71 (Ar)
+ At By (f(tirr,y(ti1)) — f(tirr,ye(tiv1))

in the co-simulation. To determine consistency, we con-
sider

T£+k(At)
“
i+k

T+A5Ar) B (Ftisr,y(tirr)) —f(ti+1>yc(ti+l)))H

‘Ci+k(At)
At

+Bi] - Nf (i1, y(tir1)) = f(tir1,ye(ti1))]
’L‘H‘k(At)
At

‘ +L- ‘[31| . ||y(tl'+1) _yc(ti+l)||

where the Lipschitz continuity of f with Lipschitz con-
stant L conditions the last inequality. If the most simple
extrapolation, i.e. taking the last known value, y(7;),
for y.(ti+1), is applied and the Taylor approximations
for y(f;+1) and y(#;) around ¢; + oAt for an arbitrary
o € (0,1) are considered, the constant terms cancel
each other out in the subtraction. Thus follows

’ - ’L”""k(At)

At
Hence for a method of consistency order 1 the consis-
tency order is maintained in a co-simulation, for meth-
ods of higher order consistency is maintained but of
lower order.

T (Ar)

At +L|Bi|-O(Ar).  (11)

2.2 Zero stability

A zero stabile numerical method yields a bounded
solution of y(¢) = 0 for arbitrary initial conditions. To
determine zero stability for a method, the first charac-
teristic polynomial is needed. For a given multi-step
method (see (5)), the first characteristic polynomial is
given in (12):

k
p(L) = ;)a./cf (12)

A method is called zero stabile if every zero A of the
first characteristic polynomial fulfils |a|< 1 and every
zero with |a|= 1 is a single zero.

In the following zero stability of a linear one-step
method in a loosely coupled co-simulation is consid-
ered. Regarding (9), we see that the characteristic poly-
nomial depends solely on the equation’s left side. Co-
simulation inflicts changes only on the calculation of
f when using y(#;+1), so only the right side is being
affected. This means that co-simulation does not in-
fluence zero stability as long as only ordinary differen-
tial equation systems are considered. For differential-
algebraic equation systems, [2] states that zero stability
is maintained as long as no algebraic interdependencies
between the partial systems occur.

3 Co-Simulation with the BCVTB

The Building Controls Virtual Test Bed (BCVTB) is
a co-simulation tool which has been developed at
the University of California, Berkeley and allows co-
simulation of the building simulation software Energy-
Plus [6], simulators of the object-oriented standard
Modelica [4], MATLAB [3] and its toolboxes Simulink
and Simscape, Radiance [7] and Functional Mockup In-
terfaces [5].

BCVTB is based on Ptolemy and provides on the
one hand so-called simulator actors which are part of
the BCVTB environment and define the simulators and
corresponding source files to be co-simulated. On the
other hand, functions or function blocks for the com-
munication with BCVTB are provided for each partici-
pating simulator. The communication itself takes place
via so-called BSD sockets, which have also been de-
veloped at the University of California for inter-process
communication. BCVTB allows only loose coupling
co-simulation of Jacobi type with predefined, equidis-
tant synchronisation references.



| Hafner et al.

Loose Coupling Co-Simulation with the BCVTB

4 Case Studies

4.1 Production hall in Energy Plus

In the following case study, the model of a production
hall is co-simulated with the BCVTB. The machines
located in the different halls emit heat which has to be
transferred to the respective rooms. Figure 3 shows the
sketch of the building model to be simulated.

A62 (ex2)
C1

Q-dym
a8

15°C outside temperature

Figure 3: Overview of the building to be simulated.

The building itself is modelled in EnergyPlus, the
machines are implemented in Simscape and Dymola
respectively. A sketch of the communication via
BCVTB is shown in Figure 4. The solvers used for the
simulation of the individual models can be found in the
corresponding brackets.

BCVTB (SDF)

Dymolamotor (Dassl)

EnergyPlusroom (TOED)

Simscapemotor (ode15s)

Figure 4: Overview of the intended communication between
the individual simulators via BCVTB.

Both machines are switched on at 8 am. in the
morning and switched off at 4 p.m. in the afternoon.
The temperature of the environment of the hall is
defined in a weather data sheet which is needed as an
input to the EnergyPlus model. Figure 5 shows the
heat emission of both machines and Figure 6 shows
the room temperature in all rooms over one week
responding to the heat insertion.
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Figure 5: Heat loss of the machine models.
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Figure 6: Room temperature over one week.

Regarding Figure 6 it becomes clear that the room tem-
perature reacts clearly to the heat loss of the machines
but still manages to cool down without further ado (like
HVAC systems controlling the temperature). It is also
evident that the room containing the machines (C1) re-
acts to the emission with much faster temperature in-
crease than the rooms without a machine. Furthermore,
since room C3 contains a window, its temperature is
also able to cool down rather rapidly. Between two syn-
chronisation references, every simulation uses the time
steps given by its own solver and at each reference the
data needed from other partial systems is exchanged.
This procedure is shown in Figure 7.

——— BCWTE SOF
EnnyPlus ThirdOrdoackwaedDifaconce
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282 281 282 2823 284 28% 28%

Figure 7: Steps taken by the individual solvers between two
synchronisation references.




| Hafner et al.

Loose Coupling Co-Simulation with the BCVTB

It can be observed that the solvers for the machine mod-
els need to discard steps after the data exchange since
they are intended too large in the first place. In Energy-
Plus the overall step size is also defined for the internal
calculation as no major changes take place internally
and furthermore EnergyPlus fires data exchange at ev-
ery internal step, so the co-simulation step size has to
be the very same as the step size for EnergyPlus.

In Simscape and Dymola it is possible to calcu-
late internal states at additional points in time after mi-
nor modifications of the predefined communication de-
vices. To keep the room temperature in an interval con-
venient for human beings even in high summer or in a
well insulated hall, a control (e.g. in Simulink) can be
added to the model but since this requires a feedback
(see Figure 8), a loop has to be broken by the insertion
of a time lag of one step into the control model.

(" Bovts (SDF) N

' Dymolamotor (Dassl)
Dymolaroom (Dassl)

Simscapemotor (ode15s)

A /

Figure 8: Overview of the communication via BCVTB with
the inclusion of temperature control.

4.2 Experiment with step size control

Since BCVTB in general offers also a continuous di-
rector meaning an ODE solver with step size control
for the overall simulation, this possibility has also been
tried out. The basic model for this experiment was
the model of a motor implemented in Simscape which
transfers its waste heat to BCVTB where it is simply
plotted. The BCVTB model for this scenario is given in
Figure 9.

Continuous Director
@ startTime: 0

@ stopTime: 360

CurrentTime  VectorA bler Si VectorDi bler Motor Heat

Figure 9: BCVTB model with only one partial model, a
machine implemented in Simscape.

—— BOVTE OO
F Sirscapsator 155

Figure 10: Steps taken by the continuous director of BCVTB
and ode 15s in Simscape at the beginning of the
simulation.

So far, everything works fine. However, the use of
a continuous solver does not make much sense for
this system, since nothing actually takes place in the
BCVTB model. This can also be seen by inspecting the
steps taken by the continuous director, which show pe-
riodic behaviour after a few smaller steps at the begin-
ning, which are shown in Figure 10. Even after the be-
ginning of the heat emission of the machine at t = 200s
the continuous director maintains its periodic behaviour
of taking one bigger and two smaller steps consequently
(see Figure 11).

—BvTB CD
[~ SimscapeMctor 0delGe

Figure 11: Steps taken by the continuous director of BCVTB
and ode15s in Simscape at the beginning of the
motor heat emission.

Furthermore the Simscape solver has to make many re-
dundant steps since the time for synchronization has to
be iterated.

If an integrator is inserted to calculate the energy
consumption of the machine (see Figure 12), which jus-
tifies the usage of step size control, a somehow pre-
dictable performance occurs: up to switching the motor
on, the same behaviour as in the model without integra-
tor can be observed. As soon as the motor starts to emit
heat, the BCVTB solver realizes that the output of the
Simscape simulator actor has changed gravely and so it
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Continuous Director
e starTime: 0

o stopTime: 360

CurrentTime VectorDi Motor Heat

Integrator Energy

Figure 12: BCVTB model with an integrator determining the
energy discharged by a machine.

wants to step back to iterate the time of change more
precisely. Simscape in the meantime does not know
BCVTB has stepped back and hence does not step back
itself but waits for BCVTB to fire the next synchroniza-
tion event — which can never occur in the future since
it already happens in the past. This, however, means
that BCVTB waits for Simscape to respond to its call
and Simscape never does since it does not look back, so
both simulators would wait forever for each other. This
quite simple experiment proves that the use of a contin-
uous director for the overall simulation is not suited for
co-simulation with BCVTB as either the model has to
be simple enough that the solver does never need to step
back, which means a fixed step solver would be just as
well or even better suited, or a deadlock would occur if
the overall solver is obliged to discard steps.

5 Conclusion

This article shows that in a loose coupling co-simu-
lation consistency is maintained but possibly of lower
order and zero stability can be held with restrictions to
algebraic dependencies. Apart from the numerical anal-
ysis, the possibilities and limits of co-simulation with
the BCVTB have been investigated with respect to the
number of participating simulators, diversity of models
and methods of numerical solution approaches. Related
work has shown that BCVTB allows the co-simulation
of many instances of several simulators in a quick and
rather easy way, but as described in this paper BCVTB
covers only loose coupling co-simulation at equidistant
points in time since step size control leads to a deadlock,
see section 4.2. Further research will aim the investi-
gation of additional co-simulation and multi-rate sim-
ulation methods, consideration of numerical issues and
testing of other given co-simulation tools with regard to
generality and provided coupling methods.
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Abstract. This paper highlights the development of a
fully-coupled and fully-implicit modeling tool for predict-
ing the dynamics of fluid flow, heat transport, and rock
deformation using a GIA named FALCON (Fracturing And
Liquid CONvection). The code is developed on a parallel
Multiphysics Object Oriented Simulation Environment
(MOOSE) computational framework developed at Idaho
National Laboratory (INL) for providing finite element
solutions of coupled system of nonlinear partial differen-
tial equations. In this paper, a brief overview of the gov-
erning equations numerical approach are discussed, and
an example simulation of strongly coupled geothermal
reservoir behavior is presented.

Introduction

Numerical modeling has played an important role in
understanding the behavior of geothermal systems since
as early as the 1970s. While capabilities of geothermal
reservoir simulators have grown since then, the prospect
of simulating more challenging classes of geothermal
problems—such as reservoir creation and operation of
engineered geothermal systems (EGS), high enthalpy
supercritical magmatic systems, etc—pose additional,
and very significant, computational challenges that the
current generation of continuum or dual-continuum
hydrothermal models are ill-equipped to describe.

Interest in multiphysics simulation techniques is
growing rapidly with a focus on more realistic and
higher fidelity analysis of geothermal and engineering
systems. This in- crease in activity is typically attributed
to increasing computer power and more robust compu-
tational schemes [9, 11, 12], but in truth, advanced nu-
merical methods are playing an equal role. The phrase
‘multiphysics simulation’ is used to describe analyses
which include disparate physical phenomena—such as
coupled multiphase, multicomponent fluid flow, enthal-
py transport, and geomechanics and their feedbacks —
are examined in a simultaneous manner. Examples of
multiphysics problems in subsurface energy applica-
tions are numerous and include pressure and tempera-
ture driven permeability creation and evolution in geo-
thermal reservoirs, temperature driven phase evolution
of in-situ kerogen processing of oil shale reservoirs,
kinetically controlled reactive transport in the flow of
contaminants, etc. In addition to multiphysics coupling,
most of these problems also have multiscale issues to
resolve.

Examining coupled physics for fluid flow, energy
transport, and geomechanical deformation is a relatively
new area for the geothermal community; however, sim-
ulating coupled problems has been an important topic of
study in the reactive transport community for decades.
Yeh and Tripathi [21] and Steefel and MacQuarrie [16]
cite three major approaches that differ in the way cou-
pling transport and reaction have been considered for
reactive transport modeling: (1) GIA (fully-coupled)
approach that solves all governing nonlinear equations
simultaneously at each time step using various forms of
Newton’s method, (2) sequential iteration approach
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(STA) that subdivide the reactive transport problem into
transport and reaction subproblems, solves them se-
quentially, and then iterates, and (3) sequential non-
iteration approach (SNIA) that solves the transport and
reaction problems sequentially without iteration, which
is often referred as operator-splitting. The operator-
splitting approach is perhaps the simplest to implement
and requires the least computational resources in terms
of the memory and CPU time; thus, it became the meth-
od of choice for subsurface reactive transport modeling
during the past three decades.

However, the drawback of the operator-splitting ap-
proach is the splitting error when the physics (either
reactions-transport or flow-mechanics) are tightly cou-
pled; the solution becomes inaccurate and requires very
small time steps [17]. For most potential EGS reservoirs
fluid flow, heat transport, and rock deformation will be
strongly nonlinearly coupled. The changes in flow and
energy transport properties due to fracturing and/or
dissolution add further complexity and nonlinearity to
the problem. For such situations, the global implicit
approach (GIA) solves all solution variables simultane-
ously during each time step by seeking the solution of a
large system of nonlinear equations via some form of
Newton’s method and is a more robust solution than the
other two approaches [3, 8, 14].

One potential limitation of the GIA approach is the
need to compute, store and invert the Jacobian matrix.
This could become problematic for large systems which
would be expected for reservoir-scale geothermal prob-
lems. As the number of solution variables grows, the
matrix holding the Jacobian entries also grows. The
increased size of the Jacobian matrix results in greater
memory usage and more CPU time to solve the result-
ing system of linear equations within the Newton itera-
tions. For highly nonlinear processes involving strong
fluid-reservoir interactions and significant changes of
flow and transport properties due to fracturing, the true
Jacobian is often difficult to describe in analytical for-
mulas. For reasons such as these, during the past three
decades, despite its numerical merits of greater robust-
ness and the ability to take larger time steps, the fully-
coupled GIA method was considered to be too CPU-
time and memory-intensive [21] or to be computational-
ly inefficient [16]. It has been used primarily only as a
research tool for small one- or two-dimensional prob-
lems with a few thousands of unknowns. Since the first
attempts of implementing the GIA approach in the early
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1980s [17, 13], only a handful of examples based on this
approach have been reported in the literature, com-
pared with numerous examples of applications based on
an operator splitting approach [19, 20, 15].

1 Architecture and Design

FALCON has been designed for the simulation of geo-
thermal reservoirs, both conventional hydrothermal and
EGS. The architecture of FALCON has a plug-and-play
modular design structure based on representing each
piece of the residual term in a weak form of the govern-
ing PDEs as a ‘Kernel’. Kernels may be coupled togeth-
er to achieve different application goals. All kernels are
required to supply a residual, which usually involves
summing products of finite element shape functions.
The basic architecture of the code allows convenient
coupling of different processes and incorporation of
new physics.

Figure 1 shows the basic architecture of FALCON,
with the Kernels at the uppermost level, directly under-
lain by the numerical framework and solver libraries
used to couple the Kernels and perform reservoir simu-
lations. Currently primary Kernels (primary variables)
have been written to describe the following physics:

e Single-phase flow of water

e Two-phase flow of water and steam

o Conservative heat transport

o Enthalpy transport

¢ Fluid and Energy Sources/Sinks

¢ Displacement (all mechanics are solved in terms of
displacement)

ba ¥

ey W

Figure 1: Kernel and Object Oriented Architecture used to
develop the FALCON simulator.
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For any given simulation, any combination of the
primary kernels can be applied to make the problem as
simple or complex as necessary, with some exceptions.
Single phase flow of water problems must be cast in
terms of temperature, while steam-water flow problems
must use enthalpy for energy transport. The option of
single phase temperature formulation was the basis for
early versions of FALCON and have been retained
because of their computational and memory efficiency.
As an example of the modular framework, one can
simply choose only a single phase pressure kernel, and
solve a simple LaPlace equation based on imposed
boundary conditions, totally ignoring energy and me-
chanics kernels.

An auxiliary variable system has been built into
FALCON to handle solving most all of the derived
quantities and variables that are dependent on the prima-
ry kernels mentioned above. The number of auxiliary
kernels needed for a given simulation depends on the
choice of primary variables and whether they are formu-
lated in terms of pressure-temperature or pressure-
enthalpy. In general, a simulation run with the pressure-
enthalpy formulation, considering geomechanical dis-
placement and damaging, requires the most auxiliary
kernels and has the highest computational burden. The
auxiliary kernels consist of

¢ Equation of state calculations
— Steam and water density
— Steam and water viscosity
— Derivatives of steam and water density to
pressure, temperature, or enthalpy as required
e Stress and Strain
¢ Fluid Velocities
e Damage Menchanics (or fracturing)

In addition to the primary and auxiliary physics kernels,
other kernels are required for the mesh, material proper-
ties (and some additional supporting calculations),
boundary conditions, code execution/solver parameters,
and data output.

1.1 Code uses and limitations

As stated above, the FALCON code has been developed
to support simulation of both conventional hydrothermal
and EGS reservoirs, with a primary design focus on
EGS resources. While we are using the IAPWS-97
formulation [18], which has an quite an effective operat-
ing range of pressure (< 100M Pa) and temperature

(< 800C). Code development to date has focused on
subcritical conditions.

Maximum mesh sizes are related to the number of
kernels, and hence the total system wide Degrees of
Freedom (DoFs), used in a simulation. In practice, the
true limitations are based on computational power and
available memory. The parallel scaling and performance
example testing used 1 million grid blocks and more
than 20 million DoFs, and showed remarkable scalabil-
ity. Code tests have used computational meshes with
greater than 30 million elements and also showed excel-
lent scaling performance [7]. For any parallel simulation
runs, a minimum of 20,000 DoFs per processor is rec-
ommended for good scalability.

2 Numerical Methodology

FALCON has been developed using INL’s MOOSE
framework [6]. This framework provides a strong nu-
merical foundation for rapid development of multi-
dimensional, parallel, fully implicit, fully-coupled, non-
linear simulation capabilitiecs. MOOSE is based on a
finite element discretization strategy and utilizes state-
of-the-art preconditioned Jacobian-Free Newton-Krylov
(JENK) nonlinear solution method that requires only
residual evaluations of the discrete system. Strategic use
of this feature results in a modular, pluggable architec-
ture that greatly simplifies adding new physics and cou-
pling them together. The MOOSE framework incorpo-
rates multiple parallel solution capabilities including
both Message Passing Interface (MPI) and threading
utilizing the Intel Threading Building Blocks (TBB),
which allows application codes developed upon
MOOSE to run efficiently on multicore workstations,
laptops and supercomputers. All parallel activities are
completely hidden from application developers, ena-
bling scientists and engineers to focus on the physics of
problem they wish to solve instead of parallel program-
ing practices.

In addition, applications developed upon MOOSE
also inherit many advanced computing capabilities such
as dimension-independence, massive paral- lelism,
high-order finite elements and adaptive mesh refine-
ment/coarsening with both structured and unstructured
meshes.
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Figure 2: Hierarchical framework used to build the FAL-
CON simulator, based up the INL developed
MOOSE library [6]. The libMesh finite element
framework developed by the CFDLab at the Uni-
versity of Texas at Austin [34] provides a core set
of parallel finite-element libraries and couples
with interfaces to linear and nonlinear solvers
from both Petsc [2] and Trilinos [9] along with
other packages such as Hypre [4].

The MOOSE framework has a layered structure, as
shown in Figure 2. The lower layer interfaces with sev-
eral open-source libraries from multiple universities and
national laboratories. In particular, the libMesh finite
element framework developed by the CFDLab at the
University of Texas at Austin [10] provides a core set of
parallel finite-element libraries. Coupled with interfaces
to linear and nonlinear solvers from both PETSc [2] and
Trilinos [9] along with other packages such as Hypre
[4], MOOSE and application codes developed upon it
provide considerable flexibility including the abilities to
swap out solver libraries and to utilize diverse large
scale parallel computing resources.

The middle layer of MOOSE provides a set of core
functionalities necessary for residual and Jacobian
(more precisely, the preconditioner) evaluations re-
quired by the preconditioned JENK approach, such as
fetching the designated test and shape functions, numer-
ical integration using Gaussian quadrature, and coupling
physics. The top layer of MOOSE, referred as the kernel
is the interface with physics where the FALCON appli-
cation is built (see Figure 2). It is convenient to think of
a kernel as a piece of the residual term in the weak
forms of PDEs, for example, the diffusion term, advec-
tion term, time accumulation term in the weak form of
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general enthalpy transport equations. Kernels may be
coupled together to achieve different application goals.
All kernels are required to supply a residual, which
usually involves summing products of finite element
shape functions.

Kernels may also provide diagonal and off-diagonal
blocks of the (approximate) Jacobian matrix for the
purpose of building certain preconditioners.

In order to further clarify the Kernel concept, we
provide a simple example (single phase water pressure
diffusion) kernel here. The diffusion of pressure written

K . . .
as V -(%-pr) equation, which contributes to the
w

overall residual in the system is provided as an example.
Figure 3 shows the actual codes of the pressure diffu-
sion kernel. In this figure, test is the test function
evaluated at the quadrature point _gp and grad phi is
the gradient of shape function evaluated at the quadra-
ture point gp (both provided by MOOSE), u and
_grad_u are the current solution variable and the gradi-
ent of the current solution variable this kernel operates
on evaluated at the quadrature point _gp.
_permeability is the intrinsic material permeability
defined in material kernel that the physics kernels can
access, dens water and visc_water are the water
phase fluid density and viscosity, respectively, as re-
turned from the equation of state auxiliary Kernel. Eve-
ry other term based upon the MOOSE framework, the
FALCON code has developed a set of ‘physics kernels
handling the time derivatives, single- and two-phase
flow equations, heat and energy transport, source-sink
terms, geomechanics, as well as a set of ‘Auxiliary’ and
‘Material’ kernels for equations of state (EOS) and
flow-transport-mechanical properties required for geo-
thermal reservoir simulations. As shown and discussed
in the sections that follow, these kernels all have modu-
lar, pluggable structure, and can be coupled in arbitrary
ways depending on the type of problems of interest. It is
also worth noting that the MOOSE framework provides
a material kernel. Flow and transport properties such as
porosity, permeability, and relative permeability can all
be defined within this material kernel and can be ac-
cessed by the physics kernels during each residual eval-
uation. Furthermore, the material kernel has access to
state variables if needed. This feature is particularly
useful for hydrofracturing applications where fracturing
significantly modifies the porosity and permeability of
porous media.




R Podgorney et al.

Simulation Framework for Thermo-Hydro-Mechanical Problems

Real WaterMassFluxPressure_PT::computeQpResidual()

{

_tau_water{qp] = _permeability[qp] * _dens_water / _visc_water;
return _tau_water|_qp]*_grad_u[_qp] * _grad_test[_i][_qp];

}

Real WaterMassFluxPressure_PT::computeQpJacobian()

_tau_water{qp] = _permeability[qp] * _dens_water / _visc_water;
}retum _tau_water[_qp]"_grad_phi[ ][ qp] * _grad_test|_i][_qp];

Figure 3: Residual (left) and Jacobian (preconditioner, right) evaluations inside the pressure diffusion kernel for single phase

flow of water.

3 Example Applications

3.1 Comparison with analytical solution

Our first example problem is to solve a simple one-
dimensional heat conduction-convection problem using
FALCON and compare the numerical solution with the
analytical solution. In this particular example, only two
equations, fluid flow and heat transport, are solved.

The analytical solution compared in this example is
derived from the solution by Faust and Mercer [5], by
omitting the heat exchange between confined aquifer
and surrounding rock matrix. In order to obtain the
analytical solution, the thermodynamic and transport
properties, such as water density and viscosity are as-
signed as constants. Then the mass conservation equa-
tion reduced to a Laplacian equation of pressure (Equa-
tion 1), which gives a uniform velocity v,, along x-
direction.

V2P +4q', =0 )

And the energy equation reads as:
0%u ou ou )
Kmﬁ_vawcwa = pmcma @)

where p,,¢n = @pwCw + (1 — @)p,c,. The c is specific
heat capacity of water (subscripted with w) or rock
(subscripted with r). And u is normalized temeperature

T—T, S o
u= T—to, T;and Tyare the injection and initial tempera-
i—to

ture, respectively. Kp,is the heat conductivity of wet
rock.

The analytical solution for Equivation (1) and (2) is
given by Avdonin [1]:

x (! 1

ulx, ) = WJO exp [—(SV(T)Z o)
X 2] ds

25(‘[)1/2) s2

_ 2_x _ 4Kmt _ Qcwpw

where y = T = e y = pra

rate, and b is the reservoir thickness (1-m in this

example).

Q is the injection

Parameter Value Units
Porosity 0.20

Permeability 1x 10715 m?
Rock Density 2.5 x 103 kg/m®
Rock Specific Heat 0.92 x 103 J/kg°C
Thermal Conductivity 1.5 W /me°C
Water Density 1x103 kg/m3

Water Specific Heat 4186 x 103 J/kg°C

Table 1: Parameters used for the 1-dimensional convec-
tion-conduction problem numerical-analytical
comparison.

In FALCON simulations, the geometry used for this
example is a 100 meter long rectangle, 1 meter in
width, with a 1 meter grid resolution. The mesh consist-
ed of 100 elements and 102 nodes. Table 1 summarizes
the parameters used for this example. Initial conditions
are set as pressure P = 10MPa, temperature T =
200°C, uniformly. The BC are set as: injection pressure
P; = 10.5MPa, temperature Ti = 150°C at left side,
and constant pressure 10MPa, temperature 200°C are
assigned at right side.
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Figure 4: Comparison of the numerical and analytical
solutions for 1-dimensional heatconduction-
convection problem. Temperature profile
calculated by FALCON and analytical solution at 5
years. The small discrepancy is caused by the
pressure and temperature dependent density and
viscosity of water used in the FALCON simulations.
The analytical solution assumes a constant uid
density and viscosity, which essentially
decouplesthe the flow and transport problem.
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Figure 4 shows the comparison between numerical
and analytical solutions after 5 years of simulated
transport. It is clear that the numerical solution agrees
well with the analytical solution. The small discrepancy
is caused by the pressure and temperature dependent
density and viscosity of water used in the FALCON
simulations. The analytical solution assumes a constant
fluid density and viscosity, which essentially decouples
the flow and transport problem.

3.2 Thermal stimulation of a geothermal
reservoir

Management of fluid reinjection is of critical im-
portance for maintaining geothermal reservoir perfor-
mance. Reinjection has posed a problem for portions of
the Hellisheidi Geothermal Field, southwest Iceland,
where a number of wells are drilled into active faults.
The Hellisheidi Geothermal Field is located in the
southern part of the Hengill Area, an active volcanic
system consisting of Mt. Hengill and fracture/fault
zones to the north- and south-west (Smundsson, 1967;
Franzson et al., 2005). Injection tests have resulted in
swarms of small earthquakes and with the injectivity of
the wells exhibiting a high dependence on temperature
of the reinjected water. Strongly coupled thermo- hydro-
mechanical effects on fractures in the fracture-governed
reservoir likely explain the temperature dependent injec-
tivity.

A number of injectivity tests have been conducted to
support the development of the Hellisheidi Power Plant.
For several of the wells, injection experiments were
conducted using three types of water; 120°C untreated
brine directly from the low-pressure boiler, a 90°C mix-
ture of brine and condense water (7:3) from the turbines,
and 15°C cold groundwater. These experiments were
done in the three most promising wells in the Hsmli
Reinjection Zone, HN-09, HN-12, and HN-16. The
injectivity vs. T is plotted for all the wells in Figure 5. It
should be mentioned here that the values for cold water
in wells HN-12 and HN-16 are inaccurate. The wells are
so permeable that the pressure changes in the pumping
tests were not very clear.

The injection tests for estimating the injectivity were
conducted as described below. Maximum flow of water
at preferred temperature was injected into the well for
several days. The wellhead pressure was monitored in
order to estimate when the well had reached equilibrium.
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A pressure and temperature sensor was placed in the
well at the depth of its main feed zone. The flow was
lowered in three steps, each lasting for approximately 3
hours to allow the pressure to equilibrate to the new
injection rate. Figure 6 is an example of pumping test
results for the hot water injection into well HN-09. The
pressure and temperature are plotted over the duration
of the injection steps.
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Figure 5: Injectivity at different values of temperature (T)
in three wells in the Hsmli Reinjection Zone. The
injectivity values for the lowest temperatures in
wells HN-12 and HN-16 are not very accurate.
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Figure 6: Injection test in well HN-09 using 1200C water.
The pressure sensor is placed 30m above the
bottom of the well showing the pressure and
temperature over the dura- tion of the test.
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Model Setup

A radial structured mesh, with a radius of 250 meters, is
being used to simulate the injection into well HN-09.
The simulation domain is 100 meters thick, with the
production zone begin represented as a 5-meter thick
zone of fractured rock embedded in lower permeability
(unfractured) reservoir rock. Figure 7 shows the simula-
tion domain and the computational mesh.

Figure 7: Computational domain used for the numerical
simulations of injection into well HN-09. The red
zone in the middle of the domain represents the
fracture zone/fault system comprising the feed
zone of the well.

Initial conditions being used in the simulations mimic
those that exist in the reservoirs. The initial temperature
distribution used in the simulation is shown in Figure 8,
with the resulting water density, as calculated from the
IAPWS-97 steam tables, shown on Figure 9. The tem-
perature in the feed zone is approximately 264°C, with
the temper- ature ranging from 263°Cto 265°C. The
water density in the reservoir ranged from approximate-
ly 772 to 776 kg/m? in the initial conditions.

The initial pressure in the reservoir was specified to
a uniform 185 bars, and as the majority of the flow was
expected to be primarily horizontal and limited to exist
only within the thin fracture zone, the effects of gravity
of the fluid flow and heat transport were neglected. This
approach greatly simplified the specification of the
boundary conditions needed for the simulations.

Figure 8: Initial temperature used for the simulations.

d!fl‘-fihl'_wa‘!r

Figure 9: Initial water density distributions used for the
simulations.

Figure 10: Predicted thermal contraction of the reservoir
matrix in the feed zone in the vicinity of well
HN-09. Note that the deformation is greatly
exaggerated for illustration purposes.

Feedback between the geomechanics and fluid flow are
being implemented by revising the permeability of the
feed zone by an effective fracture aperture, as calculated
by the thermo-mechanical deformation of the mesh
resulting from the injection of cold fluid into the initial-
ly hot reservoir. As the host reservoir rock thermally
contracts, the effective permeability from the fractured
feed zone increases using a cubic law approxi- mation.
An initial modeling scenario, consisting of injecting
approximately 30 /s of 20°C pure water into the ap-
proximately 260°C reservoir, is currently underway.
Preliminary simulation results are encouraging, where
permeability increases on the order of 10X to 100X are
predicted in the vicinity of well HN-09’s feed zone. The
reservoir matrix contraction in the feed zone near the
injection well is predicted to approach 10™* meters.
Figure 10 shows the results of the geomechanical de-
formation in the vicinity of the injection well in the feed
zone, along with the mesh that is adaptively refined by
FALCON to capture the strong gradient in the tempera-
ture and resulting thermal deformation in the reservoir.
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CSSS — Czech and Slovak
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FRANCOSIM — Société Francophone de
Simulation

FRANCOSIM was founded in 1991 and aims to the pro-
motion of simulation and research, in industry and aca-
demic fields. Francosim operates two poles.
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DBSS - Dutch Benelux Simulation Society

The Dutch Benelux Simulation Society (DBSS) was
founded in July 1986 in order to create an organisation
of simulation professionals within the Dutch language
area. DBSS has actively promoted creation of similar
organisations in other language areas. DBSS is a mem-
ber of EUROSIM and works in close cooperation with its
members and with affiliated societies.
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HSS — Hungarian Simulation Society

The Hungarian Member Society of EUROSIM was estab-
lished in 1981 as an association promoting the exchange
of information within the community of people involved
in research, development, application and education of
simulation in Hungary and al so contributing to the en-
hancement of exchanging information between the
Hungarian simulation community and the simulation
communities abroad. HSS deal s with the organization of
lectures, exhibitions, demonstrations, and conferences.
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PSCS — Polish Society for Computer
Simulation

PSCS was founded in 1993 in Warsaw. PSCS is a scien-
tific, non-profit association of members from universi-
ties, research institutes and industry in Poland with
common interests in variety of methods of computer
simulations and its applications. At present PSCS counts
257 members.
— www.ptsk.man.bialystok.pl
#=7 leon@ibib.waw.pl
< PSCS/ Leon Bobrowski, c/o IBIB PAN,

ul. Trojdena 4 (p.416), 02-109 Warszawa, Poland

PSCS Officers

President Leon Bobrowski, leon@ibib.waw.pl
Vice president  Andrzej Grzyb, Tadeusz Nowicki
Treasurer Z. Sosnowski, zenon@ii.pb.bialystok.pl
Secretary Zdzislaw Galkowski,

Zdzislaw.Galkowski@simr.pw.edu.pl
Repr. EUROSIM  Leon Bobrowski, leon@ibib.waw.pl
Deputy Tadeusz Nowicki, tadeusz.nowicki@wat.edu.pl
Edit. Board SNE Zenon Sosnowski, z.sosnowski@pb.ed.pl

Web EuroSIM  Magdalena Topczewska
m.topczewska@pb.edu.pl
Last data update December2012

ISCS — Italian Society for Computer
Simulation

The Italian Society for Computer Simulation (1SCS) isa
scientific non-profit association of members from indus-
try, university, education and several public and research
institutions with common interest in al fields of com-
puter simulation.

— Www.eurosim.info

#7 Mario.savastano@uniina.at

P4 I1SCS/ Mario Savastano,

c/oCNR - IRSIP,
ViaClaudio 21, 80125 Napoli, Italy

ISCS Officers
President
Vice president
Repr. EUROSIM
Secretary

M. Savastano, mario.savastano@unina.it
F. Maceri, Franco.Maceri@uniroma2.it
F. Maceri, Franco.Maceri@uniroma2.it

Paola Provenzano,
paola.provenzano@uniroma2.it

Edit. Board SNE M. Savastano, mario.savastano@unina.it
Last data update December2012

SIMS - Scandinavian Simulation Society

SIMS is the Scandinavian Smulation Society with

members from the four Nordic countries Denmark, Fin-

land, Norway and Sweden. The SIMS history goes back

to 1959. SIMS practical matters are taken care of by the

SIMS board consisting of two representatives from each

Nordic country (Iceland one board member).

SIMS Structure. SIMS is organised as federation of re-

gional societDjouaniies. There are FinSim (Finnish

Simulation Forum), DKSIM (Dansk Simuleringsforen-

ing) and NFA (Norsk Forening for Automatisering).

— Www.scansimsorg

#=7 esko.juuso@oulu.fi

< SIMS/ Esko Juuso, Department of Process and Environ-
mental Engineering, 90014 Univ.Oulu, Finland

SIMS Officers

President Esko Juuso, esko.juuso@oulu. fi
Vice president  Erik Dahlquist, erik.dahlquist@mdh.se
Treasurer Vadim Engelson,

vadim.engelson@mathcore.com
Repr. EUROSIM  Esko Juuso, esko.juuso@oulu.fi
Edit. Board SNE Esko Juuso, esko.juuso@oulu.fi
Web EuroSIM  Vadim Engelson
Last data update December2012

SLOSIM - Slovenian Society for
Simulation and Modelling

SLOSIM - Slovenian Society for Simu-
lation and Modelling was established in &
1994 and became the full member of
EUROSIM in 1996. Currently it has 69
members from both slovenian universities, institutes,
and industry. It promotes modelling and simulation ap-
proaches to problem solving in industrial as well as in
academic environments by establishing communication
and cooperation among corresponding teams.
— www.slosim.si
#=7 dosim@fe.uni-lj.si
< SLOSIM / Rihard Karba, Faculty of Electrical
Engineering, University of Ljubljana,
TrzaSka 25, 1000 Ljubljana, Slovenia
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SLOSIM Officers

President B. Zupanc¢i¢, borut.zupancic@fe.uni-lj.si
Vice president  Leon Zlajpah, leon.zlajpah@ijs.si
Secretary Vito Logar, vito.logar@fe.uni-lj.si
Treasurer Milan Sim¢i¢, milan.simcic@fe.uni-lj.si
Repr. ELROSIM  B.Zupanci¢, borut.zupancic@fe.uni-lj.si
Deputy Rihard Karba, rihard.karba@fe.uni-lj.si

Edit. Board SNE Rihard Karba, rihard.karba@fe.uni-lj.si
Web EuroSIM  Vito Logar, vito.logar@fe.uni-lj.si
Last data update December2012

UKSIM - United Kingdom Simulation Society

UKSIM has more than 100 members throughout the UK
from universities and industry. It is active in all areas of
simulation and it holds a biennial conference as well as
regular meetings and workshops.

— www.uksim.org.uk

#=7 david.al-dabass@ntu.ac.uk

01 UKSIM / Prof. David Al-Dabass
Computing & Informatics,
Nottingham Trent University
Clifton lane, Nottingham, NG11 8NS
United Kingdom

UKSIM Officers

David Al-Dabass,
david.al-dabass@ntu.ac.uk

President

Vice president A. Orsoni, A.Orsoni@kingston.ac.uk

Secretary Richard Cant, richard.cant@ntu.ac.uk

Treasurer A. Orsoni, A.Orsoni@kingston.ac.uk

Membership chair K. Al-Begain, kbegain@glam.ac.uk

Univ. liaison chair R. Cheng, rchc@maths.soton.ac.uk

Repr. EUROSIM Richard Zobel, r.zobel@ntlworld.com

Deputy K. Al-Begain, kbegain@glam.ac.uk

Edit. Board SNE Richard Zobel, r.zobel@ntlworld.com

Last data update December2012

CEA-SMSG - Spanish Modelling and
Simulation Group

CEA is the Spanish Society on Automation and Control
In order to improve the efficiency and to deep into the
different fields of automation, the association is divided
into thematic groups, one of them is named ‘Modelling
and Simulation’, constituting the group.
— www.cea-ifac.es’\wwwgrupos/simulacion
— simulacion@cea-ifac.es
P4 CEA-SMSG / Maria Jestis de la Fuente,
System Engineering and AutomaticControl department,
University of Valladolid,
Real de Burgos $/n., 47011 Valladolid, SPAIN

CAE - SMSG Officers

President M. A. Piera Eroles, MiquelAngel.Piera@uab.es
Vice president  EmilioJiminez, emilio.jiminez@unirioja.es
Repr. EUROSIM  EmilioJiminez, emilio.jiminez@unirioja.es
Edit. Board SNE EmilioJiminez, emilio.jiminez@unirioja.es
Web EUROSIM Mercedes Peres, mercedes.perez@unirioja.es

Last data update December2012

LSS — Latvian Simulation Society

The Latvian Simulation Society (L SS) has been founded
in 1990 as the first professional simulation organisation
in the field of Modelling and simulation in the post-
Soviet area. Its members represent the main simulation
centresin Latvia, including both academic and industri-
al sectors.
— briedisitl.rtu.lv/imb/
#=7 merkur @itl.rtu.lv
P4 LSS/ Yuri Merkuryev, Dept. of Modelling

and Simulation Riga Technical University

Kalku street 1, Riga, LV-1658, LATVIA

LSS Officers

President Yuri Merkuryev, merkur@itl.rtu.lv
Secretary Artis Teilans, Artis. Teilans@exigenservices.com
Repr. EUROSIM  Yuri Merkuryev, merkur@itl.rtu.lv
Deputy Artis Teilans, Artis. Teilans@exigenservices.com

Edit. Board SNE Yuri Merkuryev, merkur@itl.rtu.lv
Web EuroSIM Oksana Sosho, oksana@itl.rtu.lv
Last data update December2012

ROMSIM - Romanian Modelling and
Simulation Society

ROMSIM has been founded in 1990 as a non-profit so-
ciety, devoted to theoretical and applied aspects of mod-
elling and simulation of systems. ROMSIM currently
has about 100 members from Romania and Moldavia.
— Www.ici.ro/romsim/
#=7 dSflorin@ici.ro
<l ROMSIM / Florin Stanciulescu,
National Institute for Research in Informatics, Averescu
Av. 8 -10, 71316 Bucharest, Romania

ROMSIM Officers
President
Vice president

Florin Stanciulescu, sflorin@ici.ro

Florin Hartescu, flory@ici.ro
Marius Radulescu, mradulescu@ici.ro

Repr. EUROSIM  Florin Stanciulescu, sflorin@ici.ro
Deputy Marius Radulescu, mradulescu@ici.ro
Edit. Board SNE Florin Stanciulescu, sflorin@ici.ro
Web EurROSIM  Zoe Radulescu, radulescu@ici.ro

Last data update December2012
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RNSS — Russian Simulation Society

NSS - The Russian National Simulation Society
(Harmonanpaoe O6miectBo Mmurtanmonsoro Momenu-
posanus — HOUM) was officially registered in Russian
Federation on February 11, 2011. In February 2012 NSS
has been accepted as an observer member of EUROSIM.
— www.simulation.su

£=7 yusupov@iias.spb.su

< RNSS/R. M. Y usupov,

St. Petersburg Institute of Informatics and Automation
RAS, 199178, St. Petersburg, 14th lin. V.O, 39

RNSS Officers

President R. M. Yusupov, yusupov@iias.spb.su
Chair Man. Board  A. Plotnikov, plotnikov@sstc.spb.ru
Secretary M. Dolmatov, dolmatov@simulation.su
Repr. EUROSIM R. M. Yusupov, yusupov@iias.sph.su
Deputy B. Sokolov, sokol@iias.spb.su

Edit. Board SNE Y. Senichenkov, sneyb@dcn.infos.ru

Last data update February 2012

LIOPHANT Simulation

Liophant Simulation is a non-profit association born in
order to be a trait-d'union among
simulation developers and users,
Liophant is devoted to promote and
diffuse the simulation techniques
and methodologies; the Association promotes exchange
of students, sabbatical years, organization of Interna
tional Conferences, organization of courses and stages
in companies to apply the simulation to real problems.
— www.liophant.org

#=7 info@liophant.org

< LIOPHANT Simulation, c/o Agostino G. Bruzzone,

DIME, University of Genoa, Polo Savonese,
viaMolinero 1, 17100 Savona (SV), Italy

LIOPHANT Officers

President A.G. Bruzzone, agostino@itim.unige.it
Director E. Bocca, enrico.bocca@liophant.org
Secretary A. Devoti, devoti.a@iveco.com
Treasurer Marina Masseimassei@itim.unige.it
Repr. EUROSIM  A.G. Bruzzone, agostino@itim.unige.it
Deputy F. Longo, f.longo@unical.it

Edit. Board SNE F. Longo, f.longo@unical.it
Web EuroSIM F. Longo, f.longo@unical.it
Last data update December2012

SNE — Simulation Notes Europe

Simulation Notes Europe publishes peer reviewed
Technical Notes, Short Notes and Overview Notes on
developments and trends in miodelling and simulation in
various areas and in application and theory. Furthermore
SNE documents the ARGESIM Benchmarks on Model-
ling Approaches and Smulation Implementations with
publication of definitions, solutions and discussions
(Benchmark Notes). Special Educational Notes present
the use of modelling and simulation in and for education
and for e-learning.

SNE is the official membership journa of EUROSIM,
the Federation of European Simulation Societies. A
News Section in SNE provides information for EUROSIM
Simulation Societies and Simulation Groups. SNE also
offers possibilities for post-conference publication of
contributions to conferences of the EUROSIM member
societies.

SNE is published in a printed version (Print 1SSN
2305-9974) and in an online version (Online ISSN
2306-0271). With Online SNE the publisher ARGESIM
follows the Open Access strategy, allowing download of
published contributions for free. Since 2011 Online SNE
contributions are identified by an DOI (Digital Object
Identifier) assigned to the publisher ARGESIM (DOI pre-
fix 10.11128). Print SNE, high-resolution Online SNE,
source codes of the Benchmarks and other additional
sources are available for subscription via membership in
aEUROSIM society.

Authors Information. Authors are invited to submit
contributions which have not been published and have
not being considered for publication elsewhere to the
SNE Editorial Office. SNE disstinguishes different types
of contributions (Notes):

o Overview Note— State-of-the-Art report in a specific area,
up to 14 pages, only upon invitation

o Technical Note— scientific publication on specific topic in
modelling and simulation, 6 — 8 (10) pages

o Education Note — modelling and simulation in / for educa-
tion and e-learning; max. 6 pages

o Short Note — recent developments, max. 4 pages

o Software Note - development in simulators, max 4 pages

¢ Benchmark Note — Solution to an ARGESIM Bench-
mark;basic solution 2 pages, extended and commented so-
lution 4 pages, comparative solutions on invitation

Interested authors may find further information at SNE’s
website - www.sne-journal.org layout templates for
Notes, requirements for benchmark solutions, etc.).

SNE 23(1) — 4/2013
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0The MathWorks

Accelerating the pace of engineering and science

DAS IST MODEL-BASED DESIGN.

Nachdem der Endabstieg der beiden
Mars Rover unter Tausenden von
atmosphdrischen Bedingungen simuliert
wurde, entwickelte und testete das
Ingenieur-Team ein ausfallsicheres
Bremsraketen-System, um eine
zuverlassige Landung zu garantieren.
Das Resultat - zwei erfolgreiche
autonome Landungen, die exakt geméaB
der Simulation erfolgten.

Mehr hierzu erfahren Sie unter:

www. mathworks.de/mbd
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EUROSIM 2013

w 6 8" EUROSIM Congresson Modelling and Simulation

. ol The City Hall, Cardiff, Wales, United Kingdom 10-13 September 2013

EEUROSINV SO01=

Cardiff, Wales 10-13 September 2013

EUROSIM Congresses are the most important modelling and simulation events in Europe.
For EUROSIM2013, we are soliciting original submissions describing novel research and
developments in the following (and related) areas of interest: Continuous, discrete (event)
and hybrid modelling, simulation, identification and optimization approaches. Two basic con-
tribution motivations are expected: M&S Methods and Technologies and M&S Applications.
Contributions from both technical and non-technical areas are welcome.

Congress Topics

The EUROSIM 2013 Congress will include invited talks, parallel, special and the poster
sessions. The Congress topics of interest include, but are not limited to:

Intelligent Systems and Applications
Hybrid and Soft Computing

Communication Systems and Networks

Case Studies, Emergent Technologies
Workflow Modelling and Simulation
Web-based Simulation
Security Modelling and Simulation
Computer Games and Simulation
Neural Networks, Fuzzy Systems &
Evolutionary Computation
Autonomous Mental Development
Bioinformatics and Bioengineering
Circuits, Sensors and Devices

e-Science and e-Systems

Image, Speech & Signal Processing

Human Factors and Social Issues

Industry, Business, Management

Virtual Reality, Visualization and
Computer Games

Internet Modelling, Semantic Web
and Ontologies

Computational Finance & Economics

Systems Intelligence and
Intelligence Systems

Adaptive Dynamic Programming and
Reinforcement Learning

Congress Venue / Social Events

The Congress will be held in the historic and magnificent City Hall in the heart of Cardiff, the
capital city of Wales. The Gala Dinner will be held in the main hall of the National Museum of
Wales. Social activities include visits to Cardiff Castle and Caerphilly Castle.

Methodologies, Tools and
Operations Research
Discrete Event /RT Systems
Mobile/Ad hoc wireless
networks, mobicast, sensor
placement, target tracking
Control of Intelligent Systems
and Control Intelligence
Robotics, Cybernetics, Control
Engineering, & Manufacturing
Energy, Power, Transport,
Logistics, Harbour, Shipping
and Marine Simulation
Semantic & Data Mining

Congress Team: K.Al-Begain, A.Orsoni, R.Zobel, R.Cant, D. Al-Dabass; kbegain@glam.ac.uk

Info: www.eurosim2013.info





