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Editorial 
Dear  Readers – This first issue of SNE Volume 23 comes along with an extended submission strategy introduced -  individual sub-
missions of scientific papers, and submissions of selected contributions from conferences of EUROSIM societies for post-conference 
publication (suggested by conference organizer and authors). This issue publishes post-conference publications from SIMS Confer-
ence 2012 (SIMS – Scandinavian Simulation Society), from MATHMOD 2012 (Vienna Conference on Mathematical Modelling, Vi-
enna, Austria), and from ASIM SST 2011 (ASIM Symposium Simulation Technique, Zürich – Winterthur, Switzerland).  
Individually submitted contributions complement the very broad variety of modelling and simulation. Discrete approaches deal with 
agent-based simulation for hospital planning, and with schedule optimization based on Petri nets. In the Modelica framework fluid 
flow modelling, a Python package for variable-structure model, and loose coupling co-simulation are discussed; additionally, a 
globally-implicit framework for Physics-based s simulation of coupled thermo-hydro-mechanical problems is presented. Applica-
tions conclude this issue: power transfer by non-radiative electromagnetic fields, and mixed friction systems in the micro-scale. 
We are glad that for SNE Volume 23 Vlatko Ceric, past president of CROSSIM, is providing his algorithmic art as design for SNE 
cover page – as for SNE Volume 21. The technique used for the picture series for the covers of SNE Volume 23 is alienation of 
‘classic’ pictures by certain algorithms. 
 I would like to thank all authors for their contributions, and the organizers of the EUROSIM conferences for co-operation in 
post-conference publication, and the ARGESIM SNE staff for helping to manage the SNE administration and the improved SNE 
layout and extended templates for submissions (now also tex), and especially Vlatko Ceric for providing his graphics for SNE. 
 

Felix Breitenecker, SNE Editor-in-Chief, eic@sne-journal.org; felix.breitenecker@tuwien.ac.at 
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In-Process Agent Simulation for Early Stages  
of Hospital Planning 

Gabriel Wurzer 

Institute of Architectural Sciences, Vienna University of Technology, Treitlstraße 3,  
1040 Vienna, Austria; wurzer@iemar.tuwien.ac.at 

 
 
Abstract.  In the early stages of hospital planning, work 
processes are typically modelled in a static manner, 
using flow-charts or business process modelling notation 
as means. Diagrams of this kind are easily simulated, 
however, employed process engines lack possibilities for 
dealing with dynamic aspects of the process which de-
pend on the building layout (e.g. elevators, behaviour of 
automatic delivery carts). If one could give planners the 
opportunity to employ dynamic entities without having 
to change their usual workflow, one of the benefits 
would be that they are not being forced to resort to 
naive assumptions (e.g. 15 seconds per floor) that are 
still commonplace in today’s planning practice. 

Introduction 

static
depend on the build-

ing layout
dynamic

several variants 

•

• static
dynamic spatial context

on top of
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1 Related work 
Business Process Simulation

Discrete Event Simulation

2 Background 

2.1 The Early Design Process 

Building Organization Func-
tional Planning. 
Building Organization.

Functional Planning.
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Figure 1: Early-stage planning tracks. (left) Building  
Organization: (a) Activities formed into (b) 
 processes and (c) sub-processes. Furthermore, 
assignment of process responsibilities to  
different departments leads to (d) process  
model, which acts as input and constraint for 
(right) Functional Planning: (e) Functions are (f) 
related via an adjacency matrix, (g) grouped to 
form (h) spaces within the architectural schema. 
Circulation is additionally inscribed using arrows. 
 

Building Or-
ganization Functional Planning 

Urban Context.

Adjacency.
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Separation of traffic.

Location, size and proportion.

Orientation and wayfinding.

Extensibility and adaptability.

Adequacy of planned concept.

2.2 Early-stage simulation needs for 
hospitals 

Visibility, accessibility and wayfinding.

Space placement and dimensioning. 
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Movement, circulation and traffic.

Usage.

3 An Early-stage Hybrid 
Simulation 

3.1 Calling an agent simulation from inside 
a process 

agent node
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Figure 2: (a) An agent node being embedded into a static 
process. (b) Properties of an agent node. (c) Op-
tions dialog showing the connection settings, 
which let Visio communicate with process simu-
lations and agent models. 

3.2 Synchronization between process and 
agent simulation 

3.3 Agent-based simulation 

Figure 3: Agent-based NetLogo simulation for computing 
the passage between named spaces, taking the 
circulation (middle line with arrows) into account. 
Also simulates an elevator to the ward, which has 
its own behaviour. 
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3.4 Connectivity between implementations 

Figure 4: Implementation. (left) Processes drawn in Visio 
are (a) written to a file, which is fed into a (b) pro-
cess simulation that can execute them. Visio fur-
thermore (c) opens all agent simulations for the 
process model, which are (d) then invoked by the 
process simulation. 
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Schedule Optimization based on Coloured 
Petri Nets and Local Search 

Gašper Muši  

University of Ljubljana, Faculty of Electrical Engineering, Tržaška 25, 1000 Ljubljana, Slovenia;  
gasper.music@fe.uni-lj.si 

 
 
Abstract.  The contribution deals with simulation-
optimization of schedules that are modelled by simple 
Coloured Petri Nets (CPNs). CPN modelling of standard 
classes of scheduling problems is addressed and com-
pact CPN representations of scheduling problems are 
proposed. It is shown how a combination of CPN repre-
sentations with predefined transition sequence conflict 
resolution strategy can be used to optimize schedules by 
standard local search optimization algorithms. Possible 
neighbourhood construction procedures for various 
problem classes are proposed with the emphasis on 
solutions feasibility. 

Introduction

1 CPN Representations of 
Scheduling Problems 
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Figure 1: PN and CPN models of an open shop scheduling problem. 

Figure 2: PN and CPN models of a flow shop scheduling problem. 
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permutation
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1.1 Simple Coloured Petri nets 

•

•

•

•

•

1.2 Timed models 
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•

•

•

2 Neighbourhood Solution 
Generation Strategy 

2.1 Prescribed transition firing sequences 

Operation/Job     

 54 9 38 95 

 34 15 19 34 

 61 80 28 7 

 2 79 87 29 

Table 1: Operation durations for a simple job shop  
problem. 

Operation/Job     

 3 4 1 1 

 1 1 2 3 

 4 2 3 2 

 2 3 4 4 

Table 2: Machine requirements for a simple job shop 
problem.  

Figure 3: A possible solution of the given job-shop problem. 
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2.2 Generation of neighbourhood solutions 
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Figure 4: A critical path within a schedule and critical  
transitions. 

Figure 5: An optimized solution of the given job-shop 
problem. 
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3 Conclusion 
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Abstract. It becomes increasingly important to create
more accurate models that can be simulated fast. To ac-
complish this we need models which can change their
set of equations during runtime. Thesemodels are called
variable-structure models. These models enable a user
to specify a model with more than onemode and change
between these modes during runtime. This can make
a simulation faster and in some cases even more accu-
rate. In this paper we present a Python package that en-
ables the user to specify such models in an easy and in-
tuitive manner. The introduced package provides means
to use existing Dymola models as modes and simulate
the variable-structure model with the Dymola simulation
engine. Different examples are presented which were
simulated with the new package and the advantages of
variable-structure modeling with the Python package is
discussed. Furthermore, requirements a model needs
to fulfill to be used in a variable-structure model are ex-
plained.

Introduction

To study the behavior of a technical system early in

the design phase (simulation-) models are often used.

Such a model consists of variables and equations which

specify the behavior of the model over time. The mod-

els are usually described through differential-algebraic

equations (DAE). The models are then simulated with

a numerical solver. The results of such a simulation

can be used to analyze the behavior of a technical sys-

tem without having to build the real system. Through

the ever growing complexity of the real technical sys-

tems, the complexity of the models also needs to rise.

This leads to the problem that the simulation of a model

might become too slow or that some systems cannot be

modeled at all. We regard variable-structure models as

a solution for this problem. These models consist of

different modes between which they can switch. This

means that a model can run through different ’modes’,

where each mode effectively is a model with its own set

of equations which describe the physical behavior of

this particular mode. When switching from one mode

to the next one, the new mode needs to be initialized

through the end values of the old mode.

For instance variable-structure models enable the

user to model systems that change their behavior. An

example for such a model is an airplane which is first

a rolling vehicle then a cross between a rolling vehicle

and a flying object and then becomes a flying object.

In this paper we call models that change their equations

in order to model different behavior ‘variable-behavior

models’.

Another example for variable-structure models is a

model which changes its level of detail. With such a

model the simulation can be as detailed as necessary

and as easy as possible throughout the simulation. For

instance if a model can reach critical regions and in

these a complex model is needed but otherwise an eas-

ier model is sufficient, it would be feasible to use the

less detailed model and only switch to the more com-

plex model if needed. We call such models ‘variable-

detail models’ and will show in the evaluation section

that such models can save simulation time without sig-

nificant accuracy losses. Of course there are models

that are hard to place in only one category but usually

the goals for these two are different. For variable-detail

models the goal is to save simulation time or enhance

the accuracy through the mode switch. For the variable-

behavior models the simulation time is not the main

goal but that a system can be simulated at all through

the variable-structure approach.

SNE 23(1) - 4/2013
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A variable-structure model has always exactly one

current mode and switches from mode to mode through

defined transition. These transitions hold the informa-

tion on how the simulation data of the old mode should

be used to initialize the new model.

Common simulation tools like Simulink from [1]

and Dymola from [2] do not support the change of

the variables and the set of equations during simula-

tion. There do exist simulation environments which

enable a user to simulate variable-structure models. A

brief overview of these environments and approaches

are given here.

MOSILAB is a simulation environment based on

Modelica which can be used to model and simulate

variable-structure models. This tool enhances the Mod-

elica language and uses a Statecharts view to specify

the mode switches, see [3]. There is no index reduction

implemented in the tool and thus only index-0 models

are allowed.

The language SOL was developed by [4] and is an

experimental Modelica like language. This language

supports modeling variable-structure models, interpret-

ing them and simulating them. An advantage of SOL

is that when a mode switch occurs and the causalisa-

tion of the model changes only the necessary causal-

isations are done. This makes the mode switch quite

elegant. SOL is an experimental language and thus far

not available for large models, hopefully the results will

sometime lead to a modeling language which supports

variable-structure models. For now a user cannot work

with SOL and reuse models from other tools all models

would have to be specified in the new language. An-

other possibility for variable-structure models is Hydra

which is described in [5]. Hydra is a language under de-

velopment which supports variable-structure modeling.

It is based on functional programming languages and is

therefore not as easy to learn for modelers.

All these possibilities have great ideas and do dif-

ferent things better than our approach but to model

and simulation variable-structure models the user has

to learn a new language and remodel existing models.

With the approach we present a common modeling tool

can be used and existing models can be reused. Python

as a free language is used for the package, so the pack-

age is accessible to anyone interested.

[6] describe an algorithm which transforms a

variable-structure model to a normal model by refor-

mulating the modes into one mode. This approach does

work but makes the resulting model quite large and

will therefore extend the simulation time. This does

not seem to be feasible for variable-detail models be-

cause simulation time will most likely not be saved. In

Simulink enable blocks can be used to model differ-

ent modes, but the definition of the transitions becomes

rather complicated and the blocks that are disabled still

take up simulation time, see [7] for more information.

In Dymola a mode switch is possible, as long as the

variables do not change and the causality of the equa-

tions does not change. If either needs to change, both

equation systems need to be implemented in the model

and through if-statements the switching needs to be de-

fined. [8] describe a possibility for variable-structure

models with if-statements in Modelica. Here the equa-

tions are reformulated, so depending on the mode the

model is in, a multiplication with zero or one takes

place. The equations therefore change during simula-

tion. This approach does work but for large models

with many mode switches it will become complicated.

The equation system is also rather large and might slow

down the simulation compared to a real mode switch.

In this paper we will present an easy to use approach to

define variable-structure models in Python and use the

simulation tool Dymola for the simulation. This pack-

age enables the user to reuse existing Dymola models

and still work with variable-structure models .

Section 2 introduces the Python package with its

design and usability. In Section 3 different examples

of variable-structure models which were modeled with

the new Python package are presented. The last section

provides the conclusion and future work.

1 A New Python Package
This section first gives an overview of how a variable-

structure model can be modeled with its different modes

and transitions. The design of the package and how the

package can be used is afterwards explained.

1.1 A variable-structure model

As was already said in the introduction a variable-

structure model is a model which consists of an arbi-

trary number of modes between which the model can

switch. A model can switch from one mode to another

mode via one transition. To model such a behavior

an object-oriented approach seems feasible. Figure 1

shows how a variable-structure model can be modeled

through objects. The ModelObject consists of different

modes and each mode can have transitions.
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Figure 1: Class structure of a variable-structure model for
different modeling environments.

This ModelObject holds all the necessary information

about the variable-structure model. It defines the global

stop time of the model, a default solver and the modes

of the variable-structure model . To be able to integrate

different simulation environments into the package an

interface which is tool independent was defined. The

most important attributes of a mode are:

• a unique mode number to identify the mode

• a model name with path to the original model

• observer variables which will be stored in a data

matrix

• a specific solver which overwrites the default

solver

Necessary methods in a mode class:

• start simulation (startSim) which starts the simula-

tion in a specific simulation environment

• set initial values (setInit) which sets the initial val-

ues in the tool specific init file

• read end values (readEnd) which reads the neces-

sary end values of the tool specific result data file

• translate model (translate) which compiles the

model, if necessary

When a specific simulation environment needs to be

added new class which implements the mode-interfaces

has to be created. The other parts of the model do not

have to be changes, as long as the given interface is not

changed. For now Dymola is implemented and integrat-

ing OpenModelica and Simulink is planned. Each mode

can have an arbitrary number of transitions which lead

to the next modes. A transition is another class which

defines the mode switch and is independent of the used

simulation environment. In each transition an attribute

exists which holds the identification number of the next

mode. Furthermore the information on how the data of

the old mode is used to initialize the new mode is stored

in the transition.

1.2 Design of the package

In the previous section the object-oriented design of a

variable-structure model was explained. This design

is used in the Python package which makes it possi-

ble to integrate different simulation environments. For

a modeler who is used to modeling in simulation en-

vironments it might be difficult to define this modeling

structure in Python. Therefore the package provides a

template to specify the variable-structure model. The

user does not need any programming knowledge to be

able to use this template.

The package uses the user given information to

generate the necessary ModelObject. The basic idea of

our approach is to use common simulation environment

to simulate a variable-structure model and therefore

use their capabilities. It is not the idea to create a new

language as was done by [4] with SOL or by [5] with

Hydra or with the tool [9, 10]. Our idea is to create

a new modeling layer which can manage different

modeling environments and which handles the switch

from one mode to another during a simulation run.

To accomplish this each mode of a variable-structure

model needs to be an independent model which consists

of variables and equations. Each of these modes has

a stop condition which stops the simulation of this

particular mode and defines the next mode. Figure

2 shows a schematic view of a breaking pendulum

variable-structure model with two modes. One mode

which is the normal pendulum and one mode which is

a falling mass.

Figure 2: Schematic view of a breaking pendulum
variable-behavior model.

To get from one mode to the next a Python script is

used, this approach was already presented in [7] where

it was tested with different scripting languages. The

workflow of the script which handles the simulation of
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the variable-structure model is shown in Figure 3. In

our package the modeled ModelObject is used as input

for the variable-structure simulation method.

Figure 3: Program flow of the switch.pymethod.

At the beginning of this method the modes are com-

piled, which results in having an executable called

’dymosim.exe’ and an initialization file called ’dsin.txt’.

The dymosim.exe can be used to start the simulation of

the model. Each created init file is loaded and results

in having an initialisation matrix. An identical matrix

can be loaded after a simulation of a Dymola model

whereas this matrix then holds the end data of the

simulation. To make the mode switches faster, the

mapping for setting initial values in the init matrix

through the end values of the end matrix, is saved in

each transition. For now only a one to one mapping

is allowed (oldMode.x = newMode.z is allowed,

oldMode.z = f(oldMode.x,oldMode.y,. . .)
is planned) which makes the mapping simple. This of

course means that all values necessary to fully initialize

the new mode need to be available in the old mode. In

case a value is not available the modeler can set values

himself in the package. The initialization routine of the

specific simulation environment of the mode is then

used to initialize the whole model. The modeler is

therefore responsible to specify the initialization within

the package to get a stable and continuous solution.

The method then enters a while-loop which only stops

when the user defined stop time is reached. The loop

starts with the user defined start mode with given

initial values. When the simulation stops because of a

specific stop condition the transition to the next mode is

known through the ModelObject. The end values of the

simulation (dsfinal.txt) are then loaded which gives the

end value matrix. The simulation data of the variables

to observe are saved in a result matrix. The new mode

is then used as current mode and the while-loop is

entered again. The mapping which was saved in the

transition is then used to set the initial values of the

current mode.

If the stop time of the simulation is reached the

while-loop is not entered again. After the simulation is

done the observed values are saved in a data-file which

can later on be used to post-process the simulation data.

1.3 Creating variable-structure models

As an example on how the package can be used, we

look again at the pendulum model. First lets consider

the Modelica models needed for the variable-structure

model. The package approach was chosen because we

wanted to be able to use existing models and to reuse the

models afterwards again. The package allows us to use

our old models on its own because they are valid mod-

els, but each model needs a stop condition to be used

as a mode in a variable-structure model so the model

needs to be altered. Modelica with its object-oriented

approach Modelica2010 helps us to keep our old mod-

els as they are and extend our needed modes from the

old models. Figure 4 shows the pendulum model.

Figure 4: Using inheritance for variable-structure modeling.

The two models ‘Pendulum’ and ‘Falling mass’ rep-

resent the original models. The other models are ex-

tended models of the two and have the stop condition

SNE 23(1) - 4/2013



21

A Mehlhase A Python Package for Simulating Variable-Structure Models with Dymola

(here called terminate) added and a variable ‘switch_to’

which specifies the mode that needs to be entered next.

Here it can be seen, that the original models have

not changed and can be used as before only the ex-

tended models now represent the modes in the variable-

structure model .

After the models for the modes are defined the tem-

plate provided in the package is used to define the mode

switches for the variable-structure model .

stop = 10 # stoptime

model = [’Pendelum.mo’] # filename

mode1=’pendel_struc’ #first mode
mode2=’falling_mass_struc’ #second mode
modes=[mode1, mode2] #list of modes
sol=EULER # global solver

# SWITCH MODE 1 - > MODE 2
out1=[’x’,’y’,’der(x)’,’der(y)’]
in2=[’x’,’y’,’vx’,’vy’]
transition.append([1,2,out1,in2])

# SWITCH MODE 2 - > MODE 1
out2=[’x’,’der(phi)’]
in1=[’x’,’dphi’]
transition.append([2,1,out2,in1])

obs([’x’,’y’],[’x’,’y’])

switch(stop,sol,model,modes,transition,obs)

For each model the name of the modelfile (or files) and

the name of the modes have to be specified. These

modes will later be compiled with Dymola. Afterwards

the transitions have to be defined. A user defines a tran-

sition with the mode numbers of the two modes between

which the transition is. Furthermore, the variables to

read from the old mode (out1 and out2) and the vari-

ables that will be set in the new mode (in2 and in1) have

to be specified. The variable ‘observer’ defines which

variables should be saved in a data matrix at the end of

the simulation. The data of each mode is mapped and

saved in one data matrix (for instance: mode1.x and

mode2.x will be written in one column of the data ma-

trix). The data matrix is per default saved as MAT-File

but the user can specify other output filetypes as well.

All the information is then given to the switch method

which creates the ModelObject and all the mode ob-

jects with their transitions. This template can be used

to specify an arbitrary number of modes and switches

between these modes.

2 Evaluation

In this section we present different variable-structure

models. With these models it is shows how useful

variable-structure models are. We then use an easy

variable-behavior model to analyze the scalability of

the Python package. At the end of this section require-

ments a model needs to fulfill to be used as a mode in a

variable-structure model are discussed.

2.1 Variable-detail models

To show that variable-detail models can save simula-

tion time we look at a diesel combustion engine model,

see Figure 5. In this model the environment pressure

changes every five seconds and thus the pressure of the

manifold changes. When the pressure of the manifold

and environment are almost the same the throttle and

manifold are not necessary anymore and can be taken

out. When the pressure changes again the model has

to become more detailed again to simulate the dynamic

pressure change in the manifold.

Figure 5: Schematic view of a diesel combustion engine
variable-detail model.

The measured simulation times can be seen in table 1.

Here the simulation times of the model with only one

level of detail and with two levels of detail are pre-

sented. The model is always simulated for 20 sec-

onds and has 7 mode switches. The Compilationtime
is the time needed to compile the Dymola models and

the Residualtime is the time the script needs for start-

ing the simulation, setting initial values and so on. The

variable-detail model takes less time than the one level

of detail model even though two compilations are nec-

essary and the residual time is larger. This leads to the
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conclusion that variable-detail models can make a sim-

ulation faster. We also compared the results of the cylin-

der pressure and temperature and the difference was less

than half a percent which shows that we were able to

make the simulation faster without significant loss of

accuracy.

Stop time One detail Variable detail
20sec /7 switches Dymola Dymola/Python
Simulation time 17 7.3

Compilation time 1*1.2 = 1.2 2*1.2 = 2.4

Residual time 1 2.3

Total time 19.2 12

Table 1: Simulation time for the diesel combustion engine in
seconds.

2.2 Variable-behavior models

As an easy variable-behavior model we present a

bouncing ball model. Here the bouncing ball does not

just change its velocity when it hits the floor but be-

comes a spring and damper system which means the

ball is elastic and bounces differently depending on the

damping constant. Figure 6 shows the bouncing ball

results with different damping constants. Interesting is

that the ball can never fall below the surface as hap-

pens if only a ‘when’ statement n which the velocity is

negated and multiplied by a factor (without extra pre-

cautions) is used in Modelica.

Furthermore, the deformation of the ball can now be

modeled dependent on the current velocity of the ball,

which makes the model more realistic. As a model with

more than two transitions we present a breaking pendu-

lum model where the rope can get stuck on a nail. The

model is simplified to make it easier to understand:

• The pendulums suspension point is (0,0)

• The nail position is x ≤ 0 and y < 0 (‘nailPoint’)

• The falling mass model is valid left of the nail

The simplified model is shown in Figure 7 (only a few

important variables are shown in this view).

We still have two modes but when the rope passes the

angle where the nail is located the rope length changes

and therefore the suspension point of the pendulum. We

make a mode switch into the same model but change the

model parameters. If the centrifugal force goes below

Figure 6: Simulation result of the center point of the
bouncing ball variable-structure model .

Figure 7: Constrained and breaking pendulum
variable-structure model .

zero the pendulum becomes a falling mass otherwise

it either turns around the nail or becomes the normal

pendulum again. Figure 8 shows different movements

of the pendulum for different start values of the angular

velocity (dphi (rad/sec)) and the damping constant (D

(N sec/m)). The normal suspension point and the nail

are markedy as dots.

2.3 Scalability of the simulations

The scalability is always an issue with programs as pre-

sented here especially if one goal is to save simulation

time. To test if the scripting approach with Python

scales with the number of switches and the number

of variables for initialization two different tests were

made. For both test a bouncing ball model is used which

has a transition to itself as soon as the ball touches the

ground. The velocity is then negated and we have a ball

that never stops bouncing.
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Figure 8: Simulation results of the breaking pendulum
model with nail.

This model has only 2 statevariables (height,velocity)

and these have to be initialized for each mode switch.

As first test this model is simulated with 10, 100, 1000,

10000 mode switches, see table 2. It can be seen that

the simulation time scales with the number of switches

and it can also be seen where most of the time is lost.

Switch overall mapp while-loop
time time CPU dymosim read init

10 0,64 0,046 0,02 0,33 0,22 0,02

100 5,21 0,039 0,10 2,90 1,98 0,17

1000 55,34 0,049 0,68 30,38 22,35 1,79

10000 544 0,039 6,20 298,00 220,22 18,33

Table 2: Simulation time for many switches in seconds.

The start of the dymosim.exe takes up a long time, but

we do not have any means to change anything on the dy-

mosim.exe routine (each time the executable is started

the license is checked, which also takes up time). The

other part that takes a long time is the reading of the

end values of the old mode. In the implementation the

dsinfinal.txt (which holds the end values of the simua-

tion) is changed into a Matlab file, because it is easier to

load. This process does take up a long time and we are

currently trying to find a better solution. The other mea-

sured times are the CPU time which is the time the sim-

ulation runs, the init time is the time it takes to set the

initial values in the initial file. This of course is a rather

drastic example because the idea of variable-structure

models is to use larger models with a long CPU time

and a few switches and not a model with almost no CPU

time and many switches.

As second example we use the same bouncing ball

but this time we create an array with many of these

balls. We always simulate for 10 switches but with

10, 100, 1000, and 10000 bouncing balls. This leads to

many statevariables which have to be initialized. Now

we see in table 3 that the CPU time takes up most of the

time, which was to be expected from larger models. We

see that finding the mapping at the beginning of the sim-

ulation takes up a long time. There it can be seen that it

is feasible to search the mapping once at the beginning

and not for each switch because the needed time would

be even greater. All other measured times are rather in-

significant compared to the large CPU time.

We see here that there is still some improvement nec-

essary for the index search but otherwise the approach

seems good for large models.

Balls overall mapp while- loop
time time CPU dymosim read init

10 5,00 0,06 0,4 4,3 0,17 0,02

100 6,75 0,07 0,23 5,5 0,24 0,45

1000 14,93 2,4 7,4 4,03 0,21 0,61

10000 322,27 62,15 252,2 5,47 0,77 0,85

Table 3: Simulation time for large models in seconds.

2.4 Model requirements

After introducing the Python package, its design, and

presenting examples of variable-structure models we

are now discussing the most important requirements for

variable-structure models with our Python package.

Looking at the scalability test it is clear that it is not

feasible to create variable-structure models with lots of

mode switches especially if the models them self are re-

ally small. Many switches lead to an overhead in simu-

lation time through the scripting. For variable-behavior

models this might still be reasonable because one might

otherwise not be able to simulate the system at all.

Another problem with many mode switches is the

initialization of the new mode. Each time a switch oc-

curs an initialization problem has to be solved. If the

values are chosen incorrectly or cannot be calculated

from the old mode the numerical solution might be-

come wrong or even instable. The initialization is there-

fore a great issue for variable-structure models and it is

only possible to switch from one mode to the next if the

new modes statevariables can be calculated through the
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variables of the old mode. This means not all models

are fit to be used as modes in variable-structure models.

For variable-detail models it is important that the

models have a CPU time which is greater than the time

the script consumes and also that the less detailed model

at least compensates the scripting time otherwise no

simulation time can be saved.

3 Conclusion and Future Work
Our approach is not able to re-causalize only the needed

equations or to have a just-in-time compiler as some

other language and tools for variable-structure mod-

els have but we are able to use a common simulation

environment for our simulation and therefore use the

strength of this tool.

We can use a tool like Dymola and give modelers

the opportunity to test if variable-structure models are

feasible for them.

Our approach helps to easily create variable-

structure models from existing models and use easy

means to describe the models. We therefore hope

that with our Python package knowledge of variable-

structure models can be gained.

In the future the package will be enhanced to a

framework which will support different simulation tools

and a graphical user interface. The framework should

enable the user to use models from different tools as

modes.

With the planned framework researches are planned

on what a tool needs to be usable for variable-structure

modeling and when variable-structure models should be

used to be feasible.
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Abstract. This work shows how the problem of mod-
elling fluids motion can be addressed in Modelica. This
innovative approach makes possible to face such a prob-
lem in a multi-physic modelling language as Modelica is.
In this way it is possible to simulate together the fluid and
the system that interacts with it, without any additional
effort and taking advantage of the Modelica libraries rep-
resenting buildings, power plants, water treatment sys-
tems, HVAC and so forth.

Introduction
Modelling fluid flows is extremely important in simu-

lating many engineering processes. When the fluid is

constrained to move in ducts or pipes strong assump-

tions/simplifications can be taken into account with-

out affecting the description of the fluid properties (e.g.

temperatures, pressures, densities,...) and their distri-

butions. The mentioned simplification for such cases

where a spatial coordinate prevails the others leads to

zero or one dimensional models where the spatial de-

pendence is respectively disregarded or limited to just

one coordinate (e.g. pipes). However there are ele-

ments like tanks (in the context of hydraulic systems)

or rooms (in the context of HVAC systems) where zero

or one dimensional models are not appropriate. The

standard practice when simulating such more compli-

cated scenery, is to employ CFD codes. Despite this

approach is capable of representing in a very detailed

way the fluid thermal dynamics, it has some drawback.

The main one is in its modularity. CFD cannot be eas-

ily integrated with other models in order to represent the

entire system, the only way for doing such a task is to

employ the so called co-simulation techniques, that in-

troduce a communication overhead and some non trivial

convergence problem as shown by Trčka et al. [8].

The aim of this work is to provide a general method-

ology for modelling 2D or 3D fluid flows with Model-

ica. Modelica is a multi-physic Object-Oriented mod-

elling language [?]. In Modelica several modelling li-

braries, representing a variety of systems are already

available [6], and new ones can be developed. Thanks

to the modularity of the language and the deffinition of

standard interfaces, models belonging to different phys-

ical domains can be coupled together. Providing a way

for modelling fluid flows in such an environment is a

step ahead in the direction of a real integrated multi-

domain simulation tool, thus avoiding co-simulation

and its drawbacks [8], [10]. The proposed modelling

approach aims at representing simple scenery in cases

where the powerful capabilities of CFD software are not

needed. More precisely, complex geometries and high

velocities are not taken into account , however a wide

range of application like rooms, portion of buildings,

storage tanks can be modelled. As consequence, de-

spite the apparent simplicity of the proposed approach

a widespread set of relevant cases can be investigated.

The structure of the paper is the following: an in-

troductory section where the governing equations are

shown is followed by a section in which the discretisa-

tion approach is presented. Then, the implementation

in the Modelica language of the discretised equation

is discussed. The last section concerns the validation

of the models, and more in detail, a comparison be-

tween experimental data coming from a natural convec-

tion case is reported. Some conclusions as well future

works complete the paper.

1 The Governing Equations

The motion of fluid is described by the equations of

mass, energy and momentum balance, and this set of

equations is often referred to as the Navier Stokes equa-

tions (NS). In the case of the Newtonian fluid they can

be written as:
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∂ρ
∂ t

+∇ · (ρv) = 0 (mass)

(1a)

∂ (ρe)
∂ t

+∇ · (ρvh) = ∇ · (k∇T ) (energy)

(1b)

∂ (ρv)
∂ t

+∇ · (ρvvT )+∇p = ∇ · (μ∇v)+ f (momentum)

(1c)

where the scalars p, T , e, h, ρ , k and μ are respec-

tively the fluid pressure, temperature, specific energy,

specific enthalpy, density, thermal conductivity and dy-

namic viscosity; the vectors v and f are the fluid veloc-

ity and the external forces only, such as gravity, acting

on the fluid.

With the scalar projection brought in, and for sim-

plicity analysing only 2D case, the momentum equation

(1c) is decomposed into two scalar equations:

∂ρvx
∂ t + ∂ρvxvx

∂x +
∂ρvxvy

∂y =

fx − ∂ p
∂x +

∂
∂x

(
μ ∂vx

∂x

)
+ ∂

∂y

(
μ ∂vx

∂y

) (2a)

∂ρvy
∂ t +

∂ρvyvx
∂x +

∂ρvyvy
∂y =

fy − ∂ p
∂y +

∂
∂x

(
μ ∂vy

∂x

)
+ ∂

∂y

(
μ ∂vy

∂y

) (2b)

where the subscripts x, y denote the components of the

2D Cartesian coordinate system. In the case of natural

convection having as vertical axis the y one, clearly fx =
0 and fy = −ρg, with g being the gravity acceleration.

In order to solve numerically the momentum equation

(as well the continuity and the energy ones), each term

appearing has to be properly represented.

2 The Discretised Model

The conservation equation for mass (refeqn:mass), en-

ergy (refeqn:energy) and momentum (1c) can be repre-

sented in the standard Convection-Diffusion (CD) form,

which (again for simplicity) in the 2D case reads:

∂ρΦ
∂ t︸ ︷︷ ︸

local

+
∂ρvxΦ

∂x
+

∂ρvyΦ
∂y︸ ︷︷ ︸

convective

=

∂
∂x

(
ΓΦ

∂Φ
∂x

)
+

∂
∂y

(
ΓΦ

∂Φ
∂y

)
︸ ︷︷ ︸

diffusive

+ SΦ︸︷︷︸
source

(3)

where the generic quantity Φ is the scalar quantity

transported by the fluid moving with velocity v =
(vx,vy), and ΓΦ is the diffusivity coefficient. The time

dependent variable Φ can be either one velocity compo-

nent, the internal energy or the mass fraction of a chem-

ical species. The source term SΦ is the generation rate

of the scalar quantity Φ per unit volume.

The generic CD equations (3) states that the (un-

steady) local change of the scalar quantity Φ is equal to

the sum of the convective change, the diffusive change,

and the generation from a source. For example, replac-

ing Φ with vy, ΓΦ with the viscosity μ and collecting in

the source term SΦ both the gravity −ρg and the pres-

sure gradient dp/dy, the y-momentum equation (2b) is

obtained. Following the numerical procedure for solv-

ing CD, described in [7], the general CD equation (3)

is integrated over a grid of Control Volumes (CV) as

shown in Figure 1.

Figure 1: Grid employed for the spatial discretisation of the
CD equation.

Applying the Gauss’ theorem, the volume integrals are

replaced with surface ones:

∫
V

∂ρΦ
∂ t dV +

∫
S(∂ρvxΦ)i ·ndA+

∫
S(∂ρvyΦ)j ·ndA =∫

S

(
ΓΦ

∂Φ
∂x

)
i ·ndA+

∫
S

(
ΓΦ

∂Φ
∂y

)
j ·ndA+

∫
V SΦdV

(4)

where i and j are respectively the x and y components

of the unit vector, while n is the outgoing unit normal

vector from the surface element dA. The surface inte-

grals that appear in (4) can be approximated via sums

over the faces of the considered control volume.
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The unsteady term and the sources that represent re-

spectively the variation of the scalar quantity Φ over the

time, and the rate of generation into the CV, are replaced

as follows: ∫
V

∂ (ρΦ)

∂ t
dV �V

d(ρΦ)

dt
(5a)∫

V
SΦdV �V SΦ (5b)

where V is the volume of the CV. In particular, imple-

menting the Final solution in Modelica, there is no need

for explicitly implement a time discretisation method.

Indeed, using the capabilities of the Modelica solvers

(e.g. [?]) several adaptive time step solvers can be em-

ployed without any additional effort required.

When the CD equation aim at representing the NS

equations, the pressure gradients appearing in (2) are

included into the source terms. Once integrated over

the CV and converted into surface integrals they read∫
S

Pi ·ndS � Ax(Pe −Pw) (6a)∫
S

Pj ·ndS � Ax(Pn −Ps) (6b)

where Ax,y are the surfaces of the CV normal to the x
and y direction respectively, and Pe,w,n,s are the pres-

sures on the boundaries of the CV. The diffusive term

of the equation (4) can be approximated as:

∫
S

(
ΓΦ

∂Φ
∂x

)
i ·ndA �

DΦe(ΦE −ΦP)−DΦw(ΦP −ΦW )
(7a)

∫
S

(
ΓΦ

∂Φ
∂y

)
j ·ndA �

DΦn(ΦN −ΦP)−DΦs(ΦP −ΦS)
(7b)

where DΦe,w,n,s are the diffusivity coefficients evaluated

at the CV faces. For the east face (omitting the others

for brevity) it is computed as:

DΦe = ΓΦe

Ax

dxE
(8)

where dxE is the distance between the center of the CV

and the neighbour close to the E face. The diffusivity of

the fluid is a property that may vary between adjacent

CVs (e.g. the fluid viscosity or the thermal conductivity

vary in time and space). For such a reason the diffusiv-

ity ΓΦe is computed on the boundaries of the CV as a

weighted mean of the fluid properties in the cell P and

the cell E.

The most influential in a fluid flow is the convective

term. Assuming that the velocities are normal to the

surfaces of the CV, (vx normal to faces E and W , while

vy normal to faces N and S), they can be approximated

as: ∫
S
(ρvxΦ)i ·ndA � FeΦe −FwΦw (9a)∫
S
(ρvyΦ)j ·ndA � FnΦn −FsΦs (9b)

where Fe,w,s,n are the mass fluxes over the faces of the

control volume. Again for brevity, for the e face the

mass flux is computed as

Fe = (ρvx)eAx (10)

where the subscript indicates that the value is computed

on the e boundary of the CV, while Ax is the surface of

the CV normal to x directions. The values Φe,w,n,s in-

troduced in (9) are the values of the scalar variable Φ
on the boundaries of the CV. The way these values are

computed has a strong impact on the numerical solu-

tion. The standard practice is to employ the first order

accurate UPWIND scheme (11), where the scalar value

on the boundary is taken from the one computed in the

cell from where the fluid is flowing (hence the name

upwind). Other methods, extensively described in [7],

have been implemented.

Φe =

{
ΦE if Fe > 0

ΦP if Fe < 0
(11)

3 Implementation in Modelica
Having all the terms appearing in the CD equation (3)

discretised over a given CV, the last step is to transform

such an equation in a compact form that can be written

in Modelica. The standard form, employed in all CFD

tools and carefully explained in [7] has been adapted in

order to be straightforwardly implemented in Modelica.

The equation reads

V ρ
dΦP

dt
+aPΦP = aEΦE +aW ΦW +aNΦN +aSΦS +S

(12)

where the coefficients aE,W,N,S,P are a compact repre-

sentation of both the diffusive and convective terms,

while S are the possible sources (e.g. gravity, heat

sources, external forces . . . depending on the nature

of Φ) or in the case of the momentum equation the
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pressure gradients. Coefficients aE,W,N,S are defined as:

aE = DeA
(∣∣∣∣ Fe

De

∣∣∣∣
)
+‖−Fe,0‖ (13a)

aW = DwA
(∣∣∣∣ Fw

Dw

∣∣∣∣
)
+‖Fw,0‖ (13b)

aN = DnA
(∣∣∣∣ Fn

Dn

∣∣∣∣
)
+‖−Fn,0‖ (13c)

aS = DsA
(∣∣∣∣ Fs

Ds

∣∣∣∣
)
+‖Fs,0‖ (13d)

with aP = aE + aW + aN + aS. In (13), ‖a,b‖ is the

maximum between a and b while A(·) is a function

that represents the convective scheme employed (e.g.

UPWIND or Central Difference) as described in [7].

Such a generalised version of the CD equation can be

used for discretising the mass, the energy and the mo-

mentum balance equations. These equations have been

spatially discretised over a staggered grid as suggested

by Versteeg and Malalasekera ([9]), an example of such

a grid is shown in Figure 2. The basic idea behind the

staggered grid is to integrate the balance equations over

CVs that differs, in order to avoid numerical problems

as evidenced in [7], [9].

Figure 2: Staggered grid – Mass and Energy balance
equations are discretised over P cells, while
x-Momentum and y-Momentum equations are
discretised over V x and V y cells.

For the boundary conditions, either the value (e.g. tem-

peratures, velocities) or the gradients (e.g. heat fluxes)

can be described. The grid of CVs is implemented as

a matrix of nodes. The value of each node represents

one of the scalar variable for which the CD equation is

solved (e.g. the temperature, or velocity components).

Boundary conditions are a given subset of values of

these matrices. Boundary conditions can be extended

by employing connectors, in such a way the values of a

particular quantity (e.g. the temperature) instead of be-

ing defined a priori can be assigned by an other model.

It is important to underline that Connectors are stan-

dard interfaces between the model and its neighbours. If

the behaviour of the model has been properly described,

just by knowing the information provided by its connec-

tors, the model can be linked together with any model

that implements the same connectors. This is a crucial

point in the context of OO modelling, and this is the

key that allows a real and powerful multi-physic simu-

lation. The model is completed with a description of the

fluid (the fluid state equation) that introduce a relation-

ship between the temperature, pressure and density of

the fluid. Such a relationship has been kept intention-

ally simplified, in order to reduce the complexity of the

model. In particular a linearised version of the ideal gas

relationship has been introduced.

Figure 3: Scheme of the tall cavity.

A turbulence model and also a wall function represent-

ing the interaction between the fluid and the domain

boundaries have been introduced. The complexity of

the above mentioned models has been kept as low as

possible, in order to reduce the computational effort.

Therefore, following the idea of Prandtl ([?]), a zero-

equation turbulence model is used, with the wall func-

tion (Launder and Spalding, [4]) used for imposing the

wall boundary conditions for momentum equation.
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Figure 4: Temperature (a - d) and air vertical velocity (e - h) distributions at different heights.
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4 Validation
The validation is performed investigating the case of

natural convection in a tall cavity (see Figure 3) where

the right wall is heated while the left one is cooled. The

sizes of the cavity are 0.076×2.18×0.52[m].
Experimental results for such a cavity are taken from

[2]. The shape of the cavity, as well its symmetry, al-

lows to describe the fluid with a 2D grid, without re-

ducing the accuracy in the description of the tempera-

ture distribution and the air flow field. For such a rea-

son a non-uniform grid of 11× 21 volumes has been

used. The comparisons between simulation data and

experimental results are listed in Figures 4. In partic-

ular, both temperature and vertical velocity profiles at

different heights (y = {0.1,0.4,0.6,0.9}Y , where Y is

the height of the cavity) are shown. More in detail, Fig-

ures 4 (a-d) are the temperature profiles, while 4 (e-h)

are the vertical velocity ones. In each plot experimen-

tal data are compared against simulation data provided

by a standard CFD code ([1]) and simulation data ob-

tained with Modelica models. The agreement between

results provided by Modelica models and both CFD as

well as experimental data is very good as can be seen in

the various Figures.

To stress that the aim of Modelica models is not to

give more accurate results with respect to CFD ones, but

to give comparable ones by using a modelling paradigm

that offers the possibility to integrate not only the fluid

motion but also the interaction with other systems (e.g.

the walls that surround the ambient, the environmen-

tal conditions as well as a suitable representation of the

heat sources acting on the system).

5 Conclusion
A model capable of simulating fluid flows with an ap-

proach which is not the standard CFD has been pro-

posed. Such a model makes possible to face the fluid-

flows problem in a multi-domain modelling language,

such as Modelica.

Despite the simplicity of the numerical scheme em-

ployed as well the geometry description taken into ac-

count, the big advantage is that now it is possible to sim-

ulate together the fluid and the system that interacts with

it, without any additional effort and taking advantage of

the Modelica libraries and avoiding co-simulation.
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Abstract. Between two high quality-factor (Q) resonant
magnetically coupled circuits, non-radiative power trans-
fer is modelled and observed in agreement with predic-
tions found in recent works from MIT. The physical be-
haviour of the receptor as well as the geometry of the
power flux lines (Poynting) are explained in terms of gen-
eral behaviour of the power flux near completely absorb-
ing targets. Practical consequences are extracted and
generalisations of the source-receptors’ geometries are
proposed.

Introduction
It was recently shown [7], [6] that strongly coupled os-

cillating electrical circuits at resonance having high Q

factors, are able of exchanging electromagnetic power

in ways which are markedly different from more com-

mon coupled circuits, such as primary and secondary

circuits in a transformer or even close emitter-receptor

antennae pairs. What distinguishes power exchanges in

traditional devices from those in the new ones relates to

the way in which the power flux organizes itself geo-

metrically between the source/emitter and the target/re-

ceiver regions. This particular organisation is a result of

the interplay between the wave character of the field and

the conditions of near-perfect wave absorption which

are met at the receptor level at resonance. In this sense

the same type of qualitative phenomena are found in all

domains where strong wave absorption occurs (optical

waves around totally absorbing bodies, particle wave

function in the neighbourhood of resonant nuclei, etc.).

A complete analytical model is developed under

the assumption of large electromagnetic wavelengths λ ,

compared to the set-up characteristic dimensions.

On the modelling and simulation side, we exten-

sively used Mathematica to develop the entire analytical

model and to visualise the fields and the fluxes in 3D,

to compute - symbolically and numerically - the itera-

tive solutions to the mixed induction-law equations and

to interactively explore the space of parameters avail-

able in the this type of physics problem. This latter fa-

cility offered by this software was very helpful in un-

derstanding the physical subtleties involved in this type

of systems. Finally the possibility offered by Math-
ematica of defining functions with generic arguments

which remain unevaluated until called for by numeri-

cal or functional operations, allowed for changes in the

definition of these arguments at later stages in the mod-

elling chain, changes which are immediately and au-

tomatically impacted on all intermediate stages of the

chain, without the need to redefine the original function

for each new type of argument (reusable functions).

1 Setup Parameters and
Geometry

In this work we consider a system made of one or

more copper solenoids, represented by loops of radius

b = 5.5 [cm] and diameter a = 1.5 [mm], even if each

solenoid may contain more than one loop. Actually we

use 5.5 turns per coil. At least one of the solenoids - the

reference solenoid - is always present, located on the

OXY -plane and centred at the origin O of the axis (see

Figure 1).

We will use polar and Cartesian coordinates, de-

pending on the type of calculation needed. For a general

point P in space, these coordinates are shown in Figure

1. To begin with and for the sake of comparison with

later results, we model the electro- magnetic field gen-

erated by an alternating current in the reference loop at

frequencies f 1 = 5 [MHz] and f 2 = 35 [MHz], neglect-

ing its inductive, capacitive and ohmic characteristics.
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Figure 1: Cartesian (X ,Y,Z) and polar (r,φ ,θ) coordinates of
a point P. The horizontal circle of radius b is a
single conduction loop of diameter 2 ·a.

Later we will model the interaction of an external field

with the reference solenoid. The full impedance el-

ements of the solenoid’s equivalent circuit must then

be taken into account. For a solenoid with the char-

acteristics indicated above, the inductance will be L =
7.7 [μH]. We model the capacity C as a tunable ca-

pacity fixed at C = 3.3 [nF ] in series with L and with

the total resistance which is quite small (R = 0.01 [Ω])
and mainly due to the wire’ s ohmic surface resistance

per turn(We will neglect the presence of distributed ca-

pacities and radiative resistance.). The RLC oscillating

circuit formed by the solenoid, the capacity and the re-

sistance will thus resonate at frequency fres =
1

2π
√

LC
=

998′649 [Hz].

2 Fields and Power Fluxes
The physics behind the phenomena which interest us

here are simply Biot-Savart’s and Faraday-Lenz’s in-

duction laws, iterated several times. An important as-

sumption we make is that the magnetic fields’ wave-

length must be far larger than the typical circuits dimen-

sions. This amounts to saying that the current distribu-

tions inside each circuit may safely be considered as be-

ing uniform along the circuits’ length. If this condition

is not met, our results will not be generally correct. The

present modelling approach is similar to [3]. However

our main interest relates to the dynamics of the electro-

magnetic field in the entire space and its relation to the

effect of power flux concentration at resonances.

2.1 Single solenoid source

At an arbitrary point P in free space, with coordinates

(r,φ ,θ), the electromagnetic field created by an oscil-

lating uniform current of frequency f and peak intensity

I, circulating inside an horizontal (XY plane) conduct-

ing loop of radius b, made of wire of radius a and cen-

tered at the origin, is given by [1]

Hr = Hr( f , I,θ ,r)

=
ι k b2 I cosθ

2 r2
e−ι k r

(
1− ι

k r

)
(1)

Hθ = Hθ ( f , I,θ ,r)

= −(k b)2 I sinθ
4 r

e−ι k r
(

1− ι
k r

− 1

(k r)2

)
(2)

Eφ = Eφ ( f , I,θ ,r)

= η
(k b)2 I sinθ

4 r
e−ι k r

(
1− ι

k r

)
(3)

where Hr and Hθ denote the radial and zenith com-

ponents of the magnetic field and Eφ is the azimuthal

component of the electric field at P. Here k = 2 π
λ

is the field’s wave-number and η =
√

μ0
η0

the vacuum

impedance.

Figure 2: E-field lines at frequencies f1 and f2 in the
XY -plane. Coloured sector (yellow) corresponds to
Eφ > 0. The solenoid is indicated by a fat red dot at
the origin representing its center.

The E and H-field lines are shown in Figure 2 and

Figure 3.
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Figure 3: H-field lines at frequencies f1 and f2 in the
XZ-plane.

The power fluxes are determined by using the Poynting
vector, defined as

�P = ℜ�E ∧ℜ�H (4)

where the Cartesian expressions of the E and H-fields

in the XY and XZ-planes are obtained from the field

components in equation (1) after rotating by the angles

φ and θ respectively:

�E = Rz(φ) {0,Eφ ,0} (5)

�H = Ry(θ) {Hr,0,Hθ} (6)

where Rz(φ) =

⎛
⎝cosφ −sinφ 0

sinφ cosφ 0

0 0 1

⎞
⎠ and

Ry(θ) =

⎛
⎝sinθ 0 cosθ

0 1 0

cosθ 0 −sinθ

⎞
⎠.

For future reference, the power flux lines (field of

Poynting vectors) at frequencies f1 and f2 are shown

in Figure 4. The maximal power fluxes occur on the

loop plane and the minimal (zero) flux is perpendicular

to this plane near the loop, in agreement with the typi-

cal shape of power distribution polar diagrams for small

loop antennas.

3 Single Coil in an External
Magnetic Field

3.1 Uniform magnetic field

Now we consider a single solenoid inside an homoge-

neous magnetic field of amplitude Hext , oscillating at

Figure 4: Poynting vector field (power flux) in the XZ-plane
under the same conditions as in Figures 2 and 3.
Arrow lengths are proportional to the power flux
intensities (Poynting norm).

frequency f and parallel to the solenoid’s axis. The

solenoid is connected in series to a variable capacity

C and an ohmic resistance R, forming an RCL circuit.

The oscillating current Iind = Iind( f ,H,C) induced in

the solenoid creates a scattered electromagnetic field

with components

Hscatt−PW
r ( f ,H,θ ,r,C) = Hr( f , Iind( f ,H,C),θ ,r),

Hscatt−PW
θ ( f ,H,θ ,r,C) = Hθ ( f , Iind( f ,H,C),θ ,r)

Escatt−PW
φ ( f ,H,θ ,r,C) = Eφ ( f , Iind( f ,H,C),θ ,r).

The extension PW stands for plane-wave.

In Figure 5 we show the Poynting-field lines calcu-

lated from these scattered fields, with L, C and the reso-

nant frequency fres of the equivalent RCL circuit given

in section 1. The frequencies shown are at f = 0.90 fres,

f = fres and f = 1.10 fres . Notice the clear qualita-

tive change of the Poynting flux lines at fres with re-

spect to the cases with f = fres . This is due to the

fact that, at resonance, it is the real part of the oscil-

lating induced current that dominates (similarly to the

case when the fields stem from an imposed real current

in the solenoid, as in section 3), whereas the imaginary

part of Iind dominates away from fres . The fact that the

external field is homogeneous and oriented along OZ
implies that, at all frequencies, the scattered magnetic

and Poynting flux diagrams in the XZ plane exhibit a

X →−X symmetry and there is no net power flux along

X .

The full power fluxes �P are the sum of the scattered

Poynting fields �Pscatt shown above and the power fluxes
�Pext associated to the externally imposed magnetic field
�Hext :
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Figure 5: Scattered Poynting-vector fluxes at f < fres (upper left), f = fres (upper right) and f > fres (bottom).

�P = �Pext +�Pscatt

Clearly, an harmonic external pure magnetic field �H
which is spatially homogeneous will carry no power

flux, not only for reasons of symmetry (in which di-

rection would the flux be oriented ?) but also because

an electric field is needed to create a Poynting vector.

Last, but not least, such a pure magnetic field does not

exist, according to Faraday’s law

rot �Eext(�r, t) =−∂�Bext(�r, t)
∂ t

(7)

where �Eext is the induced external electric field and
�Bext = μ0

�H is the external magnetic induction field.

3.2 Near plane-wave external magnetic field

We assume that �Bext varies harmonically in time that

is, �Bext(�r, t) = �Bext(�r) eι ω t . Then, by linearity, �Eext and
�Bext will have the same dependency on t and equation

(7) reduces to

rot �Eext(�r) =−ι ω �Bext(�r) (8)

We make the further assumptions that �Bext is every-

where oriented along OZ and that its eventual variations

are along OXs that is, �Bext(�r) = {0,0,B0(x)}. Then, if

we restrict ourselves to the OXZ-plane, where �Eext has

only a y-component (Ex = Ez = 0), then equation 8 be-

comes
d�Eext(x)

dx
=−ι ω �B0(x) (9)

Were B0(x), and thus �Bext , constant, the result-

ing electric field would have Ey(x) = −ι ω B0 x+E(o)
y .

Therefore it would become arbitrarily large at suffi-

ciently large x, which is physically unacceptable. To

avoid this, we introduce a x-dependency in �Bext in such

a way that �Bext is almost uniform in the region surround-

ing the solenoid.

Furthermore, to have a globally net power flux, this

magnetic field will be a planewave magnetic for which

we define a propagation direction, sense and wave-

number k = 2 π
λ , by means of a wave-vector k = k�u,

with �u the unitary vector giving the magnetic wave di-

rection and sense. Consider thus the following external

magnetic-induction field �Bext(�r) = {0,0,B0(x)} with

B0(x) = b0 e−
(x−x0)

2

2 σ2 −ι k x
(10)

and the induced field is �Eext(�r) = {0,Ey(x),0}, with

Ey(x) =−b0

√
π
2

e−
1
2 k2 σ2

σ ω Er f i
(

ι x− k σ2

σ
√

2

)
(11)

and Er f i is the imaginary error function,

Er f i(z) =−ι er f (ι z).
For an external magnetic induction of am-

plitude b0 = 1 [T ], with a spatial spread of

σ = 70 [m] oscillating at the resonating fre-

quency fres = 998′649 [Hz], the Poynting vector
�Pext = Re[Ey(x,σ ,k,b0)] · Re[B0(x,σ ,k,b0)/μ0] is

aligned in the positive X-direction and varies slowly in x
with a scalar value close to P(o)

x = 1.35×10−4 [W/m2].
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Figure 6: Power flux lines in the XZ-plane at frequencies 0.90 fres (left), fres (center) and 1.10 fres (right). The field arrows are not
drawn to scale, they only show the local field directions. Notice that the solenoid’s centre is now at x0 = z0 = 30 [m].

The superposition of this external Poynting field and

the scattered one is shown in Figure 6 at frequencies

0.90 fres, fres and 1.10 fres. The concentration of flux

lines is particularly strong at resonance. Away from the

resonance, this effect is either absent (low-f) or less pro-

nounced (high-f).

4 Poynting Concentration,
Resonance and Total
Absorption

The clear convergence of the Poynting flux lines around

the solenoid at resonance with an external magnetic

field is related to the sharp increase of power trans-

fer from the external field to the RCL circuit of the

solenoid at resonance. A similar phenomenon occurs in

optics when a monochromatic light beam incident upon

a completely absorbing full disk produces a bright and

tiny spot (Poisson-Arago spot) behind the disk, at the

centre of the circular shadow region [4]. Another well-

known effect is the sudden opacity developed by a cloud

of micron-sized metallic particles when the frequency

of the incident light coincides with the frequency of res-

onances due to plasmon oscillations on the particles’

surfaces.

We also simulated the concentration of power flux

around a small absorbing sphere placed in an electro-

magnetic field at resonance with the sphere’s plasmon

oscillations, as shown in Figure 7. The numerical cal-

culation was done with finite elements using Comsol.

At the resonant frequencies, the target (solenoid,

dark disk, particle) behaves like a larger object from

the point of view of the total power flux geometric dis-

tribution [2], [8]. The wave nature of the surrounding

fields is essential for explaining these power concentra-

tion effects since the wave-fronts are deformed to sat-

isfy the constraints imposed by the condition of total

absorption at the target. Put differently, the target is

actually the source of a scattered wave field which in-

terferes with the external field and produces convergent

Poynting around the target.

Figure 7: Strong absorption of an EM wave of wavelength
λ = 4 [nm] by a spherical particle with a diameter of
15 [nm]: Black full lines represent Poynting flux,
with norm indicated by the background colours.
Arrows represent the Poynting vectors.
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Figure 8: Total power flux lines for the sum of the source (left coil in each diagram) and target (right coil) Poynting vectors
fields. The frequencies are 0.90 fres (left), fres (centre) and 1.10 fres (right). We assume that the left coil (source) contains
only the external current (i. e., no self- or mutually-induced currents). The power flow is then one-way and the
resonance frequency of the pair of coils stays equal to fres, otherwise there would be resonance-splitting. The left
(right) fat dot represents the source (target) coil.

5 Mutually Coupled Coils
If the resonating coil of section 3.2 is now placed inside

a magnetic field created by a single coil with current

oscillating at frequency fres (as in section 2.1), it is rea-

sonable to expect that the same type of concentration of

power flux lines will occur around the resonating coil,

as seen in section 3.2. This is confirmed by the present

model as can be observed from the shape of the Poynt-

ing flux lines at f = fres , in Figure 8, which form a sort

of tube between the source at left and the target coil at

right (middle of the central diagram).

In this calculation we used an unreasonably large

distance (10 [m]) between the source and the target coils

to emphasize the presence of this power transfer mech-

anism even when that distance is large compared to the

coils’ dimensions. It should be stressed that the source-

target distance is nevertheless smaller than the typical

size of the near-field zone, λ
2 π ≈ 50 [m]. In this zone, the

fields are normally evanescent that is, their amplitudes

decrease very fast with the distance from the source and

they do not radiate.

If there is a region where the flux lines are tubular

however, as happens at f = fres, the power flux density

decreases less rapidly in that region than what is ex-

pected to happen with evanescent, non-radiative fields.

It is as if a limited region of radiative far-field was

brought inside the near-field zone. These model results

are in qualitative agreement with the literature on wire-

less power transfer already cited.

The role of the high quality factor Q of the oscil-

lating circuits involved should now be clear, given the

extreme sensitivity of the power-flux concentration ef-

fect with respect to the frequency f : Frequency shifts

of 10% around the resonance fres - and actually much

less than that - completely wipe-out all traces of the

Poynting field convergence effect. Resonant circuits

with small values of Q won’t have enough frequency

stability to allow for the observation of this effect. The

quality factor of our model resonating target coil is very

high: Q ≈ ωres
L
R ≈ 3′620.

The same concentration of flux lines occurs when

the source and target coils are not placed in the same

plane, as is shown in Figure 9, where the upper row

diagrams correspond to axial coils and the lower row to

a more general geometry, with the coils’ axis remaining

however parallel.

6 Applications

The idea of transferring electromagnetic power over

long distances is an old one, going back to Tesla in the

late nineteenth century. His ideas actually inspired the

MIT team [7], [6]. Since the publication of these later

works, a large number of publications appeared in par-

allel with various proposals for industrial applications.

The literature on this subject is by now quite extensive.

Some reviews can be found at [10] and on the Web [11],

[5] , [9] (with many references and patent listing).
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Figure 9: Generation of power-flux tubes under more general source / target geometries.

The same physical mechanism that underlies power

transfer and which was modelled here could also be

used in principle, for the transfer of information. In

fact the RFID devices use the same principle of mu-

tual induction between magnetically coupled oscillat-

ing circuits. There is however an important difference

between RFID’s functioning and the present schemes:

RFIDs contain relatively low Q (quality-factor) oscilla-

tors, which makes them quite insensitive to small fre-

quency changes between source and tar- get. For the

phenomena discussed here, on the contrary, strong res-

onance (akin to total absorption) is critical to producing

clear power flux concentration.

7 Conclusions
1. A clear transition was modelled and occurs in the

spatial pattern of electromagnetic power flux when

a solenoid is embedded in an harmonic magnetic

field oscillation exactly at the frequency of reso-

nance of the solenoid circuit. At this frequency,

the power flux lines crossing a region surrounding

the solenoid tend to converge very strongly past

the solenoid, in sharp contrast to what is observed

away from resonance, where the flow patterns are

only mildly affected by the solenoid oscillating cir-

cuit.

2. This phenomenon was studied with the help of

an analytical model using the program Mathemat-
ica. In this model, the interactions between the

different subsystems (coupling between fields and

currents) was interpreted under the form of hier-

archies of functions whose arguments were other

functions.

3. Power concentration related to strong absorption

was related to other well known phenomena found

in different areas of Physics. A numerical simu-

lation by finite elements, made using the program

Comsol, numerically confirmed the power concen-

tration effect. Finally, the basis of the effects was

argued to be the wave nature of the fields involved.

SNE 23(1) - 4/2013



38

J Alberty Power Transfer by Electromagnetic Fields in Coupled Circuits

Acknowledgement

The author thanks Patrick Favre and Dominique Bovey

for useful discussions.

References
[1] Balanis, CA. Antenna Theory - Analysis and Design.

Edition 1. New York: Harper and Row; 1982. 816 p.

[2] Bohren CF. How can a particle absorb more than the

light incident on it?. Am J Phys. 1983; 51(4):323–327.

doi:10.1119/1.13262.

[3] Feng Y, Braaten B, Nelson R. Analytical expressions

for small loop antennas - with application to emc and

rfid systems. In IEEE. EMC 2006 Proceedings Volume

1. 2006 IEEE International Symposium on
Electromagnetic Compatibility; 2016 Aug; Portland,

Oregon USA. 445 Hoes Lane, Piscataway, NJ

08855-1331 USA : IEEE. 63-68.

doi:10.1109/ISEMC.2006.1706264.

[4] Gondran M, Gondran A. Energy flow lines and the spot

of Poisson-Arago. Am J Phys. 2010; 78(6):598–602.

doi:10.1119/1.3291215

[5] Intel’s Wireless Power Technology Demonstrated.

http://thefutureofthings.com/news/5763/intel-s-

wireless-power-technology-demonstrated.html

2009.

[6] Karalis A, Joannopoulos JD, Soljacic M. Efficient

wireless non-radiative mid-range energy transfer.

Annals of Physics. 2008; 323:34–48.

doi:10.1016/j.aop.2007.04.017

[7] Kurs A, Karalis A, Moffatt R, Joannopoulos JD, Fisher

P, Soljacic M. Wireless power transfer via strongly

coupled magnetic resonances. Science. 2007; 317:83.

doi:10.1126/science.1143254

[8] Paul H, Fischer R. Comment on "how can a particle

absorb more than the light incident on it?". Am J Phys.

1983; 51(4):327. doi:10.1119/1.13471

[9] PowerPedia. Wireless transmission of electricity.

http://peswiki.com/index.php/Powerpedia:

Wireless_transmission_of_electricity.

[10] van Bussel R, Franken j, Golchin S, Leijenaar R.

Wireless Power Supply. MDP1, Final report (V. 2)

14-12-2007, 2007.

[11] Wireless Electricity.

http://emergingtechnology.wordpress.com/2007/10/02/

wireless-electricity. 2007.

SNE 23(1) - 4/2013



S N E  T E C H N I C A L  N O T E  

   SNE 23(1) – 4/2013 39 

A Numerical Approach to Investigate Mixed 
Friction Systems in the Micro-scale by means of 

the Coupled Eulerian Lagrangian Method 
Albert Albers*, Benoit Lorentz 

Karlsruhe Institute of Technology, IPEK – Institute of Product Engineering, Campus Süd, Kaiserstr. 10,  
76131 Karlsruhe, Deutschland; * albert.albers@kit.edu 

 
 
Abstract.  An approach for numerical investigation of 
mixed lubricated systems is presented in this article. By 
means of the Finite Element Method, a two dimensional 
model is built and composed of one fluid lubricating two 
sliding rough surfaces. The challenge of such a model 
resides in the complexity of interactions between the 
fluid and the solid structure. The used meshing method 
called Coupled-Eulerian-Lagrangian is utilized for high 
contact topology changes, a phenomenon occurring in 
case of large translation of rough surfaces in contact with 
another viscous body. 
A model based on a two dimensional axial bush bearing 
is developed in order to evaluate the abilities of such an 
approach in calculating a contact pressure and the fric-
tion coefficient between both lubricated solids. The main 
friction coefficient is separated into solid-solid and fluid-
solid friction part. The present approach gives the oppor-
tunity to identify the influence parameters on the tribo-
logical behaviour of mixed friction systems. 

Introduction

1 Numerical Model 
1.1 Phenomenon 
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Figure 1: Mixed friction system configuration. 

1.2 Coupling method and contact algorithm 

1.3 Material properties and geometry 

Figure 2: Contact conditions between solid and fluid. 
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Symbol 
fluid Quantity  Value 

Symbol 
solid Quantity Value 

 density 880 
kg/m3 

 density 7800 
kg/m3 

 dynamic 
viscosity 

0.088 
Pa.s 

 Young 
coefficient

210.109 
Pa  

sound veloci-
ty 

2135 
m/s 

 Poission 
coefficient

0.33 

Grüneisen 
ratio 

0 Yield 
stress 

234.106 
Pa 

slope of the 
Us – Up curve 

0 Yield 
strain 

0.18 

Table 1: Fluid structure parameters (on the left) and solid 
structure parameters (on the right) 

1.4 Model configuration and simulation 
process 

Figure 3: Model with boundary conditions. 
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2 Results 

2.1 Variation of the film thickness in 
hydrodynamic lubrication 

Figure 4: Influence of the film thickness.  

Figure 6: Contact pressure (MPa) in the mixed lubricated system 
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2.2 Noise effects appearing in using the CEL 

method 

Figure 5: Application of the translation velocity. 

2.3 Mixed friction model 

3 Conclusion and Outlook 

References 
Strategy for energy conservation through tribol-

ogy
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An arbitrary Lagrangian-Eulerian computing 
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Abstract. This paper introduces several methods of co-
operative simulation. Apart from the general classifi-
cation and method descriptions, the numerical stability
and consistency of one loose coupling approach is dis-
cussed. It is shown that consistency is maintained, al-
though possibly of lower order, and zero stability per-
sists as long as no algebraic dependencies between par-
tial systems occur. The methodology of Jacobi-Type
loose coupling is applied for a case study using the co-
simulation tool BCVTB (see [1]). The study shows that
this tool is well suited for the fast co-simulation of many
instances of certain simulators, but allows no synchro-
nisation step size control and only equidistant synchro-
nization step sizes.

Introduction

In times of increasing environmental awareness, the

prediction of energy and resource consumption is be-

coming more and more important. A very important

auxiliary means for this issue is computer-aided mathe-

matical simulation. Since the simulation of whole pro-

duction halls including building geometry, machinery,

control systems and building services needs detailed

modelling of all parts, where every system requires an

individual modelling approach, the method of coopera-

tive simulation needs to be considered. Co-simulation

allows the overall simulation of complex systems con-

sisting of partial systems requiring different modelling

approaches, solver step sizes or even solver algorithms.

1 Co-Simulation Types

In general, co-simulation methods are divided into two

types, depending on whether data exchange takes place

iteratively in every time step or only at specified syn-

chronisation time steps.

1.1 Loose coupling

Simulations coupled via loose coupling exchange data

only at certain points in time. These synchronisation

references do not have to be predefined or equidis-

tant, but hereafter only co-simulation methods at fixed,

equidistant times are considered for reasons given in

section 4.2. In the following a system of two partial

systems depending on each other is given.

ẋ1 = f1(x1,y2) (1)

y1 = g1(x1,y2) (2)

ẋ2 = f2(x2,y1) (3)

y2 = g2(x2,y1) (4)

Equations (1) and (2) describe System 1 and equations

(3) and (4) describe System 2. yi, i ∈ {1,2} are required

in the respective other system to calculate the internal

state variables. These values are synchronised at given

points in time. Depending on the synchronisation order,

two methods of loose coupling are distinguished.

Gauß-Seidl type. At the start time of the simula-

tion, the initial values for all variables are exchanged.

For each following synchronisation reference, the data

exchange follows the procedure shown in Figure 1.

Between two synchronization references, without loss

of generality in System 1 the values of y2 are extrapo-

lated and the states of the internal variables are calcu-

lated at the individual time steps defined by the solver

for System 1.
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Figure 1: Overview of loose coupling co-simulation with the
Gauß-Seidl type between two synchronisation
references

As soon as t j+1 is reached, the values of y1 until t j+1 are

transferred to System 2, so the values needed at the time

steps demanded by the solver for System 2 between t j
and t j+1 can be interpolated instead of extrapolated. At

t j+1, the values for y2 are again transferred to System 1.

Jacobi type. This method allows all systems to cal-

culate in parallel between two synchronisation refer-

ences, which also means that each partial system has to

extrapolate the values needed from the other systems.

For the given example, values of of y1 and y2 are ex-

changed simultaneously at each synchronisation refer-

ence and extrapolated until the next data exchange takes

place. A sketch of the method is illustrated in Figure 2.

Figure 2: Overview of loose coupling co-simulation with the
Jacobi type between two synchronisation
references

1.2 Strong coupling

Co-simulation methods using strong coupling iterate

the values needed from other partial systems in every

time step until a specified accuracy is achieved. This

approach obviously leads to far more accurate results

but also boosts computing times.

2 Numerical Background
Coupling the simulation of two or more equation sys-

tems of course influences the behaviour of the under-

lying solver algorithms. Hence it is very important to

investigate these effects to be able to determine conse-

quences regarding numerical stability.

2.1 Consistency

For the analysis of consistency with co-simulation, let

a multi-step method for solving ordinary differential

equations be given as in (5):

k

∑
j=0

αk− jyi+1− j = Δt ·Φ f (ti+1− j,yi+1− j,Δt), (5)

where Φ stands for the increment function of the

method and Δt for the (equidistant) step size between

ti and ti+1, i = 1, . . .n .

Consistency defines the method’s error per step. The

consistency error is defined by

τ i+k(Δt) :=
k

∑
j=0

αk− jy(ti+1− j)−Δt ·Φ f (ti+1− j,y(ti+1− j),Δt).

(6)

A method is called consistent if

lim
Δt→0

(
τ i+k(Δt)

Δt

)
= 0 (7)

is fulfilled for arbitrary initial values. A method is

called consistent of order p if there exists a constant

C > 0 so that ∥∥∥τ i+k(Δt)
∥∥∥≤C · (Δt)p+1 (8)

To discuss consistency of a loose coupling co-simu-

lation method, a linear one-step method is considered,

so (5) becomes

α0yi +α1yi+1 = Δt (β0 f (ti,yi)+β1 f (ti+1,yi+1)) (9)

The consistency error of this method is calculated by

τ i+1(Δt) = α0y(ti)+α1y(ti+1)

−Δt (β0 f (ti,y(ti))+β1 f (ti+1,y(ti+1))) .
(10)

In the case of a co-simulation, the values for y(ti+1) are

needed from another partial system and hence are not

known but extrapolated during one time step.
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Let yc(ti+1) be the extrapolated value. Therefore fol-

lows the consistency error

τ i+1
c (Δt) =α0y(ti)+α1y(ti+1)

−Δt (β0 f (ti,y(ti))+β1 f (ti+1,yc(ti+1)))

=α0y(ti)+α1y(ti+1)

−Δt(β0 f (ti,y(ti))+β1 f (ti+1,y(ti+1))

−β1 f (ti+1,y(ti+1))+β1 f (ti+1,yc(ti+1)))

=τ i+1(Δt)

+Δt ·β1 · ( f (ti+1,y(ti+1))− f (ti+1,yc(ti+1)))

in the co-simulation. To determine consistency, we con-

sider∥∥∥∥τ i+k
c (Δt)

Δt

∥∥∥∥=∥∥∥∥τ i+k(Δt)
Δt

+β1 · ( f (ti+1,y(ti+1))− f (ti+1,yc(ti+1)))

∥∥∥∥
≤
∥∥∥∥τ i+k(Δt)

Δt

∥∥∥∥
+ |β1| · ‖ f (ti+1,y(ti+1))− f (ti+1,yc(ti+1))‖

≤
∥∥∥∥τ i+k(Δt)

Δt

∥∥∥∥+L · |β1| · ‖y(ti+1)− yc(ti+1)‖

where the Lipschitz continuity of f with Lipschitz con-

stant L conditions the last inequality. If the most simple

extrapolation, i.e. taking the last known value, y(ti),
for yc(ti+1), is applied and the Taylor approximations

for y(ti+1) and y(ti) around ti + αΔt for an arbitrary

α ∈ (0,1) are considered, the constant terms cancel

each other out in the subtraction. Thus follows∥∥∥∥τ i+k
c (Δt)

Δt

∥∥∥∥≤
∥∥∥∥τ i+k(Δt)

Δt

∥∥∥∥+L|β1| ·O(Δt). (11)

Hence for a method of consistency order 1 the consis-

tency order is maintained in a co-simulation, for meth-

ods of higher order consistency is maintained but of

lower order.

2.2 Zero stability

A zero stabile numerical method yields a bounded

solution of y(t) = 0 for arbitrary initial conditions. To

determine zero stability for a method, the first charac-

teristic polynomial is needed. For a given multi-step

method (see (5)), the first characteristic polynomial is

given in (12):

ρ(ζ ) :=
k

∑
j=0

α jζ j (12)

A method is called zero stabile if every zero λ of the

first characteristic polynomial fulfils |α|< 1 and every

zero with |α|= 1 is a single zero.

In the following zero stability of a linear one-step

method in a loosely coupled co-simulation is consid-

ered. Regarding (9), we see that the characteristic poly-

nomial depends solely on the equation’s left side. Co-

simulation inflicts changes only on the calculation of

f when using y(ti+1), so only the right side is being

affected. This means that co-simulation does not in-

fluence zero stability as long as only ordinary differen-

tial equation systems are considered. For differential-

algebraic equation systems, [2] states that zero stability

is maintained as long as no algebraic interdependencies

between the partial systems occur.

3 Co-Simulation with the BCVTB
The Building Controls Virtual Test Bed (BCVTB) is

a co-simulation tool which has been developed at

the University of California, Berkeley and allows co-

simulation of the building simulation software Energy-

Plus [6], simulators of the object-oriented standard

Modelica [4], MATLAB [3] and its toolboxes Simulink

and Simscape, Radiance [7] and Functional Mockup In-

terfaces [5].

BCVTB is based on Ptolemy and provides on the

one hand so-called simulator actors which are part of

the BCVTB environment and define the simulators and

corresponding source files to be co-simulated. On the

other hand, functions or function blocks for the com-

munication with BCVTB are provided for each partici-

pating simulator. The communication itself takes place

via so-called BSD sockets, which have also been de-

veloped at the University of California for inter-process

communication. BCVTB allows only loose coupling

co-simulation of Jacobi type with predefined, equidis-

tant synchronisation references.
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4 Case Studies
4.1 Production hall in Energy Plus

In the following case study, the model of a production

hall is co-simulated with the BCVTB. The machines

located in the different halls emit heat which has to be

transferred to the respective rooms. Figure 3 shows the

sketch of the building model to be simulated.

Figure 3: Overview of the building to be simulated.

The building itself is modelled in EnergyPlus, the

machines are implemented in Simscape and Dymola

respectively. A sketch of the communication via

BCVTB is shown in Figure 4. The solvers used for the

simulation of the individual models can be found in the

corresponding brackets.

Figure 4: Overview of the intended communication between
the individual simulators via BCVTB.

Both machines are switched on at 8 a.m. in the

morning and switched off at 4 p.m. in the afternoon.

The temperature of the environment of the hall is

defined in a weather data sheet which is needed as an

input to the EnergyPlus model. Figure 5 shows the

heat emission of both machines and Figure 6 shows

the room temperature in all rooms over one week

responding to the heat insertion.

Figure 5: Heat loss of the machine models.

Figure 6: Room temperature over one week.

Regarding Figure 6 it becomes clear that the room tem-

perature reacts clearly to the heat loss of the machines

but still manages to cool down without further ado (like

HVAC systems controlling the temperature). It is also

evident that the room containing the machines (C1) re-

acts to the emission with much faster temperature in-

crease than the rooms without a machine. Furthermore,

since room C3 contains a window, its temperature is

also able to cool down rather rapidly. Between two syn-

chronisation references, every simulation uses the time

steps given by its own solver and at each reference the

data needed from other partial systems is exchanged.

This procedure is shown in Figure 7.

Figure 7: Steps taken by the individual solvers between two
synchronisation references.
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It can be observed that the solvers for the machine mod-

els need to discard steps after the data exchange since

they are intended too large in the first place. In Energy-

Plus the overall step size is also defined for the internal

calculation as no major changes take place internally

and furthermore EnergyPlus fires data exchange at ev-

ery internal step, so the co-simulation step size has to

be the very same as the step size for EnergyPlus.

In Simscape and Dymola it is possible to calcu-

late internal states at additional points in time after mi-

nor modifications of the predefined communication de-

vices. To keep the room temperature in an interval con-

venient for human beings even in high summer or in a

well insulated hall, a control (e.g. in Simulink) can be

added to the model but since this requires a feedback

(see Figure 8), a loop has to be broken by the insertion

of a time lag of one step into the control model.

Figure 8: Overview of the communication via BCVTB with
the inclusion of temperature control.

4.2 Experiment with step size control

Since BCVTB in general offers also a continuous di-
rector meaning an ODE solver with step size control

for the overall simulation, this possibility has also been

tried out. The basic model for this experiment was

the model of a motor implemented in Simscape which

transfers its waste heat to BCVTB where it is simply

plotted. The BCVTB model for this scenario is given in

Figure 9.

Figure 9: BCVTB model with only one partial model, a
machine implemented in Simscape.

Figure 10: Steps taken by the continuous director of BCVTB
and ode 15s in Simscape at the beginning of the
simulation.

So far, everything works fine. However, the use of

a continuous solver does not make much sense for

this system, since nothing actually takes place in the

BCVTB model. This can also be seen by inspecting the

steps taken by the continuous director, which show pe-

riodic behaviour after a few smaller steps at the begin-

ning, which are shown in Figure 10. Even after the be-

ginning of the heat emission of the machine at t = 200s
the continuous director maintains its periodic behaviour

of taking one bigger and two smaller steps consequently

(see Figure 11).

Figure 11: Steps taken by the continuous director of BCVTB
and ode15s in Simscape at the beginning of the
motor heat emission.

Furthermore the Simscape solver has to make many re-

dundant steps since the time for synchronization has to

be iterated.

If an integrator is inserted to calculate the energy

consumption of the machine (see Figure 12), which jus-

tifies the usage of step size control, a somehow pre-

dictable performance occurs: up to switching the motor

on, the same behaviour as in the model without integra-

tor can be observed. As soon as the motor starts to emit

heat, the BCVTB solver realizes that the output of the

Simscape simulator actor has changed gravely and so it

SNE 23(1) - 4/2013



50

I Hafner et al. Loose Coupling Co-Simulation with the BCVTB

Figure 12: BCVTB model with an integrator determining the
energy discharged by a machine.

wants to step back to iterate the time of change more

precisely. Simscape in the meantime does not know

BCVTB has stepped back and hence does not step back

itself but waits for BCVTB to fire the next synchroniza-

tion event – which can never occur in the future since

it already happens in the past. This, however, means

that BCVTB waits for Simscape to respond to its call

and Simscape never does since it does not look back, so

both simulators would wait forever for each other. This

quite simple experiment proves that the use of a contin-
uous director for the overall simulation is not suited for

co-simulation with BCVTB as either the model has to

be simple enough that the solver does never need to step

back, which means a fixed step solver would be just as

well or even better suited, or a deadlock would occur if

the overall solver is obliged to discard steps.

5 Conclusion
This article shows that in a loose coupling co-simu-

lation consistency is maintained but possibly of lower

order and zero stability can be held with restrictions to

algebraic dependencies. Apart from the numerical anal-

ysis, the possibilities and limits of co-simulation with

the BCVTB have been investigated with respect to the

number of participating simulators, diversity of models

and methods of numerical solution approaches. Related

work has shown that BCVTB allows the co-simulation

of many instances of several simulators in a quick and

rather easy way, but as described in this paper BCVTB

covers only loose coupling co-simulation at equidistant

points in time since step size control leads to a deadlock,

see section 4.2. Further research will aim the investi-

gation of additional co-simulation and multi-rate sim-

ulation methods, consideration of numerical issues and

testing of other given co-simulation tools with regard to

generality and provided coupling methods.
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Abstract.  This paper highlights the development of a 
fully-coupled and fully-implicit modeling tool for predict-
ing the dynamics of fluid flow, heat transport, and rock 
deformation using a GIA named FALCON (Fracturing  And 
Liquid CONvection). The code is developed on a parallel 
Multiphysics Object Oriented Simulation Environment 
(MOOSE) computational framework developed at Idaho 
National Laboratory (INL) for providing finite element 
solutions of coupled system of nonlinear partial differen-
tial equations. In this paper, a brief overview of the gov-
erning equations numerical approach are discussed, and 
an example simulation of strongly coupled geothermal 
reservoir behavior is presented. 

Introduction
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1 Architecture and Design 

•
•
•
•
•
•

Figure 1: Kernel and Object Oriented Architecture used to 
develop the FALCON simulator. 
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−

•
•
•

1.1 Code uses and limitations 

M Pa

2 Numerical Methodology 
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Figure 2: Hierarchical framework used to build the FAL-
CON simulator, based up the INL developed 
MOOSE library [6]. The libMesh finite element 
framework developed by the CFDLab at the Uni-
versity of Texas at Austin [34] provides a core set 
of parallel finite-element libraries and couples 
with interfaces to linear and nonlinear solvers 
from both Petsc [2] and Trilinos [9] along with 
other packages such as Hypre [4]. 
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3 Example Applications 

3.1 Comparison with analytical solution 

Parameter Value  Units 

Porosity  - 

Permeability   

Rock Density   

Rock Specific Heat   

Thermal Conductivity   

Water Density   

Water Specific Heat   

Table 1: Parameters used for the 1-dimensional convec-
tion-conduction problem numerical-analytical 
comparison. 

Figure 4: Comparison of the numerical and analytical  
solutions for 1-dimensional heatconduction-
convection problem. Temperature profile  
calculated by FALCON and analytical solution at 5 
years. The small discrepancy is caused by the  
pressure and temperature dependent density and 
viscosity of water used in the FALCON simulations. 
The analytical solution assumes a constant uid 
density and viscosity, which essentially  
decouplesthe the flow and transport problem. 

Figure 3: Residual (left) and Jacobian (preconditioner, right) evaluations inside the pressure diffusion kernel for single phase 
flow of water. 
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3.2 Thermal stimulation of a geothermal 
reservoir 

Figure 5: Injectivity  at different values of temperature (T)  
in three wells in the Hsmli Reinjection Zone. The 
injectivity  values for the lowest temperatures in 
wells HN-12 and HN-16 are not very accurate. 

 

 

Figure 6: Injection test in well HN-09 using 120�C water. 
The pressure sensor is placed 30m above the 
bottom of the well showing the pressure and 
temperature over the dura- tion of the test. 
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Model Setup 

Figure 7: Computational domain used for the numerical 
simulations of injection into well HN-09. The red 
zone in the middle of the domain represents the 
fracture zone/fault system comprising the feed 
zone of the well. 

Figure 8: Initial temperature used for the simulations. 

Figure 9: Initial water density distributions used for the 
simulations. 

Figure 10: Predicted thermal contraction of the reservoir 
matrix in the feed zone in the vicinity of well  
HN-09. Note that the deformation is greatly  
exaggerated for illustration purposes. 
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SLOSIM Officers 
President B. Zupan i , borut.zupancic@fe.uni-lj.si  
Vice president Leon Žlajpah, leon.zlajpah@ijs.si 
Secretary Vito Logar, vito.logar@fe.uni-lj.si 
Treasurer Milan Sim i , milan.simcic@fe.uni-lj.si 
Repr. EUROSIM B. Zupan i , borut.zupancic@fe.uni-lj.si 
Deputy Rihard Karba, rihard.karba@fe.uni-lj.si
Edit. Board SNE Rihard Karba, rihard.karba@fe.uni-lj.si 
Web EUROSIM Vito Logar, vito.logar@fe.uni-lj.si 

 Last data update December2012

UKSIM - United Kingdom Simulation Society 
UKSIM has more than 100 members throughout the UK 
from universities and industry. It is active in all areas of 
simulation and it holds a biennial conference as well as 
regular meetings and workshops. 

 www.uksim.org.uk 
 david.al-dabass@ntu.ac.uk 
 UKSIM / Prof. David Al-Dabass 
Computing & Informatics,  
Nottingham Trent University 
Clifton lane, Nottingham, NG11 8NS 
United Kingdom 

UKSIM Officers 
President David Al-Dabass, 

david.al-dabass@ntu.ac.uk 
Vice president A. Orsoni, A.Orsoni@kingston.ac.uk 
Secretary Richard Cant, richard.cant@ntu.ac.uk
Treasurer A. Orsoni, A.Orsoni@kingston.ac.uk 
Membership chair K. Al-Begain, kbegain@glam.ac.uk 
Univ. liaison chair R. Cheng, rchc@maths.soton.ac.uk 
Repr. EUROSIM Richard Zobel, r.zobel@ntlworld.com  
Deputy K. Al-Begain, kbegain@glam.ac.uk
Edit. Board SNE Richard Zobel, r.zobel@ntlworld.com 

 Last data update December2012

CEA-SMSG – Spanish Modelling and 
Simulation Group 
CEA is the Spanish Society on Automation and Control 
In order to improve the efficiency and to deep into the 
different fields of automation, the association is divided 
into thematic groups, one of them is named ‘Modelling 
and Simulation’, constituting the group. 

 www.cea-ifac.es/wwwgrupos/simulacion 
 simulacion@cea-ifac.es 
 CEA-SMSG / María Jesús de la Fuente, 
System Engineering and AutomaticControl department, 
University of Valladolid, 
Real de Burgos s/n., 47011 Valladolid, SPAIN 

CAE - SMSG Officers 
President M. À. Piera Eroles, MiquelAngel.Piera@uab.es

Vice president Emilio Jiminez, emilio.jiminez@unirioja.es 
Repr. EUROSIM Emilio Jiminez, emilio.jiminez@unirioja.es 
Edit. Board SNE Emilio Jiminez, emilio.jiminez@unirioja.es 
Web EUROSIM Mercedes Peres, mercedes.perez@unirioja.es

Last data update December2012

LSS – Latvian Simulation Society 
The Latvian Simulation Society (LSS) has been founded 
in 1990 as the first professional simulation organisation 
in the field of Modelling and simulation in the post-
Soviet area. Its members represent the main simulation 
centres in Latvia, including both academic and industri-
al sectors. 

 briedis.itl.rtu.lv/imb/ 
 merkur@itl.rtu.lv 
 LSS / Yuri Merkuryev, Dept. of Modelling 
and Simulation Riga Technical University 
Kalku street 1, Riga, LV-1658, LATVIA 

LSS Officers 
President Yuri Merkuryev, merkur@itl.rtu.lv 
Secretary Artis Teilans, Artis.Teilans@exigenservices.com

Repr. EUROSIM Yuri Merkuryev, merkur@itl.rtu.lv 

Deputy Artis Teilans, Artis.Teilans@exigenservices.com

Edit. Board SNE Yuri Merkuryev, merkur@itl.rtu.lv 

Web EUROSIM Oksana Sosho, oksana@itl.rtu.lv 
Last data update December2012

ROMSIM – Romanian Modelling and 
Simulation Society 
ROMSIM has been founded in 1990 as a non-profit so-
ciety, devoted to theoretical and applied aspects of mod-
elling and simulation of systems. ROMSIM currently 
has about 100 members from Romania and Moldavia. 

 www.ici.ro/romsim/ 
 sflorin@ici.ro 
 ROMSIM / Florin Stanciulescu,  
National Institute for Research in Informatics, Averescu 
Av. 8 – 10, 71316 Bucharest, Romania 

ROMSIM Officers 
President Florin Stanciulescu, sflorin@ici.ro 
Vice president Florin Hartescu, flory@ici.ro 

Marius Radulescu, mradulescu@ici.ro 
Repr. EUROSIM Florin Stanciulescu, sflorin@ici.ro 
Deputy Marius Radulescu, mradulescu@ici.ro 
Edit. Board SNE Florin Stanciulescu, sflorin@ici.ro 
Web EUROSIM Zoe Radulescu, radulescu@ici.ro 

Last data update December2012
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Accelerating the pace of engineering and science

515.000.000 KM, 380.000 SIMULATIONEN 
UND KEIN EINZIGER TESTFLUG.

DAS IST MODEL-BASED DESIGN.

Nachdem der Endabstieg der beiden

Mars Rover unter Tausenden von 

atmosphärischen Bedingungen simuliert 

wurde, entwickelte und testete das 

Ingenieur-Team ein ausfallsicheres 

Bremsraketen-System, um eine 

zuverlässige Landung zu garantieren.

Das Resultat – zwei erfolgreiche 

autonome Landungen, die exakt gemäß 

der Simulation erfolgten.

Mehr hierzu erfahren Sie unter:

www. mathworks.de/mbd

MBD-Mars_Ad_A4.indd 1 18.08.2005 15:33:35



 

EUROSIM 2013 
 

8th EUROSIM Congress on Modelling and Simulation
 

The City Hall, Cardiff, Wales, United Kingdom 10-13 September 2013 

 

 
EUROSIM Congresses are the most important modelling and simulation events in Europe. 
For EUROSIM2013, we are soliciting original submissions describing novel research and 
developments in the following (and related) areas of interest: Continuous, discrete (event) 
and hybrid modelling, simulation, identification and optimization approaches. Two basic con-
tribution motivations are expected: M&S Methods and Technologies and M&S Applications. 
Contributions from both technical and non-technical areas are welcome.  
 
Congress Topics  
 

The EUROSIM 2013 Congress will include invited talks, parallel, special and the poster 
sessions. The Congress topics of interest include, but are not limited to:  
 
Intelligent Systems and Applications  
Hybrid and Soft Computing  
Communication Systems and Networks  
Case Studies, Emergent Technologies  
Workflow Modelling and Simulation  
Web-based Simulation  
Security Modelling and Simulation  
Computer Games and Simulation  
Neural Networks, Fuzzy Systems & 

Evolutionary Computation  
Autonomous Mental Development  
Bioinformatics and Bioengineering  
Circuits, Sensors and Devices  
 

e-Science and e-Systems  
Image, Speech & Signal Processing  
Human Factors and Social Issues  
Industry, Business, Management  
Virtual Reality, Visualization and 

Computer Games  
Internet Modelling, Semantic Web  

and Ontologies  
Computational Finance & Economics  
Systems Intelligence and  

Intelligence Systems  
Adaptive Dynamic Programming and 

Reinforcement Learning  
 

Methodologies, Tools and  
Operations Research  

Discrete Event /RT Systems  
Mobile/Ad hoc wireless  

networks, mobicast, sensor  
placement, target tracking  

Control of Intelligent Systems  
and Control Intelligence  

Robotics, Cybernetics, Control 
Engineering, & Manufacturing  

Energy, Power, Transport,  
Logistics, Harbour, Shipping  
and Marine Simulation  

Semantic & Data Mining  
 

Congress Venue / Social Events  
 

The Congress will be held in the historic and magnificent City Hall in the heart of Cardiff, the 
capital city of Wales. The Gala Dinner will be held in the main hall of the National Museum of 
Wales. Social activities include visits to Cardiff Castle and Caerphilly Castle.  
 
Congress Team: K. Al-Begain, A. Orsoni, R. Zobel, R. Cant, D. Al-Dabass; kbegain@glam.ac.uk 
 
Info: www.eurosim2013.  




