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Editorial 
Dear  Readers - The years 2011 and 2012 are accompanied by essential changes for SNE – from Simulation News 
Europe to Simulation Notes Europe, from limited SNE access to an open access strategy for Online SNE, from clas-
sical citation to introduction of DOI identifiers for web availability and citation index purposes. ARGESIM, SNE’s 
official publisher, is now member of CrossRef, the official DOI® link registration agency for scholarly and profes-
sional publications. CrossRef’s citation-linking network today covers tens of millions of articles from thousands of 
scholarly and professional publishers.  
 This first SNE issue of SNE Volume 22 publishes contributions with a broad range of modelling and simulation. 
As common denominator new challenges (e.g. sustainable and energy-efficient production, implementation of meta-
model structures, DAE algorithms for real-time applications) can be seen. One contribution is a novelty - physical 
modelling for archaeology: here simulation results should not prove certain behaviour; they should allow archeolo-
gists to exclude certain behavior and unknown handling of physical tool.  
 We also are glad to continue with SNE 22(1) our ARGESIM Benchmark Series with a classical benchmark solu-
tion, and with the first solution to the new benchmark C20 ‘Complex Production System’ – defined by S. Schreiber 
in SNE 21(3-4) as first representative of the new type ‘Extended ModSim Benchmark’. As solutions to this extended 
benchmark type are very challenging, we allow for documentation up to six pages, so that the publication ranges as 
full scientific publication.  
  I would like to thank all authors for their contribution and all people who are helping to manage the non-trivial 
DOI registration process and web presentation pages for Online SNE and layout of Printed SNE.  
 

 Felix Breitenecker, Editor-in-Chief, eic@sne-journal.org 
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Reader’s Info 
Simulation Notes Europe publishes peer reviewed Tech-
nical Notes, Short Notes and Overview Notes on developments 
and trends in modelling and simulation in various areas and in 
application and theory. Furthermore SNE documents the  
ARGESIM Benchmarks on Modelling Approaches and Simula-
tion Implementations with publication of definitions, solutions 
and discussions (Benchmark Notes). Special Educational 
Notes present the use of modelling and simulation in and for 
education and for e-learning. 

SNE is the official membership journal of EUROSIM, the 
Federation of European Simulation Societies. A News Section 
in SNE provides information for EUROSIM Simulation Socie-
ties and Simulation Groups. 

SNE is published in a printed version (Print ISSN 2305-
9974) and in an online version (Online ISSN 2306-0271). 
With Online SNE the publisher ARGESIM follows the Open 
Access strategy, allowing download of published contributions 
for free. Since 2011 Online SNE contributions are identified by 
a DOI (Digital Object Identifier) assigned to the publisher 
ARGESIM (DOI prefix 10.11128). Print SNE, high-resolution 
Online SNE, full SNE Archive, and source codes of the Bench-
mark Notes are available for subscription via membership in a 
EUROSIM society. 

 www.sne-journal.org 
  office@sne-journal.org, eic@sne-journal 
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Energy Flows in Industrial Buildings and Machines  
using the Example of a Node Model 

Mirko Schäfer*, Johannes Wagner, Alexander Schlüter, Jens Hesselbach 

University of Kassel, Institute of Production Technology and Logistics (IPL), Sustainable Products and Processes,  
Kurt-Wolters-Strasse 3, 34125 Kassel, Germany; *schaefer@upp-kassel.de 

 
Abstract.   Within the context of the research project 
‘HIER! - Production in Air-Conditioned Facilities’, financed 
by the Hessian Ministry of the Environment, Power, Agri-
culture, and Consumer Rights (HMUELV), the Department 
for Sustainable Products and Processes at the University of 
Kassel is developing simulation modules for the energetic 
evaluation of production systems. 
For this purpose, the development of a node model facili-
tates research into the thermal properties of machines 
and products. With a focus on energy storage, the study 
demonstrates a variety of applications for this model, 
using the example of a cold-storage facility and a plastics 
processing plant for the reduction of the primary energy 
requirement from the process to the factory. 

Introduction 
There is a great energy saving potential in production 
plants. Savings resulting from the doubling of a company's 
energy-related productivity with an average energy con-
sumption of 1.4 TWh would equal the annual energy con-
sumption of a city the size of Stuttgart. [1] Even a medium-
sized company with an electricity consumption of 10 GWh 
can save the energy demands of up to 1700 households by 
raising its efficiency levels to 50%. [10] [11] 

Given the increase in environmental awareness, both 
within society and the political sector, an energy-
efficient and environmentally friendly means of produc-
tion is rapidly becoming more and more important. The 
energy requirements of the production are determined 
by so-called crossover technologies, as well as by spe-
cific main technologies. Crossover technologies may 
perform movements within machines and plants, trans-
mit energy, temper and control the procedure.  

In most cases, means of lowering energy consump-
tion only come into play outside of the manufacturing 
machines. Significant savings may be achieved through 
technologies with a direct energetic link to the produc-
tion process. Besides their considerable potential, such 

savings may even render space heating systems obso-
lete. The concept of energy supply in the form of cross-
over technology incorporates the provision of auxiliary 
energy forms, such as compressed air, heat, and cold, as 
well as the generation of electricity from decentralised 
combined heat-and-power plants in conjunction with the 
public power grid. [1]  

The thought pattern regarding this topic follows a 
so-called onion-layer model - from the inside out, in 
other words, beginning with the process, seen in Figure 1. 

 
Figure 1. The onion layer model regarding the energy  

demand of a process [1]. 

In reality, the energy currents would surpass the in-
dividual layers and interact. Air-conditioned production 
facilities represent the extreme case of energetic linkage 
of production processes as well as technical building 
equipment as a cross-sectional task.  

During winter, waste heat relieves the heating sys-
tems and during summer, every kWh of electricity reg-
istered for the proper operation of the machines leads to 
additional 0.33 kWh in cooling needs. [1] In some cas-
es, such as cold-storage facilities, the energy demand for 
cooling purposes may even exceed 70 % of the energy 
demand for the entire unit. [2] In this case, the number 
of stored goods determines the energy consumption of 

SNE Simulation Notes Europe – Print ISSN 2305-9974 | Online ISSN 2306-0271
SNE 22(1), 2012, 1-6  |  doi: 10.11128/sne.22.tn.10103 
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the building services equipment, which, in turn, influ-
ences the dimensioning of the entire energy supply. An 
approach to the energetic optimisation of a cold-storage 
facility would be the usage of the refrigerated products 
for energy storage. [1] 

As manufacturing companies produce a lot of waste 
heat, however, the waste heat emanating from the ma-
chines influences air-conditioning technology; a heat 
recovery system reduces the gas requirements within the 
central heating plant. Awareness of the waste heat from 
machines, or more specifically, their heating and cool-
ing times, allows for research into the saving of thermal 
energy for the lowering of energy requirements.  

For the thermal analysis of processes and machines, 
a model, which calculates temperatures as well as cur-
rents of energy, is required. The basis for this is the 
node model developed by the Department for Sustaina-
ble Products and Processes. The contribution addresses 
the fundamental approach to modelling, on the basis of 
which the developed model is used to demonstrate its 
potential, identified by means of a thermal simulation, 
in the form of two examples.  

1 Development of the Node Model: 
Thermal Analysis from Processes  
to Buildings 

For the purpose of modelling and simulation of ma-
chines and facilities, energy flows for each individual 
energy source (electricity, heat, compressed air, etc.) 
will have to be observed separately.  

In a practical sense, time constants may differ great-
ly in regards to thermal processes, due to the fact that 
real physical and technical processes are always subject 
to temporal connections. [12]  

During the heating of a cold machine, electric power 
increases at once, whereas a change in the thermal ca-
pacity resulting from it might take hours. [5] Thus mod-
els demonstrating thermal properties differ significantly 
from those illustrating the necessary electrical capacity.  

Within a body, thermal conduction represents an en-
ergy flow; on the surface, additional radiations and 
convections should be taken into consideration. [6]  

A thermal analysis can be conducted mathematically 
with the help of location-dependant partial differential 
equations. However, it is possible to perform an incre-
mental calculation with the help of the so-called node 
model, which links common differential equations.  

The location dependency of the partial differential 
equations is approximated by a division into the various 
layers of the body. The centre of a layer is thus referred 
to as a node (Figure 2). [5] 

As opposed to the solution of a partial differential 
equation, the node model reduces the required compu-
ting power and provides a substantial increase in flexi-
bility, so that the model can easily be expanded around 
an internal heat source (such as the heating process of a 
machine) or a phase transition (such as the cooling of 
refrigerated goods).  

 
Figure 2. Sectional view of a layer model of a sphere [3]. 

For every layer, an assessment of mass, perfor-
mance, and energy is made. Arising temperature differ-
ences cause transferred thermal energy flows through 
heat conduction.  

The following equation shows the energy assess-
ment of a node without an internal heat source or phase 
transition (Equation 1): 

i K
K,i K

i K,i-1 K,i

K
i+1 K,i K,i+1  

(1) 

where  is the temperature of the body in K, mi is the 
mass of the layer in kg,  is the specific heat capacity 
of the body in J/kgK,   is the heat conductivity of the 
body in W/mK,  is the distance between the nodes in 
m, i is the number of the layer and  is the surface 
measured in m².  

In order to focus the calculation not on the outermost 
node, but on the surface layer, the latter has to be 
mapped through a massless node. The heat exchange 
between the body and the surrounding area results from 
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radiation and convection. In the case of many actual 
machines and facilities, an additional insulating layer 
has to be taken into account. [5] The temperature of the 
massless node TK,n is a decisive factor in the calculation 
of the heat exchange. The convection results from a 
temperature difference between TK,n and the factory air 
Tamb. In case of the radiation, the temperature of the 
surrounding wall (Tsky) is also relevant (Equation 2).  

K 

K K  
(2) 

where  is the room temperature in K,  represents 
the radiation temperature in K,  is the heat transfer 
coefficient on the surface of the body in W/m²K,  is 
the emission coefficient of the body,  is the Stefan-
Boltzmann-Constant in W/m²K4 and  defines the 
outermost layer. 

In reality, both machines and facilities are subject to 
a great number and variety of internal and external in-
fluences. [7] With the aid of the aforementioned model-
ling, aspects such as production cycles and alternating 
thermal influences within the model may be taken into 
consideration. This makes it possible to simulate ther-
mal properties of the individual products, machines, and 
facilities.  

2 Simulation of Cold Storage using the 
Node Model 

The following example uses the node model in order to 
simulate frozen goods in a cold-storage facility: The 
frozen products include food, such as meat and fish 
products, but also special items like medication. This 
permits analysis of the thermal properties of the prod-
ucts, and thus their evaluation as a useful energy saving 
device. For this purpose research was conducted into how 
far the frozen goods could be further cooled down when 
electricity expenses are low, in order to be able to reduce 
the cooling during times of higher electricity rates. 

A simulation using the node model is created by 
viewing the frozen goods geometrically as symmetrical 
objects. The entire heat exchange between the modelled 
body and its surroundings can be calculated as the sum 
of the convective heat flow from the surface of the body 
into the ambient air and the radiation exchange with the 
surrounding surfaces (e.g. walls and ceilings). In order 
to assess the thermal requirements of production facili-
ties, the energetic correlation of weather conditions, the 

building, building technology and production machines 
has to be realised within the model. The model's valida-
tion for use within the cooling area is assessed through a 
test series of the freezing- and thawing process of sever-
al different products. [3]  

A simulation conducted within the context of this 
study compares a model with a fixed electricity rate to a 
model with an hourly rate (using a variable energy sup-
ply). Other options include models with a base load 
coverage at a fixed price and a more variable purchase 
for peak loads. In the case of a variable energy supply, it 
can be assumed that all market participants are familiar 
with the prices. A prognosis of the prices cannot be 
made at this time as they are highly dependent on the 
real-life availability of power plants, fuel prices, and 
wind forecasts, as well as the demand on behalf of po-
tential clients. [4] An energetic linking of the products 
in cold-storage and the technical building services al-
lows the identification of the necessary cooling re-
quirements of the frozen products.  

Limiting 
Conditions Description 

Simulation Simulation of a summer month, accounting 
for different exterior air conditions.  

Building 
Length, width, height: 60 m x 80 m x 12 m  
Heat loss through walls: 0.5 W/m²K  

People 
Number of employees: 10  
Monday through Saturday  
Fresh-air content per employee: 20 m³/h 

Refrigerated 
goods  

Storage capacity: 28,800 m³  
Pallet spaces: 4,200  

Estimated 
costs  

Fixed electricity rate: 100 €/MWh 
Variable electricity rate: 3.03 – 
235.18 €/MWh (average rate: 100 €/MWh)  
Estimated costs in the case of both model 
variants include all power generation and 
grid usage expenses, as well as taxes.  

Table 1. Basic conditions of the simulation. 

In a cold-storage facility one must constantly ensure 
that the temperature limits necessary to maintaining 
product quality are not exceeded. In the following case 
study the minimum temperature inside the cold-storage 
room is  -18 °C. Depending on their operating condi-
tion, the refrigerating machines may be turned off when 
electricity rates are high and may run at full capacity 
when rates are low in order to achieve a super-cooling 
of the products down to a certain temperature limit 
(marked at -25 °C in this case) and use them as an ener-
gy storage device. The estimated results of the simula-
tion are displayed in Table 1. 
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Figure 4. Temperature profile of a cold storage facility. 

The result of this simulation is the temporally re-
solved energy necessary for the cooling of the building. 
This data can help in determining the cooling require-
ments for the entire cold-storage facility. Figure 4 
shows the temperature cycles within the refrigerate 
goods in the case of a variable energy supply in connec-
tion with the individual electricity rates.  

It becomes apparent that low electricity costs will 
make it possible for the refrigerated goods to be cooled 
down even further, so they may serve as an energy stor-
age device during times when electricity costs are high. 
As opposed to the model using a fixed price for electric-
ity (at a constant -18 °C), the average room temperature 
of the variable model would be around 21.65 °C, which 
would invariably lead to a higher energy demand. With-
in the context of this observation, 37 MWh of the fixed 
model compares to the 41 MWh of the variable supply, 
whereas the expenses are lowered from 3,713 € to 
1,854 € a month. This results in a savings of approxi-
mately 50 %. The corresponding increase of 12 % in the 
final energy demand may be viewed as critical. 

However, under the assumption that excess electrici-
ty from renewable energy sources can be used in such a 
way, the energy cost-driven operation of cold-storage 
facilities seems practical on an energy-related level as 
well, since the conversion ratio of primary to final ener-
gy is decidedly better than in the burning of fossil fuels.  

 

3 Simulation of Thermal Loads in a 
Plastic Factory using the Node Model 

As opposed to the refrigerated goods in the cold-storage 
facility, injection molding machines deployed in the 
plastics industry have internal heat sources. These lead 

to a steady heating of the machine until it reaches a 
static state, in which the added heating power is equal to 
that emitted into the room. Modelling requires the addi-
tion of internal power to the innermost junction of the 
machinery. Within a cylinder, a screw delivers plastic to 
the tool. On its way, friction within the cylinder and 
heat from externally applied heating collars generate the 
necessary energy in order to plasticise the granulate. 
Through a nozzle, the machine feeds the liquid mass 
into the tool, which then shapes the plastic during the 
cooling process.  

Within the machine, the added electric power trans-
forms into thermal power and splits into different parts. 
One part of the waste heat from the machine is dis-
charged through water cycles, whereas the remainder is 
emitted into the production hall. [5] In order to increase 
the accuracy of a simulation in the case of very hetero-
geneous temperature ranges, a number of sectional 
modules have to be created for the various structural 
components and linked in order to contribute to the 
overall modelling. In this example, the injection mould-
ing machine is divided into numerous spherical and 
cylindrical sections.  

A model validation is made through the real-life op-
eration of machines with accompanying measurements. 
This results in a division of the in-and outgoing energy 
and source streams to the individual structural elements.  

The modelling was divided into the structural units 
of tool, extruder, control, and hydraulic system. The 
simulation clearly demonstrates that the dynamic prop-
erties as well as the final temperatures of the four sec-
tions differ greatly (Figure 5). In order to develop suita-
ble solutions for an increased energy efficiency based 
on  a  simulation of  an  injection  moulding  machine,  a 
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Figure 5. Simulated temperature cycles of an injection moulding machine, divided into four assembly groups. 

 
linking of the described individual module with further 
components is necessary. In many production halls, for 
example, a surplus of heat is present due to the waste 
heat emitted by the machines.  

Due to a temporal shift between the heat supplied 
within the room and the heat needed, significant thermal 
energy losses often occur. Furthermore, employees are 
often confronted with cold machines, production and 
offices after long switch-off periods.  

A simulation conducted within the scope of this con-
tribution compares three different heating scenarios 
within a plastics processing facility. 

Additionally, the production plant houses injection 
moulding machines, which require a combined peak 
cooling power of about 100 kW. Due to the available 
thermal energy, heating the production rooms is rarely 
necessary. The basic approach to this is the use of waste 
heat for the heating of offices. An example of a building 
with an area of 420 m² at a room height of 2.50 m is 
used to demonstrate the possibilities. Production occurs 
in two shifts between 06:00 and 22:00, excluding Satur-
days and Sundays, in order to only make the direct use 
of waste heat possible in this time frame. Within the 
simulation, an efficiency factor of 36.1 % is estimated 
for the transformation of primary energy into electricity 
[8], while an efficiency factor of 84 % is estimated for 
the energy chain of the natural gas necessary for the 
heating process. The actual state assumes a constant 
regulation of the room temperature at 20 °C.  

In the first scenario, a night mode is implemented - 
in other words, the temperature outside of the operating 
times has to be at least 16 °C. 

 
Figure 6. Primary energy demand for heating  

of a production hall. 

In the second scenario, production management uses a 
heat pump, which uses energy derived from the cooling 
water of the injection moulding machine. During the 
day, this heat pump services a thermal energy storage 
device, while at night it releases its heat to the premises. 

The third scenario combines the use of a heat pump 
in conjunction with the night mode. This process helps 
in lowering the cooling demands through the use of a 
heat exchange unit, which, in turn, entails limited elec-
tric energy savings. The simulation shows that using the 
night mode alone would help in saving around 19 % of 
primary energy and CO2. Through the use of a thermal 
energy saving device and a heat pump, the factory can 
lower the primary energy demand by about 40 %. A 
combination of both optimisation approaches, however, 
will result in a saving of over 50 %, as shown in Figure 6.  
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4 Conclusion 
The simulation of thermal processes within machines 
and consequently in production halls is still in its infan-
cy. The node model shows that through the energetic 
interlinking of individual systems, complex thermal 
processes may be depicted in a sufficiently realistic 
manner.  

The node model also represents an important basis 
for determining necessary cooling and heating capaci-
ties as well as room temperature peaks. Especially in the 
case of unsteady operating conditions (i.e. heating up a 
room on Monday mornings during wintertime), it pro-
vides important information for the layout of heating, 
ventilation, and air-conditioning technologies. Besides 
these layouts, both models and associated simulation 
runs may help assess the practicality of saving and recy-
cling thermal energy. While conventional calculations 
may show that energy can be saved [9], employing the 
aforementioned node model may offer an additional 
dynamic view from the process to the production plant. 
The model of the cold-storage facility helps to deter-
mine the refrigerated goods' thermal properties depend-
ing on different operational stages.  

This may allow, for example, the energy cost-driven 
operation of cold-storage facilities. The example of the 
synthetics plant has shown that businesses should, from 
a primary energy and finance-related standpoint, try to 
recycle their incidental waste heat for internal purposes. 
This may contribute to relieving the strain on existing 
heating systems.  
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Abstract.  The idea that the efficient usage of all necessary 
production resources has not only an ecological im-
portance but is also an overwhelming economical compet-
itive factor becomes accepted since the 1980s. Modeling 
and simulation with integrated parameter optimization is 
used routinely to improve process performance. In engi-
neering a well known environment for this task is the 
MATLAB/Simulink programming system. Using this or 
similar, established techniques only model parameter of a 
single model structure is optimized. Model structure is 
considered to be fixed as the relationships between model 
elements are defined during model development. Until 
now no tools and methods are known which can optimize 
product design and production processes utilizing all exist-
ing degrees of freedom. As process performance is opti-
mized it may be necessary to redesign the model struc-
ture. The redesign is normally carried out manually by an 
analyst but not automatically by the optimization method. 
This suboptimal combination of automatic parameter 
optimization and manual structure changes leads to a time 
consuming and error-prone optimization task. 
The system theoretical approach of the System Entity Struc-
ture/Model Base framework (SES/MB) is able to define 
alternative model structures and parameter sets in a single 
meta-model, called System Entity Structure (SES). Moreover, 
atomic models are stored in a model base (MB). Using both, 
SES and MB, it is possible to generate modular, hierarchical 
models with different structures and parameters.  
Evolutionary Algorithms are a subtopic of Artificial Intelli-
gence that are involved in combinatorial optimization 
problems. These algorithms are based on ideas inspired by 
biological evolution. They often perform well for many 
problem types because they do not make assumptions 
about the problem specific search space.  
The research reported in this paper details an approach 
providing optimization through automatic reconfiguration 
of both: model structure and model parameters. 
 

An evolutionary algorithm based optimization method is 
assisted by an SES/MB based model management. It 
searches for an optimal solution with repeated, combined 
model parameter and model structure changes resulting in 
a combined parameter and structure optimized model 

Introduction 
Modeling and simulation with integrated optimization is 
a well-established technique in engineering applications. 
Such techniques are used for system design, real time 
planning and to control production systems. The 
MATLAB / Simulink environment is one of the well 
known and widely used modeling and simulation tools 
in this application field [3 7 8].  

With increasing complexity and flexibility of sys-
tems the requirements for modeling and simulation tools 
are growing. Existing applications using simulation 
based optimization are restricted to parameter optimiza-
tions. The user has to change model structure manually 
and repeat optimizations until a suitable solution is 
found. With increasing production system flexibility the 
number of possible structure variants increases and the 
potential benefit of automatic model structure optimiza-
tion becomes significant. 

The focus of this paper is the description of a meth-
odology for a combined parameter and structure optimi-
zation for modular, hierarchical systems, which is im-
plemented and tested in the MATLAB/Simulink envi-
ronment but not restricted to it. In contrast to the com-
mon usage the model structure and model parameter 
values are controlled together by a super ordinate opti-
mization module. To support the optimization method 
appropriate model management and generation methods 
are necessary. 
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Figure 1. Simulation based parameter optimization. 

As a basis for model management and generation the 
System Entity Structure/Model Base (SES/MB) formal-
ism, introduced by Rozenblit, Zeigler et al [4 5 6], is 
employed. The SES/MB formalism is a generic, 
knowledge based framework consisting of a tree like 
entity structure and a model base. With its features the 
framework is able to define a set of modular, hierar-
chical models and to generate specific parameterized 
model structures. 

 
Section 1 provides a short summary to the well-

known simulation based parameter optimization ap-
proach. In the following the basic ideas of the advanced 
simulation based optimization approach are introduced. 
The synthesis of three fundamental elements: (i) optimi-
zation algorithm, (ii) model management and model 
generation and (iii) simulation execution to a framework 
for a combined structure and parameter optimization of 
complex modular, hierarchical systems is presented. 

 
Finally, the new ideas are illustrated by a small logis-

tical problem in Section 2. The implementation in 
MATLAB /  Simulink is sketched. The conclusion refers 
to real world problems solved by the introduced ap-
proach. 

1 A Framework for Parameter and 
Structure Optimization 

1.1 Simulation Based Optimization 
Simulation experiments can be of different complexity. 
The least complex ones are ordinary simulation runs. 
The modeling and simulation method is highly depend-
ent on the type of the real system, the analysis objec-
tives and the used software environment. In MATLAB / 
Simulink the programming step from the user’s point of 
view consists of a graphical based model specification 
and often it is considered as part of the modeling. How-
ever, after examining simulation results the analyst 
manually changes model parameter values and/or model 
structure and starts the simulation again. These steps are 
repeated until a suitable solution is found. A more com-
plex approach is simulation based parameter optimiza-
tion, depicted in Figure 1. 

The optimization method alters model parameter 
values to improve the result of an objective function 
until a stop criterion is fulfilled. The result is a parame-
ter optimized model. Structure changes are carried out 
manually by a user followed by a repetition of the au-
tomated parameter optimization. 

 
It is important to note that automatic structure 

changes induced by an optimization method are not 
possible with this approach. Instead, structure changes 
are carried out manually by a user. Each structure 
change requires a repetition of the parameter optimiza-
tion. This principle is typical when using MATLAB / 
Simulink in a simulation based optimization. Therefore 
a Simulink model with a fixed structure is embedded 
into a super-ordinate optimization method which can 
alter specific Simulink block parameters to find the 
optimal values. Structure changes are done manually. 

1.2 Principle of the Framework with combined 
Parameter and Structure Optimization 

The idea behind this research is the extension of the 
simulation based parameter optimization method with 
the ability to additionally change the model structure 
thus improving the objective function result. The effect 
of this extension is a simulation based structure and 
parameter optimization.  
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Figure 2. Principle of a simulation based parameter  

structure optimization. 

Figure 2 presents the approach in principle with its 
combination of three methods: (i) a meta-model frame-
work for model management, (ii) a modeling and simu-
lation environment and (iii) an optimization method. In 
contrast to the established approaches: 

 
1. The optimization method controls both: the model 

parameter values and the model structure, changing 
both until a stop criterion is fulfilled. The result of 
this process is a combined parameter and structure 
optimized model. 

2. The user has to organize a set of models. One possi-
bility is to define a model which describes a set of 
model variants instead of one single model of the real 
system. Such models that define the creation and in-
terpretation of a set of models are named meta-
models. Through this inclusion of the meta-model 
based automatic model generating element the opti-
mizer can additionally control model structure 
changes to find an optimized solution. 

Crucial parts and algorithms of this approach are de-
scribed in the next sections. 

1.3 Specification of Model Sets with SES/MB 
As an appropriate meta-modeling framework the Sys-
tem Entity Structure/Model Base (SES/MB) formalism 
was determined. This formalism is a general, knowledge 
based framework. With its key feature to depict the 
three relationships (i) decomposition, (ii) taxonomy and 
(iii) coupling it is capable of defining a set of modular, 
hierarchical models [4 5 6].  

Decomposition means that the formalism is able to 
decompose an object into sub-objects. Taxonomy means 
the ability to represent several, possible variants of an 
entity. Composition of an entity from sub-entities is 
done by coupling. 

 
A SES/MB meta-model consists of two major parts: (i) a 
system entity structure (SES) and (ii) a model base (MB): 

• The SES is a tree like structure which contains invar-
iable and variable branches. The variable branches 
start at decision nodes. To create one structure variant 
the entity structure is pruned. At each decision node a 
specific branch is chosen. The result is a pruned enti-
ty structure (PES) which is the basis to create a hier-
archical model that can be simulated.  

• A SES can contain different node types and addition-
ally, nodes can have optional and/or obligatory prop-
erties. One node type, the atomic entities have their 
counterparts in the MB. 

• The MB contains a corresponding basic model for 
each atomic entity. The types of the basic models can 
vary. It depends only on the underlying simulation 
method e.g. in this research the model base matches 
the Simulink library. 

A detailed description of all elements can be found in 
reference [1]. 

1.4 Optimization Process 

Before an optimization can be carried out, information 
about the search space, in particular its dimensions and 
domains, is necessary. In this approach the search space 
is defined by the set of model structure variants estab-
lished by analyzing the SES and the set of model pa-
rameters, defined by each model structure.  

During the optimization process several points in the 
search space are examined. Each point defines one sin-
gle model structure to be generated through the model 
generator with one set of parameter values. 
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Figure 3. Structure and operation of the framework. 

On closer examination of the framework, as depicted in 
figure 3, it is crucial to divide an optimization experi-
ment into two phases: 

1. Initialization phase: The model management reads 
and analyzes a meta-model. Results of the analysis 
are information about the multidimensional search 
space . The optimization module is ini-
tialized with this information. 

2. Optimization phase: During the optimization phase 
the search space is explored within a loop. Each ex-
amined search space point, i.e. an ordered set of val-
ues  is delivered to the model management 
module. This module starts up the processes: struc-
ture synthesis, model generation, simulation and per-
for-mance estimation. The optimization loop ends 
when a predefined stop criterion is fulfilled. 

1.5 Interfaces: Optimization Module – Model 
Management Module 

Crucial parts of this framework are the interfaces (1) 
SES tree analysis during initialization phase and (2) 
transformation (search point + SES)  PES during 
optimization phase both depicted in Figure 3. 

Within interface (1) the Model Management Module 
has to analyze the SES tree to transform formal meta-
model structure information into numerical data useable 
by the Optimization Module.  
 

 

Figure 4. Transformation SES  sets XS + DS 

This is done by a tree analysis starting at the root node, 
traversing the tree in a defined direction, namely depth-
first and breadth-first analysis, and considering every 
node. If a node contains variable branches a structure 
parameter is added to the structure parameter set 

with a corresponding domain added to the do-
main set . 

Figure 4 illustrates the algorithm for creating these 
sets using a breadth-first analysis. The steps of build-up 
order are marked with small sequence numbers. Starting 
at node A, the composite entity node C is the first deci-
sion node. A first parameter  is added to the search 
space with the domain  because it has 
two alternative successors.  

The next decision node is Dmaspec with a number 
range property . A second parameter is added 
to with the domain . The next node, the 
specialization node Espec, is again a decision node. It has 
three alternative successors. A third parameter is 
added to with domain .  

The remaining nodes are non-decision nodes. Thus, 
the resulting structure parameter set is 

with the corresponding domain set 
. These sets together with the model 

parameter and domain sets define the search 
space S. 
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The second transformation, the line (2) in Figure 3, is 
the reverse of the first. The Model Management Module 
gets a point si in the search space from the Optimization 
Module i.e. the numerical data set , 
where set codes a specific model structure and set 

 codes its model parameters. It has to synthesize the 
corresponding model structure and to infer the model 
parameters. The transformation traverses the tree using 
the same direction as during the first transformation.  

 
Figure 5 illustrates the principle of the second trans-

formation. The analysis and pruning order is marked 
with sequence numbers. The breadth-first analysis starts 
at the root node A. The first decision node is node C. 
The first element of  is , i.e. the first aspect 
node Cdec1 is chosen for the PES. The next decision 
node is node Dmaspec and the corresponding set element 
is , i.e. the PES contains four nodes K.  

 
The last decision node is node Espec and the corre-

sponding set element is , i.e. the PES contains 
the second specialization E2. After pruning, the PES is 
verified by evaluating structure conditions, indicated at 
node A in Figure 4 and Figure 5. Afterwards the model 
generator uses the PES to generate an executable simu-
lation model utilizing basic models stored in the MB.  

 

As mentioned, the result of the model 
synthesis and model generation is an 
executable simulation model with a spe-
cific model structure and specific model 
parameter values. Simulating this model 
delivers the simulation results of a single 
simulation run. In case of stochastic pa-
rameters simulation runs have to be re-
peated. The simulation results or the 
mean values are the input for the objec-
tive function. 

2 Application: Process 
           Planning 
The chosen example is a typical optimi-
zation problem of a job scheduling sys-
tem with two variable properties: the job 
arrival time and the number of facilities. 
The complexity of the system is defined 
consciously simple to demonstrate the 

                        introduced approach.  
 
The introduced concept of a simulation based pa-

rameter and structure optimization was implemented in 
the MATLAB/Simulink environment. The necessary 
modeling and simulation method is provided by the 
MATLAB/Simulink system and the additional MAT-
LAB toolbox SimEvents itself. 

 
In [1] a MatlabSES toolbox was described. This 

toolbox handles SES meta-models described by XML 
files and implements the algorithms explained above. 
During this research a new model generator has been 
implemented. It uses Simulink blocks i.e. original 
blocks from the Simulink libraries or self-implemented 
Simulink blocks as basic models which are referenced 
by the SES meta-model.  

 
MATLAB incorporates an Optimization toolbox [9] 

containing an EA implementation. The MatlabSES 
model synthesis and the Simulink model simulation are 
called through function pointer by the EA toolbox. 

 
Figure 6 depicts one variant of the process imple-

mented as a Simulink model. The variable model parts 
are marked with boxes. 

 

Figure 5. Transformation XSi + SES  PES. 
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Figure 6. One variant of the example application. 

 

Figure 7. SES of the example application. 

 
 

1. The Simulink block Source generates jobs with a 
variable arrival time within the uniform range 4..20s. 
The value is defined by the Simulink block parameter 
Period. 

 

2. The Switch block distributes the jobs to a variable 
number of servers. The example in figure 6 shows 4 
servers. The number is defined within the range 1..13 
according with the SES in Figure 7. 
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Figure 8. SES of the example application. 

 
 

The Server0 has a job handling time of 10s, all other 
servers have a handling time of 70s. The optimum of the 
system is defined as the maximal number of handled 
jobs in a given time. 

 
Through the straightforwardness and the determinis-

tic parameters of the example the optimal parameter and 
model structure can be taken out directly: 

• job arrival time = 10s 
faster arrivals fill only Queue1 
slower arrivals cause Server0 wait states 

• number of server = 7 
fewer servers fill only Queue2 
more servers cause wait states of one or  
more servers 

 
 

With the common procedure (see Figure 1) an ana-
lyst would repeat the cycle: 

• automatic searching of the optimal model  
parameter for the job arrival time for a single  
model structure 

• evaluating the model performance 
• when the performance is not satisfying:   

changing the structure of the Simulink  
model and starting again 

• … until finding a satisfying solution. 

This method is time-intensive and don’t guaranty the 
finding of an optimal solution. A further disadvantage is 
necessary profound knowledge of the analyst about the 
system to guess promising structure changes for the next 
step.  
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In contrast to this common principle, using the in-

troduced approach an analyst doesn’t implement the 
Simulink model but determines/creates basic blocks 
from the Simulink Library and specifies the SES which 
defines all model variants within a single meta-model. 
Figure 7 depicts the SES of the example.  

As section 1.4 describes, the next step of the algo-
rithm is analyzing the SES tree and generating infor-
mation about the search space. The analysis finds one 
structure parameter at the decision node Servermaspec. 
Together with the continuous model parameter 
job arrival time the optimization method has to search 
in a two-dimensional search space. Figure 8 depicts the 
fitness surface within the search space. Each point on 
this surface corresponds to one specific Simulink model 
structure and Simulink Source block Period parameter 
value combination.  

During the optimization phase the EA estimates the 
performance of randomly selected points on the surface 
to find the optimal solution. In Figure 8 dots on the 
surface illustrate analyzed points in one experiment. The 
figure also shows the found optimal model parameter 
and model structure combination with a line at the ex-
pected location: job arrival time = 10 and number of 
servers = 7. The experiment was repeated and the aver-
age number of simulated search space points is 240. 

3 Conclusions and Further Work 
This paper has introduced a simulation based combined 
structure and parameter optimization method. To 
achieve this aim the approach combines three estab-
lished methods and extends established optimization 
techniques to the fundamental model structure to enable 
combined structure and parameter optimization. 

 
Three main elements have been determined: (i) a 

model generating meta modeling technique based on 
SES/MB formalism, (ii) a MATLAB/Simulink based 
modeling and simulation environment, (iii) an EA opti-
mization method. The introduced approach was imple-
mented and tested in the Scientific and technical Com-
puting Environment MATLAB/Simulink using the 
additional MATLAB toolboxes SimEvents and Global 
Optimization.  

 
 
 
 

The results of the presented application show that 
the approach is able to find an optimal model structure 
with appropriate model parameters. 

The complexity of the shown example is defined 
consciously small to demonstrate the introduced ap-
proach. In [1 2] examples with a higher complexity but 
another modeling and simulation method are described. 
The presented framework and its application are an 
intermediate result in the scope of the research project 
supported by the German Research Foundation. 
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Abstract.  A hybrid system is defined as a system with 
mixed discrete event and continuous parts. Two ap-
proaches for modeling and simulation of hybrid systems in 
the context of the Discrete EVent System Specification 
(DEVS) formalism are compared. Since the system theoret-
ic DEVS approach has been introduced during the 1970ies, 
it has been completed by different extensions. The hybrid 
extensions checked against each other here, are the Quan-
tized State Systems (QSS) method and a wrapper concept 
based on traditional ODE solvers. For a comparison from 
engineering practice point of view, these two hybrid DEVS 
approaches are analyzed within the scientific and technical 
computing environment MATLAB. 

Introduction 
There are several formal descriptions of system struc-
tures and system behaviors on hand to support the pre-
cise and complete mapping of real systems. This work is 
based on the Discrete EVent System Specification 
(DEVS) and its associated abstract simulator algo-
rithms. We focus on applying DEVS-based approaches 
in the engineering field and in doing so try to find rea-
sons why DEVS is relatively unknown and rarely used 
among engineers. 

Initial research work on DEVS formalism was done 
in 1976 by Zeigler [1]. The DEVS formalism offers 
comprehensive options for describing systems that 
change their state according to events that appear at 
discrete instances of time. A main characteristic of sim-
ulation models defined according to the DEVS formal-
ism is their modular hierarchical layout. In the decades 
that followed, the classic DEVS formalism was en-
hanced with extensions for hybrid, structure variable, 
parallel, real time and other system types to provide op-
tions for building models of a large range of diversity [2]. 

Two possible approaches for hybrid DEVS are dis-
cussed here. Hybrid systems in this context are systems 
with mixed discrete event and continuous system parts. 
It is generally accepted t hat modeling hybrid systems 
can be approached according to different worldviews. 

The first, the worldview of continuous systems, maps 
discrete events to zero-crossing problems. The entire 
model is computed by a continuous simulator, i.e. by an 
ODE solver with event detection and event localization. 
Approaching the issue of hybrid systems from the se-
cond, the discrete event worldview, requires the exten-
sion of discrete event formalism in a way that allows 
continuous model parts to be computed. This method is 
convenient in case the systems that need to be modeled 
are of a discrete event nature and include only minor 
continuous parts. The simulation can be controlled by a 
discrete event-based simulator that calls an ODE solver 
between event times. The Prerequisite is the availability 
of a closed representation of all continuous model parts 
as a differential equation system. However, the usual 
flattening of a modular hierarchical model to achieve a 
closed equation-oriented representation causes the loss 
of important model structure information during simula-
tion runtime. 

This contribution focuses on analyzing methods for 
hybrid system simulation within the DEVS formalism 
where model structure information is kept during simu-
lation runtime. Keeping structure information is neces-
sary to allow modular hierarchical systems with struc-
ture variability following [3, 4] to be investigated. 
One way to integrate continuous model parts in the 
DEVS formalism without model flattening is the wrap-
per concept proposed here. Thereby, an extended DEVS 
simulator controls the overall simulation and cyclically 
calls an ODE solver between discrete event times. The 
so-called wrapper generates the required closed repre-
sentation of the differential equations and in doing so 
does not affect structure information of the modular 
hierarchical DEVS model. 

In contrast to the wrapper concept, the second ap-
proach discussed here, the Quantized State Systems 
(QSS) method solves the problem on the model level 
instead of on the simulator level. With the QSS method 
Kofman [5, 6, and 7] proposes a quantization of the 
state variables instead of the traditionally accepted dis-
cretization of time to solve a system of differential 
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equations by numerical approximation. This approach 
allows asymptotic solutions by special DEVS model 
components. Adjusting the DEVS formalism itself is not 
necessary. Therefore, a hybrid model based on the QSS 
approach can be computed by any standard DEVS simu-
lator. 

In the following, after a short introduction to DEVS 
formalism, we discuss the two hybrid approaches in 
more depth. Based on the detailed examination, the 
suitability of the approaches for engineering problems is 
evaluated from the practitioner’s point of view. Both 
approaches are studied by means of prototypical imple-
mentations within the scientific and technical computing 
environment (SCE) MATLAB. Numerical aspects like 
accuracy or stability problems of the examined methods 
are explicitly not subject to discussion. 

1 Overview of DEVS 
Models designed as formal DEVS models are composed 
in a modular hierarchical manner. They consist of two 
basic model types. The first type, in which dynamic 
behavior is defined, is the atomic DEVS model. The 
second type, the coupled DEVS model, describes a set 
of interacting components. These components are other 
coupled DEVS models or atomic DEVS. Beside model 
definitions, the DEVS formalism comprises data struc-
tures and algorithms that allow the hierarchical DEVS 
model to be simulated. For simulation purposes, a simu-
lator is assigned to each atomic model and a coordina-
tor is assigned to each coupled model as depicted in 
Figure 1. Simulators and coordinators are responsible 
for executing the model.  

 
Figure 1. Model components and associated simulators /  

coordinators according to Zeigler. 

The conjunction of a model component and a simu-
lator or a coordinator is depicted as a simulation object 
below. The superordinate root coordinator initializes all 
simulation objects and starts and controls the simulation 
run. The root coordinator and the associated simulators 
and coordinators communicate with one another through 
messages. 

1.1 Classic DEVS 

A classic atomic DEVS A  and a classic coupled DEVS 
N  are defined as follows [2]: 

( )taSYXA ext ,,,,,, int λδδ=  (1) 

{ }( )SelectICEOCEICDdMDYXN dNN ,,,,|,,, ∈=    (2) 

An atomic DEVS A  is described by the set of input 
events X , the set of output events Y , the set of states 
S , and by the four characteristic functions: internal 

transition function intδ , external transition function 

extδ , output function λ  and time advance function ta . 

The characteristic functions specify the dynamics of the 
atomic DEVS. Accordingly, sets of input and output 
events NX  and NY  are defined for the coupled DEVS 

N . The set dM  specifies the subcomponents, which 

may be atomic or coupled DEVS. The set D  is the 
corresponding index set.  

The way in which subcomponents are connected is 
described by the coupling relations EIC  (External 
Input Coupling), EOC  (External Output Coupling) 
and IC  (Internal Coupling). The Select  function 
controls model execution if simultaneous events appear. 
Hence, an atomic DEVS is responsible for describing of 
the dynamics of each component, whereas a coupled 
DEVS represents the composition of components. 

1.2 PDEVS 
To break up conflicts caused by simultaneous events 
solely at the level of atomic models, the classic DEVS 
formalism has been enhanced mainly by Chow and 
Zeigler to parallel DEVS (PDEVS) formalism since 
1994. Atomic and coupled PDEVS are defined as fol-
lows: 

( )taSYXA confextP ,,,,,,, int λδδδ=  (3) 

{ }( )ICEOCEICDdMDYXN dNNP ,,,|,,, ∈=     (4) 
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In classic DEVS simultaneous events in subcompo-

nents of a coupled system need a definition of priorities 
within the Select  function of the coupled model at 
superordinate level. The definition of priorities and 
therefore the Select  function can be omitted in 
PDEVS. Instead, the dynamic description of the atomic 
PDEVS is complemented by the confluent function 

confδ . This function is called, if for an atomic PDEVS 

PA  one or more external events and an internal event 
occur at the same time. Additionally, simulator and 
coordinator algorithms were comprehensively modified 
for executing PDEVS models. 

1.3 DEVS with structure variability 
Structure variability in the context of this work is de-
fined as the possibility of modifying the hierarchical 
model structure during simulation runtime. It includes 
the creation, deletion and exchange of model compo-
nents or the modification of coupling relations. 

Barros [3] proposes the addition of a special atomic 
model called network executive to each coupled model 
which holds the structure information and describes the 
structure dynamics. In contrast to this approach, we 
favor extending the PDEVS coupled model definition in 
a way that allows holding structure dynamics specifica-
tion directly in the coupled model according to [4].  

This preference of keep structure information at the 
coupled model level is based on the principles of the 
primal DEVS theory where the atomic level specifies 
dynamics and the coupled level specifies structure is-
sues. In both approaches the atomic model definitions 
remain unchanged.  

We call the current composition of a coupled sys-
tem, which means its set of subsystems and its coupling 
relations, a structure state Ni Ss ∈ . A structure variable 

PDEVS coupled model can have different structure 
states Nn Ssss ∈,...,, 10 . Furthermore, structure dy-

namics information, e.g. the number and kind of struc-
ture changes already achieved, need to be stored. The 
set of structural variables NH  holds this information. A 

structure state is , which is an element of the set of 

sequential structure states NS  is defined as follows: 

{ }( )ICEOCEICDdMDHs dNi ,,,|,, ∈=  (5) 

The set of sequential structure states extends the 
formal definition of coupled PDEVS without structure 
variability so that structure variable PDEVS can be 
defined as follows: 

{ } ),,,,,,,( int, NNNconfNextNNNNNpdyn taSdYXN λδδδ= (6) 

It should be noted that coupling information is now 
encapsulated in the set of structure states NS . The 

name of the coupled system is stored in Nd . Further-

more, the functions intNδ , Nextδ , Nconfδ , Nλ , and 

Nta  for coupled PDEVS systems are introduced to 

provide operations similar but not identical to atomic 
systems. 

In analogy to event-oriented dynamic behavior of 
atomic PDEVS systems, dynamic structure changes in 
coupled DEVS are induced by events. The characteristic 
functions describe reactions on structure events. An 
application example for dynamic structure DEVS in 
engineering area that deals with structure and parameter 
optimization is given in [8]. 

2 Wrapper Concept 
Scientific and technical computing environments 
(SCEs) such as the widely-used SCE Matlab offer a 
large number of established numerical methods for 
solving differential equations. The wrapper concept 
aims to make these methods applicable to hybrid, modu-
lar hierarchical DEVS models. A wrapper concept 
which is adapted to PDEVS is presented here. PDEVS 
is chosen because it offers a way of achieving an easy 
and realistic mapping of simultaneous events.  

To keep structure information available and modifi-
able, the flattening which is typically done before com-
putation of hybrid models must not be realized. This is a 
strong motivation for the wrapper concept. The issue of 
the structure variable PDEVS extension is sketched out 
here but not discussed in detail for reasons of clarity. 
However, it should be kept in mind that the wrapper 
approach is applicable to static structure as well as to 
structure variable models. 

2.1 Formal Model Definitions 
A hybrid classic atomic DEVS was defined for the first 
time in the 1990ies by Prähofer [9]. To allow computa-
tion of hybrid atomic DEVS Prähofer added the explicit 
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Euler method to the DEVS simulator.  

 
Advanced numerical methods as they are common in 

engineering applications like implicit integration algo-
rithms, predictor corrector methods, or ODE solvers 
with adaptive step size cannot be used. The wrapper 
concept starts from Prähofer’s formal hybrid atomic 
DEVS definition and adapts it to PDEVS formalism.  

For the wrapper concept, just the formal model spec-
ification resembles Prähofer’s definition, whereas the 
simulation approach and algorithms are completely 
different. We define a hybrid atomic PDEVS as follows: 

( )tacfSYXA dconfextstatecsehybridp ,,,,,,,,,,, int λδδδδλ= (7) 

The sets of inputs X , outputs Y  and states S  of hy-
brid DEVS may contain discrete as well as continuous 
values. The continuous dynamics of a component is 
mapped by the rate of change function f  and the con-

tinuous output function cλ . Discrete events can be 

external or internal events, or can be state events caused 
by discontinuities in the continuous parts. The state 
event condition function sec  defines the conditions 

under which a state event is generated.  

External events, internal events, and state events al-
ter the system’s state stored in S . External events 

achieve this via the external transition function extδ  

while state events are computed within the state event 
transition function stateδ . Internal events activate the 

discrete output function dλ  first and subsequently the 

internal transition function intδ , which then alters the 

system’s state by manipulating S .  
For hybrid PDEVS not just external and internal 

events may occur simultaneously. So can state events in 
continuous variables with discontinuities detected by the 
ODE solver. Therefore, the confluent function confδ  

needs to be adapted to handle three different types of 
potentially simultaneous events. After any change of 
state the time advance function ta  calculates the time 
interval until the next internal event. 

The specification for coupled models needs to be 
modified marginally. A coupled structure variable 
PDEVS pdynN  following the specification in equation 

(6) is suitable for hybrid models after extending its 

Nextδ  function in a way that it can react on state events 

occurring in continuous parts of submodels, too. Fur-
thermore, coupling relations encapsulated in the set of 
structure states NS  need to be differentiated between 

discrete and continuous relations. In addition, the sets of 
inputs NX  and outputs NY  may contain discrete as 

well as continuous values. 

2.2 Extended Simulator Algorithms and Data 
Structures 

In a hybrid, modular hierarchical model, continuous 
model parts are typically distributed over several model 
components. To allow the deployment of advanced 
numerical integration methods for computation without 
a previous model flattening, these distributed continu-
ous model parts need to be collected, united and provid-
ed in a way suitable for the chosen ODE solver’s inter-
face. The ODE wrapper function supplies the closed 
representation of continuous model parts required by the 
ODE solver. Coevally, structure information remains 
available. The modular hierarchical model itself is not 
modified. Rather, a closed representation of continuous 
model parts is generated additionally during simulation 
runtime.  

 
Figure 2 and Listing 1 show how the DEVS simula-

tion environment is extended by adequate data struc-
tures, an adapted root coordinator, and the ODE wrap-
per function. 

 
Figure 2. Modular hierarchical model structure and simulator 

structure with wrapper components. 

The root coordinator needs to be extended to operate in 
three different phases: i) initialization phase, ii) discrete 
phase, and iii) continuous phase. 



  C Deatu et al.    A Qualitative Comparison of Two Hybrid DEVS Approaches 

   SNE 22(1) – 4/2012 19 

T N 

 
Listing 1. Root coordinator algorithm. 

In addition to the well-known messages from tradi-
tional DEVS simulators, i-message, *-message, x-
message, and y-message, we introduce a z- and a z2- 
message for vector configuration purposes and an se-
message for handling state events of the continuous 
model parts. For exact mapping of simultaneous events 
we use an interpellation y-message as proposed by [10]. 

At startup of a simulation run, the initialization 
phase is entered and the model is initialized by an ini-
tialization message (i-message) sent by the root coordi-
nator to the outermost coupled model. The initialization 
message is passed down the hierarchy among the simu-
lation objects until it reaches the leaves of the object 
tree.  

Based on the minimum of time stamps for the next 
internal events (as they are returned by the subcompo-
nents), the root coordinator determines whether a dis-
crete or a continuous simulation phase has to be started 
next. If there is no imminent internal event at current 
simulation time, a continuous cycle is initiated and 
starts with an update of the wrapper data structures. This 
step is necessary for modular hierarchical systems with 
structure variability at the beginning of each continuous 
phase because the model structure may have changed 
due to a previous event.  

For this purpose the root coordinator sends recur-
sive configuration messages (z- and z2-message) to the 
associated coordinator of the outermost coupled model. 
Those messages are passed down the hierarchy tree 
depicted in Figure 2. References to all hybrid atomic 
simulation objects (aSimObj) as well as direct refer-
ences to all continuous state variables contained (cSc) 
are returned. Furthermore, direct links between continu-
ous output and input variables are established by inter-
preting the coupling relations. This linking information 
is written back to atomic simulation objects with the z2-
message. 

The behavior of atomic models containing continu-
ous variables resembles either Moore automata 

ccc YS →:λ  or Mealy automata cccc YXS →×:λ . 

Depending on the type of atomic models to which the 
continuous variables belong, the references to the atom-
ic simulation objects in aSimObj are divided into two 
groups in a first step. As the next task, inside of the 
mealy group, references need to be sorted based on 
interdependencies. The sorted reference vectors with 
objects of mealy and moore type are passed to the ODE 
wrapper function.  
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The ODE wrapper function is handed over as the 

closed representation of all continuous model parts to 
the ODE solver. Via the references to the atomic simu-
lation objects the hybrid atomic model functions cλ , f  

and sec  can be called by the ODE wrapper. For each 

integration step the ODE wrapper calls the continuous 
output functions cλ  and the rate of change functions f  

of all hybrid atomic subcomponents referenced in vector 
aSimObj to calculate continuous outputs and deriva-
tives. Additionally, the state event condition function 

sec  of each subcomponent referenced in aSimObj is 

evaluated to check for state events of continuous values 
that may have occurred. The ODE wrapper distin-
guishes between the calls of cλ  and f  or the call of 

sec  by evaluating the flag parameter. 

The continuous cycle is iterated as long as either the 
next discrete internal event becomes imminent or the 
cycle is interrupted by a state event. If the ODE solver 
returns a state event, an se-message is passed down the 
tree to find out which atomic subcomponent is affected. 
The simulator of this atomic then calls the associated 
state event transition function stateδ . Based on the time 

for next internal discrete event returned by the se-
message, the root coordinator decides whether to start a 
discrete or a continuous phase next. 

A prototype of an advanced PDEVS simulation en-
vironment including the wrapper algorithms sketched 
out has been implemented in the SCE Matlab. It could 
be proven that, except the ode15i for fully implicit 
differential equations, the entire set of ODE solvers 
provided by the SCE Matlab, including variable-step 
solvers as e.g. ode45 and implicit solvers as e.g. 
ode15s, can be used without modifications for simulat-
ing hybrid PDEVS systems with structure variability. A 
consistent separation of model definitions and numerical 
solver algorithms is also ensured. 

3 Quantized State Systems 
Zeigler and Lee defined Quantized Systems (QSS) and 
their representation in conjunction with DEVS models 
in the 90ies [11]. The QSS method was improved by 
Kofman and Junco [5] and offers a completely new 
innovative approach to numerically solve differential 
equations.  

This approach does not need to be implemented 
within DEVS necessarily, but it is closely connected to 
this formalism from the beginning. In contrast to con-
ventional methods for numerically calculating differen-
tial equations, time is not discretized within the QSS 
method, but the states. That point in time is calculated 
where the continuous state variable has changed more 
than a certain quantum D .  

 
According to [12] the QSS method is applicable to 

any category of differential equation systems. Based on 
selected examples, in [7] Kofman compares solutions 
obtained by the QSS methods QSS1 and QSS2 with 
solutions calculated by conventional ODE solvers of the 
commercial SCE Matlab/Simulink. For the examples 
studied, he states a considerably better performance of 
the QSS solutions. The basic approach of the QSS 
method is introduced below with references to the ad-
vanced QSS methods. 

3.1 QSS1 

For one ordinary differential equation given as 
))(()( txftx =  Nutaro [13] specifies the following 

simulation algorithm, which is independent of the 
DEVS formalism: 
 

  0←t  
  0xx ←  

  while terminating condition not fulfilled 
print xt,  

if 0)( =xf  then 

∞←h  
else 

)(xf
Dh ←  

end if 
if ∞=h  then 

stop simulation 
       else 

htt +←  
))(sgn( xfDxx ∗+←  

end if 
  end while 
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D  is the value of the quantum. The step size h  is 

variable and depends on the rate of change ))(( txf . 

Thus, h  defines the time interval after which the sys-
tem’s state variable x  has changed by D . The state 
values x  result as the sum of the start value 0x  and a 
multiple k  of the quantum D . Thereby, the discrete 
character of the approximatively calculated state varia-
ble becomes apparent.  

If not just one differential equation ))(()( txftx =  

but a system of differential equations ))(()( txftx =  
is computed, the derivatives of all state variables de-
pendent on ix  need to be recalculated at time 

ii xx ht + . 

This modus operandi basically remains the same – also 
for the advanced QSS algorithms. 

3.2 Advanced QSS Algorithms 
[6, 7] introduce a wide variety of advanced QSS meth-
ods. Second order QSS (QSS2) applies a different quan-
tization (First Order Quantizer) to the continuous state 
variables. The quantized state variable is not constant 
between two integration steps as it is for QSS1 but fol-
lows a linear function. Thereby, the number of event 
times required for computing a differential equation 
system is reduced.  

Furthermore, there are several implicit QSS meth-
ods. The Backward QSS (BQSS) method is designed 
especially for stiff systems. A combination of BQSS 
and QSS the Centered QSS (CQSS) is suitable for com-
putating permanently oscillating systems. The Linearly 
Implicit QSS (LIQSS) are an enhancement of BQSS. 

3.3 QSS in DEVS 
To permit computation of differential equation systems 
using QSS in a DEVS environment, the QSS algorithms 
(QSS integrators) need to be mapped to atomic DEVS 
models. As far as model design is concerned, this means 
that one integrator and thus one atomic DEVS are re-
quired for each continuous state variable. Detailed spec-
ifications for DEVS-based QSS integrators are pub-
lished in [5, 12, and 13]. Furthermore, each differential 
equation needs to be mapped to a separate atomic 
DEVS model.  

The consequence of this approach is a rather com-
plex model structure. Figure 3 illustrates the basic mod-
el structure of a DEVS model for simulating a differen-
tial equation system with two interconnected state vari-

ables using the QSS1 method. The atomic DEVS of a 
differential equation in the case of QSS1 employment 
receives the quantized variables iq  as external events 

from the associated QSS1 integrators. The extδ  and ta  

functions of the atomic DEVS of the ODE then generate 
an instantaneous internal event. Thus, its output func-
tion λ  is immediately executed and computes the actu-

al rate of change value ix  and sends it as an output 

event iy  to the connected atomic DEVS coding the 

QSS integrator. 

 
Figure 3. DEVS model structure of a differential equation 

system with two state variables and associated  
QSS1 integrators. 

Figure 4 shows the basic DEVS model structure of the 
same ODE system as it needs to be designed, if you aim 
to use the QSS2 method for computation. According to 
that not only the atomic DEVS models of the QSS inte-
grators have to be exchanged. The atomic DEVS speci-
fying the differential equations need to be adapted, too. 
It is essential that the atomic DEVS of the differential 
equations and the atomic DEVS of the QSS integrators 
are attuned to one another.  

 
Figure 4. DEVS model structure of a differential equation 

system with two state variables and associated  
QSS2 integrators. 
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Hence, before specifying the atomic DEVS models 

for the differential equations it needs to be known which 
QSS method will be used for computation [12]. At this 
point it becomes clear that there is no strict separation 
between model description and numerical processing for 
the QSS method. 

 
The discussed examples are pure continuous sys-

tems. But of course, the quantization of the continuous 
variables and the discrete event-oriented computation 
allows a seamless specification of hybrid systems too. 
Event detection and localization functionality has to be 
implemented in atomic DEVS of the QSS integrators or 
added as separate atomic DEVS models to the system. 
The model structure information is kept during simula-
tion runtime.  

 
For software engineering practice, purpose-made 

templates of e.g. atomic DEVS models for specification 
of differential equations can be stored in a model li-
brary. The modeler simply takes a template file and 
adapts the concrete algorithm for the derivative in the 
output function. QSS method specific integrators can be 
stored in the model library as predefined atomic DEVS 
models as well. Here, the user can apply those methods 
without detailed knowledge of the QSS algorithms.  

 

An example of a DEVS-based model library and 
simulation environment that offers support for QSS 
based hybrid models is the PowerDEVS software suite 
by E. Kofman [14], which is integrated into the freely 
available SCE Scilab [15]. 

4 Qualitative Comparison 
A key aspect of the comparison subsumed in Table 1 is 
the quality of integration of the DEVS formalism for 
hybrid systems into a SCE like Matlab and the resulting 
potential for engineering application area from user’s 
point of view. Both approaches ensure structure infor-
mation of the modular hierarchical model during 
runtime is completely conserved and are therefore both 
suited for computating structure variable problems in 
engineering applications. 

The QSS approach incorporates the numerical inte-
gration algorithms directly into the model description. 
Model components specifying the differential equations 
cannot be implemented independently from the integra-
tion algorithms the analyst has chosen. In contrast, the 
wrapper concept is based on a strict separation of model 
and solution algorithm. Furthermore, the wrapper con-
cept allows the straight, unadapted use of the estab-
lished ODE solvers provided by the selected SCE.  

. 
 Wrapper Concept Quantized State Systems 

Preservation of structure 
information yes yes 

Computation of continuous 
solution at simulator level at model level 

Adapted DEVS simulator 
algorithms 

yes no 

Usage of established numeri-
cal integration algorithms 

yes no 

Event detection and  
localization 

yes (performed by ODE solver) yes (bounded to quant. level) 

Model complexity lower higher 

Reusability of models yes yes 

Reality equivalence of models very high high 

Numerical characteristics not studied not studied 

Runtime / performance not studied not studied 
 

Table 1. Application oriented comparison of two hybrid DEVS approaches. 



  C Deatu et al.    A Qualitative Comparison of Two Hybrid DEVS Approaches 

   SNE 22(1) – 4/2012 23 

T N 
With the wrapper concept and its prototypal imple-

mentation for MATLAB, using varying solvers to exe-
cute the same hybrid model is effortless. As all Matlab 
ODE solvers, except the ode15i for fully implicit dif-
ferential equations, function with the same interface - 
just one line of code within the root coordinator has to 
be modified. 

Due to the fact that the wrapper concept requires 
separate data structures, additional messages and an 
interface to the ODE solver, extended DEVS simulator 
algorithms need to be implemented. In contrast, QSS 
models can be computed by the standard DEVS simula-
tor algorithms. 

Event detection and localization is an essential task 
in hybrid system simulation. The wrapper concept dele-
gates this task to the ODE solvers of the SCE, while, if 
following the QSS approach, the atomic models of QSS 
integrators either need to be extended or additional 
atomic DEVS models for event detection and localiza-
tion have to be added to the model. Event detection and 
localization are not integral capabilities of QSS integra-
tion algorithms but can be implemented as extensions to 
handle events within the bounds of quantization levels. 

Continuous model parts designed for computation 
following the QSS approach consist of at least two 
atomic models per state variable: One atomic DEVS to 
specify the differential equation and another atomic 
DEVS implementing the QSS integration algorithm.  

The wrapper concept allows more than one continu-
ous state variable per atomic DEVS model to be de-
fined. Moreover, additional discrete functionality can be 
added to the same atomic DEVS model. Hence, model 
structure of models following the wrapper concept ap-
pears to be more compact. Model complexity of QSS 
models compared to models following the wrapper 
concept increases unavoidably since integration algo-
rithms and event detection and localization methods 
become part of the model. 

However, both methods provide an excellent setting 
for the modeling and simulating hybrid systems whose 
modular hierarchical structure may change during simu-
lation runtime. Modeling problems of this type is elabo-
rate and difficult to impossible using standard simula-
tion tools in SCEs such as the toolboxes Simulink and 
SimEvents for the SCE Matlab. 

Reusability of models defined once is given for both 
approaches. The modular hierarchical characteristic of 
the DEVS formalism supports this feature per se. 

 

In discrete event modeling and simulation for engi-
neering applications as e.g. modeling of manufacturing 
systems, it is common practice to represent objects of 
the real world, e.g. work pieces, as entities [16]. One 
single atomic hybrid DEVS according to the wrapper 
concept can represent such an entity, including its entire 
discrete event behavior, and its continuous dynamic 
behavior. Modeling the same characteristics using the 
QSS approach requires more than one atomic DEVS. 

The wrapper concept has benefits with respect to the 
degree of reality equivalence of the models over the 
QSS approach. For the wrapper concept one work piece 
can be represented by one atomic DEVS model. Thus, 
one element in the model equates one element in reality. 
To improve reality equivalence for QSS models, the 
multiple atomic DEVS components needed to model 
one work piece could be combined to become a coupled 
DEVS model. In this case, an 1-to-1-mapping is 
achieved from the user perspective. 
Detailed studies regarding numerical aspects, perfor-
mance and runtime of both approaches within a SCE 
have not yet been carried out. 

5 Summary 
Both approaches offer the potential to make the DEVS 
formalism for modeling and simulation of hybrid modu-
lar hierarchical systems accessible to engineers and 
support them in modeling and simulating their hybrid 
engineering applications more effectively. From an 
academic point of view, the wrapper concept and QSS 
both lead to comparable, correct results. But today, the 
DEVS formalism and the QSS method are fairly un-
known in the engineering community and are rarely 
applied to real engineering problems.  

Especially for the QSS approach this may be caused 
by the fact that people like to continue using tools and 
algorithms with which they have been familiar for years 
and intuitively refuse to use unknown concepts. An 
engineer who is familiar with traditional integration 
algorithms could maybe be convinced more easily to try 
out the wrapper approach in which he only has to study 
one new concept, namely the DEVS theory. 

The main benefits of the wrapper concept are the in-
tegration of established numerical integration methods 
as they are familiar to engineers, and the consequent 
separation of the model from the simulation or rather 
integration algorithms.  
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The QSS approach is a methodically new approach. 

It allows the further use of the existing DEVS simula-
tion algorithms for computation of models of hybrid 
systems. The lack of acceptance for the QSS approach 
among engineers is probably also related to the lack of 
available implementations of the integration algorithms 
for commercial SCEs like Matlab. Presently, QSS im-
plementations such as the PowerDEVS suite [14] are 
only available for the non-commercial SCE Scilab or 
implemented as libraries for other simulation environ-
ments such as ModelicaDEVS [17]. Acceptance of the 
DEVS formalism itself as well as the acceptance of the 
QSS method or the wrapper concept is obviously linked 
to the availability of adequate tools. 
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Abstract.  Computer simulation can contribute important 
insights into different areas of archaeology as an addition 
to traditional experimental methods used to find answers 
for certain questions arising from archaeological findings, 
e.g. how tools were used or simply why things were the 
way they were. In a cooperative project between the Nat-
ural History Museum Vienna and the Vienna University of 
Technology, questions regarding prehistoric physical sys-
tems are analyzed. These systems originate from archaeo-
logical investigations on the prehistoric salt mines in Hall-
statt (Austria) in the Bronze Age.  
Three case studies are presented in this article. The first 
example studies different designs of rope pull systems 
used to hoist the broken salt from the mining halls 
through shafts to the surface. In the second task, bronze 
picks for breaking the salt are investigated using dynamic 
simulation. The third and last task presents some calcula-
tions regarding illumination and air consumption in the 
mining halls. The simulations allow comparison of differ-
ent scenarios, help falsifying propositions and gain 
knowledge in certain aspects regarding technical equip-
ment and working conditions in the prehistoric salt mines 
in Hallstatt. 

Introduction 
The prehistoric salt mines of Hallstatt in Austria are 
subject of great interest for archaeologists, not only for 
their technological aspects, but also for their complex 
economic structure. Salt mining activities are dated to 
1458-1245 B.C. in the Bronze Age [1]. 

A large amount of archaeological findings of tech-
nical equipment and organic materials (timber, wooden 
tools, strings of bast, fur etc.) and the perfect conditions 
of preservation in the mines due to the conserving prop-
erties of salt allow for a reconstruction of the working 
process in the mines [2].  

 

Archaeologists develop a technological reconstruc-
tion in form of a mental model (see Figure 1). This 
mental model suggests that mining was organized in an 
efficient, nearly industrial manner with highly special-
ized tools. Salt was mined in underground mining 
chambers using special bronze picks. The broken salt 
was collected in buckets and carried to the vertical shaft 
where it was hoisted to the surface using a wool sack or 
cloth attached to a linden bast rope.  

The high degree of specialization and functionality 
observable on certain tools and the design for high effi-
ciency suggest that the workforce had highly specialized 
knowledge in mining technology and infrastructural 
processes [2]. 

This mental model raises further questions, which 
need to be formalized and are typically investigated in 
experiments using reconstructions of prehistoric tools 
and utilities. As a new approach, computer simulation 
can also help to gain knowledge about technological 
issues and quantitatively compare different possibilities. 
Results of this work (experiments and simulation) and 
their interpretation then allow archaeologists to make 
conclusions about the technological concept and togeth-
er with new excavation findings update their mental 
model leading to an iterative process. This process is 
visualized in Figure 2. 

As part of a collaboration between the Natural His-
tory Museum Vienna and the Vienna University of 
Technology, several questions from this mental model 
regarding technical equipment and utilities in the Hall-
statt salt mines are formalized and investigated using 
software tools for modelling and simulation of physical 
systems. Different scenarios are considered and compar-
isons are quantified in order to be able to evaluate the 
different possibilities regarding their plausibility and 
eligibility. 
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1 Rope Pull Systems 

Rope pull systems were used to hoist the broken salt 
from the mining halls through shafts to the surface [2] 
(see Figure 3). While there are archaeological findings 
of bast ropes and other appliances, there are still some 
matters regarding the construction, length and arrange-
ment of the rope pull systems at issue. 

To estimate and compare the time and strength re-
quirements for transporting the salt, various options are  
analyzed using simulation models. For example, we 
compare two variants of the rope design, an open and a 
closed version, depicted in Figure 4.  

An important issue also concerns modelling of the 
rope guide, for which we consider two possibilities, one 
with sliding friction on a log and one with return pulley. 

Archaeological 
findings 

Mental model 

Simulation 
Results 

Interpretation,
   update 

         Questions,     
  formalization       

Figure 1. Impression of a Bronze Age mining hall as reconstructed for the Christian v. Tusch-Werk in Hallstatt (© D. Gröbner, 
H. Reschreiter, NHM Vienna). The workers used special bronze picks to break the salt. The salt pieces were then collected  

in buckets and carried to a vertical shaft where it was hoisted to the surface using a rope pull system.  
Burning woodchips served as illumination in the underground mining halls. 

Figure 2. Iterative process for adapting the mental model. 
New archaeological findings provide information. Questions 
arising from the mental model are formalized and mapped 
into a computer model. Simulation then generates results 

for different scenarios, which are interpreted and allow 
conclusions for the mental model (© A. Rausch,  

D. Gröbner, H. Reschreiter, NHM Vienna). 
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Figure 3. Schematic reconstruction of the mining halls and 
shaft structure with rope pull systems (© D. Gröbner, H. 

Reschreiter, NHM Vienna). 
 

 
Figure 4. Different design options for the rope pull system 
with closed rope (left) or open rope (right). The schematic 

also shows two possibilities for the rope guide: sliding friction 
on a log (left) and rotating return pulley (right). 

1.1 Rope Guide on a Log 
Considering simple balance of forces according to Fig-
ure 4 taking into account mass of the rope on both sides 
(  and , resp.) and forces of inertia leads to 

  
(1)

with the external force , predefined acceleration 
 (see equation (4)), acceleration of gravity  and 

mass of the salt bags . The coulomb friction force 
 is given as 

 . 
(2)

The expression in square brackets denotes the total 
normal force on the log. For the friction coefficient , 
we define the following expression depending on the 
rope velocity , also visualized in Figure 5. 

(3)

with a coulomb friction coefficient , breakaway fric-
tion coefficient , viscous friction coefficient  and 
coefficient . This friction model takes into account 
sticking friction at velocities near zero ( ) as well as 
viscous friction at high velocities (  

 

 
Figure 5. Model of the friction coefficient  with sticking and 
viscous components for parameters , brk , 

 and . 
 

In order to determine the force necessary for hoisting 
the salt to the surface, the proposed model receives the 
desired velocity over time as input signal and calculates 
the necessary external force . One possible input 
signal is depicted in Figure 6. It shows a smooth nearly 
periodic signal (due to alternating pull of a single per-
son) with global upward trend. 
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Figure 6. Possible input signal  with smooth progression 

and global upward trend. 
 

The external force can then be calculated using equa-
tions (1), (2) and (3) and the time derivative 

 (4)

of the input velocity. For an open rope, the mass  
of the rope on the right side of the log depends on the 
current position , 

 (5)

with the assumed density  and starting 
mass , and therefore decreases over time 
according to 

 (6)

with given input velocity. If the rope is closed (see Fig-
ure 4 left), then the mass  is constant 

 (7)

In both cases (open and closed rope), the mass  on 
the left side is assumed constant, also with 

 (8)

The mass of one bag of salt is assumed to be about 
 which corresponds to a volume of . For the 

value of , one or more bags of salt are considered, 

 (9)

with the number of bags . 
Evaluation of a simulation using the presented equa-

tions implemented in MATLAB and parameters 
,  for example for a greased log 

( , brk ) provide the results given in 
Figure 7. The results show a total duration of about  
to hoist one bag of salt over a height of , maximum 
external force is about . The height  pulsates 
due to the periodic velocity (see Figure 6). 

 

 
Figure 7. Simulation results for a greased log with open rope 

and , . 
 

Similar investigations for different shaft heights  as 
well as different number of bags lead to the results pre-
sented in Figure 8. It shows that each additional bag of 
salt adds about  to the external force, which is 
more than the own weight because of additional friction. 

 

 
Figure 8. Maximum external force  for the scenario with log 
for different shaft heights  and different number of bags . 

1.2 Rope Guide with Rotating Return Pulley 
Using a return pulley with outer Radius  and axle 
radius  instead of a static log adds terms for pulley 
mass  and inertia  to equations (1) and (2), thus, 
with regard to Figure 4, resulting in the equations 

 ,  
(10)
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 .  
(11)

Different values can be considered for the parameters of 
the pulley depending on its material (wood, bronze, 
etc.). For a pulley made of wood we get for example the 
following parameters: 

 m,   m,   kg, 
kgm2,  ,  brk . 

(12)

As a simulation result, maximum required external force 
 for the scenario with return pulley and different val-

ues for shaft height  and number of bags  is presented 
in Figure 9. Comparison with Figure 8 shows significant 
reduced force requirement due to lower friction. 

Figure 10 compares force input between the version 
with open rope and with closed rope (i.e. where both 
ends are connected). Since the moving mass is constant 
for the variant with closed rope, the required force is 
also constant in average, whereas in the other case the 
average decreases steadily over time. A closed rope 
enables more uniform distribution of the rope mass and 
therefore requires less external force. 

 

 
Figure 9.  Maximum external force  for the scenario with 

return pulley for different shaft height  and different  
number of bags . 

 
In summary the simulation results show significant 
force requirement for the model with sliding friction, 
especially because of the high mass of the rope. This is 
also the reason for limitations regarding the maximum 
allowed shaft height. 

 

 
Figure 10. External force  over time for the scenario with 

return pulley and both variants of rope design. 
 

With the presented equations it is also possible to 
provide the external force  as an input signal and 
calculate resulting velocity  and position  over 
time. This is still ongoing work and will be investigated 
in further studies. 

2 Bronze Picks 
Archaeologists know from excavation findings that the 
salt was mined using bronze picks with wooden handle 
[2] (see Figure 11 left). Highly interesting is the unusual 
shape of these picks with a typical angle between the 
shaft and tip of about 55 to 75 degrees. It is believed 
that this particular shape was adapted to the specific 
working conditions in the Hallstatt mines, especially 
since no similar devices have been found at other at 
archaeological sites. The small angle does not allow 
typical circular hacking motion, which is why it is not 
yet completely clear exactly how such a pick was used. 

Modelling the pick as a rigid body system (Figure 11 
right) allows dynamic simulation and evaluating possi-
ble movement scenarios and comparisons regarding 
acceleration and reaction forces. 

Different usage of the pick can be considered, e.g. 
breaking the salt on the wall or on the floor, different 
grip points, using one or two hands, etc. Figure 12 
shows a visualization of a wall impact as an example 
scenario presented in this article. 

An object-oriented modelling approach for mechani-
cal rigid multibody systems (in our case using 
MATLAB/SimMechanics [3]) allows quick and intui-
tive structured model development using predefined 
components. Dynamic and constraint equations are 
generated, sorted and processed for numeric simulation 
automatically by the software, allowing easy adaption to 
different scenarios, e.g. forward or inverse dynamics. 
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Figure 11. Left: Reconstructed Bronze Age pick (© A. Rausch, 

NHM Vienna). Right: Rigid body model of the pick in 
MATLAB/SimMechanics. 

 

 
Figure 12. Visualization of an example scenario, where the 

pick breaks salt off a wall located at  m. 
 
Figure 13 depicts the rigid body model for the pick 
developed in MATLAB/SimMechanics. Two phases are 
considered: 

• During free motion (block ‘Acceleration’), the pick 
accelerates along a fixed trajectory. 

• When collision with the wall is detected, the actua-
tion switches to the block ‘Collision’, and the body 
decelerates until it comes to a stop. 
 

The pick has three degrees of freedom - two translation-
al (  and ) and one rotational ( , along the -axis). 
Sensor elements allow measuring acceleration as well as 
reaction forces. 

Movement trajectories are obtained by geometrical 
considerations like shown in Figure 14. Several points 
are defined along a trajectory of the tool tip depending 
on the range of motion for a human. Taking into ac-
count the time relation, this trajectory also determines 
velocity and acceleration behaviour. Coordinates for 
one example trajectory are presented in Figure 15.  

 

 
Figure 13.  Rigid body model for the bronze pick in 

MATLAB/SimMechanics. Motion actuation is switched  
between two states: During free motion (block  
‘Acceleration’), movement is restricted along a  
predefined trajectory. After the impact, the tip  
decelerates until standstill (block ‘Collision’). 

Special focus has to be put on the angle in which the 
tool tip hits the wall. In order to use the tool effectively 
(this results from the shape of the tip), the impact angle 
is required to be  

 (13)

 

 
Figure 14. Trajectory for movement of the tool tip and reac-

tion forces   and . 
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Figure 15.  - and -coordinates over time for an  

example trajectory. 
 

Using this geometry data as well as mass and inertia 
calculations for shaft and tip, the rigid body model can 
be set up. Simulation provided by inverse dynamics 
features of the simulator then calculates for example 
reaction forces ( , ) on the tool tip, see Figure 16. 

 

 
Figure 16.  Reaction forces in - and -direction on the tool 

tip as a simulation result for the presented scenario. 
 At , the impact on the wall occurs leading 

 to a peak in the vertical force. 
 

Other scenarios like mining the salt on horizontal or 
inclined surfaces are also currently investigated. How-
ever, it already shows that mining on the floor seems 
more exhausting, requires more energy and is therefore 
less efficient than mining on the wall. 

3 Woodchip Flame, Lighting and Air 
Consumption 

During mining, burning sticks of wood served as the 
only illumination in the mining halls (see also Figure 1). 
Burnt down woodchips were found during excavation in 
large quantities [2]. 

 

The resulting light intensity depending on the num-
ber of burning woodchips can be estimated using a 
uniform arrangement shown in Figure 17. The flame of 
a burning woodchip is comparable to a flame of a burn-
ing candle, therefore we assume a light intensity for 
each flame of  

 cd  (14)

 
Figure 17. Uniform arrangement of burning woodchips (  in 

length,  in width) in a rectangular mining hall. 

Local minimum illumination occurs at points of maxi-
mum distance to the light sources (for example point  
in Figure 17). For such a point, the distance  to 
each woodchip can be calculated: 

 (15)

and the sum over all positions leads to the total illumi-
nance 

 (16)

For different densities of woodchips in length and 
width, 

 (17)

calculation results are shown in Figure 18. 

 
Figure 18. Calculation results for illumination for different 

densities of woodchips in length and width. 
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Furthermore, some static calculations help estimat-

ing the oxygen consumption of the flames, which, in 
addition to the oxygen demand of the workers, give 
information about the necessary air ventilation. For the 
air consumption of a person doing heavy labour, we 
assume a typical value of 

m3

h
 (18)

at  percentage of oxygen in the air. A typical 
woodchip made of fir wood consumes about 

 (19)

of oxygen during burning. Altogether, this data leads to 
the following formula for the total air consumption: 

 (20)

with the number of workers , total number of wood-
chips  (  and burning time  of a wood-
chip. Figure 19 depicts calculation results for different 
parameter values. 

This air consumption represents the minimum nec-
essary air exchange in the mining halls for a certain 
illumination in order to keep the oxygen level constant.  

Future work will focus on fluid simulations for the 
air distribution in the underground mining halls and 
shaft system in order to determine possible air change 
rates and - combined with the results above - quantify 
limitations regarding maximum number of workers in 
the mining halls.  

 

 
Figure 19. Calculation results for air consumption  

for different number of woodchips, 
 burning time  and workers . 

 

4 Conclusion 
The presented simulations provide quantitative results 
for different scenarios and experiments in order to as-
sess their plausibility. Even though the results may not 
produce many definitive answers for archaeologists, it 
still allows falsifying certain propositions and thus re-
stricts the total set of possibilities. 

Therefore, modelling and simulation concludes to be 
a useful tool in experimental archaeology which can be 
nicely combined with physical experiments (a method 
which is quite common in archaeology) in order to ob-
tain data input and parameter values for the simulation. 

The calculations and simulation results are visual-
ized graphically. Their evaluation and interpretation 
helps archaeologists gain knowledge about transport 
mechanisms and working conditions in the prehistoric 
salt mines in Hallstatt and in conclusion adapt and re-
fine the mental models in an iterative process. 

New object-oriented modelling approaches for phys-
ical systems enable the user to develop modular models 
in a structural manner, which can easily be adapted to 
different scenarios. 
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Abstract.  Energy optimization in production plants is at 
present a very current topic. In this context, the research 
project INFO deals with a comprehensive simulation of 
production halls with all micro- and macrostructures, in 
order to be able to make qualified predictions about the 
efficiency of different energy saving measures. An im-
portant sub-range of this research concerns modelling and 
simulation of machine tools, two parts of which will be 
presented in this article. 
The first part focuses on general multi-domain modelling 
of an actual machine tool. An object-oriented modelling 
approach allows combining electrical, mechanical as well 
as thermal aspects in a structural manner. Combined top-
down and bottom-up modelling techniques with increas-
ing level of detail identify the degree of modelling effort 
necessary or sufficient for certain applications and simu-
lating certain scenarios. Future work plans to validate the 
simulation results against measurement data obtained 
from machine tests with the lathe. 
The second part concentrates on the thermal coupling of 
the machine tool components with the environment. For 
that we selected a specific area of a machine tool, i.e. a 
linear guiding device with drive motor. In a first step the 
thermal behavior is studied and in a further step we con-
sider the heat transfer and other effects on the environ-
ment. For this, the room around these tools is discretised 
in thermal compartments, which can also affect each 
other. The object-oriented modelling approach allows 
refining the discretisation easily, so that effects of a higher 
resolution can be studied too.  

Introduction 
The research project INFO (supported by the Austrian 
Research Promotion Agency (FFG)) [1] pursues the 
primary goal to increase energy efficiency in production 

plants by considering various disciplines of energy tech-
nology, production technology and building design in a 
comprehensive approach [2]. Qualified and customized 
predictions and recommendations about the efficiency 
of different energy saving measures can be made using 
comprehensive simulation models of the production 
plant including all relevant micro- and macro-structures 
and therefore identify potential savings in manufactur-
ing plants. 

Due to the size of the project and the various aspects 
that are considered, the project is highly interdiscipli-
nary. This makes it necessary to gather experts from 
many different fields, e.g. engineering, thermodynamics 
or building simulation, who build the models specific 
for their field of research using specific approaches and 
spezialized simulation tools. The different partial mod-
els are then combined to an overall simulation. 

One interesting topic in the context of the project is 
to look at machine tools from an energetic point of view 
including power consumption and heat emission [3]. 
There are two main reasons this topic is interesting with 
regard to a comprehensive simulation: 

First, the size of the resulting model makes it neces-
sary to study the level of detail in which the individual 
parts can be modelled and if it makes sense to have 
partial models in a very high resolution. Therefor the 
first part of this study deals with multi-domain simula-
tion model of a machine tool that is modelled in three 
levels of deatail and analysed regarding simulation time 
and numerical stability. 

Second, the behaviour and the time scales of the 
models are very different, so it is essential to study the 
possibilities on how to couple the different model parts. 
To analyse the problems that occur because of these 
aspects a part of a machine tool, a linear guiding device, 
and a room model are considered for the second part of 
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this study. In order to consider only effects that occur 
due to the coupling of the two model parts, the partial 
models themselves are kept on a rather low level of 
detail. 

The new object-oriented modelling approach applied 
in both parts of this study (called Physical Modelling) is 
designed for modelling and simulation of physical sys-
tems in various domains and has proven its worth over 
the last years. Not only does this approach make the 
modelling process simpler, faster and more intuative, 
the models are also more modular allowing the user to 
easily refine the structure by adding new components in 
a structural manner. 

Since there are a number of software tools available 
for Physical Modelling in multi-domain applications, 
choosing two different tools for our implementations 
(i.e. MATLAB / SimscapeTM [4] and MapleSim [7] in 
our case) allow comparisons regarding numerical per-
formance, suitability and usage.  

1 Multi-Domain Modelling of a 
Turning Lathe 

In our study of modeling and simulation of machine 
tools, we consider not only electric drive components 
and mechanical elements, but we are also interested in 
the waste heat developing in different places. In order to 
be able to validate the model against actual measure-
ment data, we attempt to recreate an actual turning 
lathe, which is provided by the Institute for Production 
Engineering and Laser Technology from the Vienna 
University of Technology. Although the considered 
machine tool is rather simple compared to others, it 
provides sufficient possibilities for our investigations. 
There are three main drivelines: 

• Main drive: Main motor, gear belt drive, spindle with 
chuck and workpiece 

• Longitudinal feed (z-axis): Servomotor, leadscrew 
drive and slide holding the cross feed 

• Cross feed (x-axis): Servomotor, leadscrew drive, 
cross-slide with tool holder and cutting tool 
 

The main drive sets the workpiece into rotation, longi-
tudinal and cross feed drives allow positioning the tool 
in z- and x-direction (axial and radial to the workpiece), 
see Figure 1 During machining, the cutting tool pene-
trates the workpiece and removes material in form of a 
chip during relative motion.  

The cutting energy is mostly converted into thermal 
energy. All three drivelines receive their electric power 
from an inverter, which is simplified as ideal voltage 
source. 

 

 
Figure 1. The three axes of the lathe: Spindle for driving  

the workpiece, longitudinal and cross feed for  
positioning the tool in the z- and x-direction. 

The model is implemented step by step with gradually 
increasing level of detail allowing to identify  numerical 
boundaries of our simulation. On the other hand we can 
also show what degree of modelling effort is necessary 
or sufficient for certain applications, where significant 
changes in the simulation results are to be seen and 
which simulation scenarios are possible and reasonable. 
The next section presents the first of the developed 
models and afterwards some simulation results are 
shown. 

1.1 Modelling 
The first overall model is relatively simple, but already 
contains the main mechanical and electrical components 
of the main drive as well as the slides for automatic feed 
and infeed. The system is implemented in MATLAB / 
Simscape. Figure 2 shows the model part for the main 
drive with asynchronous motor, electrical control, volt-
age supply, gear belt drive, friction components and 
mechanical loads. The basic structure of the drive is 
easy to see which is helpful for further model adjust-
ments, therefore pointing out one of the advantages of 
this object-oriented modelling approach.  

The asynchronous motor as well as the servo motors 
for the remaining drives of the lathe and some of the 
basic mechanical components like gear belt drive, lead 
screw and linear bearings are modelled as Simscape 
components using the Simscape Language [5] with 
parameters extracted from available data sheets.  



   M Rößler et al.    Object-Oriented Modelling for Energy-efficient Production 

   SNE 22(1) – 4/2012 35 

T N 

A code fragment of this implementation for the 
asynchronous machine is shown in Listing 1. It imple-
ments common formulas for this electric drive in nor-
malized space vector description. 
 
component AsynchronousMachine 
(...) 
parameters (Access = public, Hidden = true) 

M=2/3*[1,-1/2,-1/2;0,sqrt(3)/2,sqrt(3)/2]; 
end 
equations 
(...) 

us'== M*[u1; u2; u3]; is'==M*[i1; i2; i3]; 
i1+i2+i3==0; 
%Standardized equations for squirrel cage ASM 
Us == is*rs + psis.der/Omegaref el; 
ur == ir*rr + psir.der/Omegaref el... 

-[-psir(2),psir(1)]*omegam; 
psis == ls*is + ls*(1-sigma)*ir; 
psir == ls*(1-sigma)*(is+ir); 
ur == [0, 0]; 
%Torque equation 
mr == is(2)*psir(1)-is(1)*psir(2); 

end 

Listings 1. Code fragment of asynchronous machine 
model in Simscape Language. 

 
Existing Simscape blocks from the Simscape foundation 
library [6] complete the model with components for 
inertia, friction and sensor blocks for measuring state 
variables.  

During the machining process, the cutting force generates 
an additional torque on the motor, which is calculated 
externally using common formulas and parameters [8]. 

Further parts of the overall model include similar 
drivetrains for both slides for automatic feed and infeed. 
In order to keep the first model simple, motor control, 
power electronics and thermal aspects are not yet taken 
into account. Instead, an ideal 3-phase voltage source 
directly provides appropriate voltage signals with varia-
ble frequency and amplitude controlled by external 
signals. This however limits possible simulation scenar-
ios, for example only cases with constant motor speed 
can be considered. 

1.2 Simulation Results 
As output of this model, the results of a basic simulation 
run with the lathe are presented in Figure 3 It shows 
spindle speed, feed speed and cross-slide position dur-
ing a single longitudinal machining process, also 
sketched in Figure 4. The process starts with the run-up 
of the main spindle, slide and cross-slide ar initialized 
with appropriate speed. When the cutting tool hits the 
workpiece (at about  s), cutting an feed forces set in 
causing disturbances in speed and displacement. Since 
there is no feedback motor control, the remaining devia-
tion has to be accepted for this simple model. After the 
cutting tool has left the workpiece at time  s and a 
run-out length of  mm, main spindle and slide decel-
erate between  s and  s until they come to a stop. 
 

Figure 2. Main drive of the turning lathe model with power supply, electric control, asynchronous motor,  
gear belt drive, load and cutting force (over both columns). 
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For energy investigations, Figure 5 depicts the total 

power consumption for the described machining pro-
cess. It stands out that the apparent power is exception-
ally high during the acceleration phase of the main drive 
resulting from the simplified motor model and control. 
 

 
Figure 3. Simulation results of a basic simulation run:  

Spindle speed (top), slide speed (middle) and cross 
-slide position (bottom). 

 
Figure 4. Schematic of the simulation run shown in Figure 3. 

2 Thermal Coupling with the 
Environment 

For the second part the thermal coupling of a machine 
tool with its environment shall be analyzed. In a first 
step two partial models are built. The first one is a mod-
el of a simple part of a machine tool, namely a linear 
guiding device, depicted in Figure 6, which is also pro-
vided by the   Institute for Production Engineering and 
Laser Technology like the turning lathe from the first 
part of this study. 

The second one is a model of the environment sur-
rounding the machine, which is realized as a compart-
ment model, a sketch of the discretization of the room 
can be seen in Figure 7.  

 

It also depicts the machine that serves as a heat 
source for the room and is located in two different com-
partments, allowing it to distinguish between different 
heatsources within the machine, e.g. the electrical and 
the mechanical parts. 

 

 
Figure 5. Total power consumption for all drives during 

 the presented simulation run. 
 

 
Figure 6. Test setup for the linear guiding device which 

 is to be modelled. 
 

 
Figure 7. Schematic view of the discretisation and the two 
heat sources representing different parts of the machine. 

2.1 Modelling 
The linear guiding device as depicted in Figure 6 con-
sists of a permanent magnet DC motor, a gear belt, a 
thread bar and the cart, where the mass is attached. In 
the model The motor is represented by a DC Permanent 
Magnet Motor block. For the gear belt, the gear ratio is 
modelled by a gear, the elasticity by a linear spring and 
the friction by a translational friction component.  
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The thread bar is modelled through its inertia and 

lead. Furthermore, the friction between the cart, the 
thread bar and the sliding mass are being taken into ac-
count. All components are from the Modelica Standard 
Library [9] and the model is implemented using MapleS-
im [7]. Figure 8 shows the model of the machine tool. 

 
Figure 8. MapleSim model of the linear guiding device with 

blocks from the Modelica Standard Library. 
 
For this first model, the source for the motor has a 

constant voltage, but it is planned that in further imple-
mentations measurement data will be incorporated. The 
parameters for the parts of the linear guiding device are 
taken from data sheets. For the model of the environ-
ment a room with the proportions 20m x 10m x 6m is 
assumed. In a first step, this room is discretised with 
eight compartments of equal volume, at first only two-
dimensional for reasons of simplicity as can be seen in 
Figure 7. The modularity of the model structure sug-
gests the usage of a single component that describes the 
whole compartment, which is depicted in Figure 9.  

For the model several assumptions are made to keep 
it simple. First of all, the walls of the room are perfectly 
isolated, that means there is no heat exchange between 
the wall and the air. The only mechanism of heat ex-
change between the compartments is conductance, so 
there is no convection and the transfer is only permitted 
to adjacent compartments. Furthermore, the machine is 
the only source of heat in the room. For the parameters 
of the air, namely the density, specific heat capacity and 
thermal conductivity, we used typical values [10]. All 
parameters are assumed to be constant with a reference 
temperature of 20 °C. 

The overall room model is depicted in Figure 10. It 
shows the modular structure of the model and the simi-
larities to the schematics in Figure 7. The compartments 
are all equal in size, which is 5m x 5m x 6m and they 
are only horicontally and vertically connected, which 
respects the model assumption of the direction of the 
heat flow. On the bottom of the model there are two 
heat sources representing two different discretised part 
of the machine, which emit heat (motor, friction). 

 
Figure 9. Single Compartment of room model in MapleSim. 

  
Figure 10. Thermal model of the discretised environment 

with eight compartments, two heat sources and  
conductive heat transfer. 

2.2 Simulation Results 
As mentioned before a constant voltage source was used 
for the first simulation runs of the linear guiding device. 
As a result the linear transalation of the sliding mass in 
shown in Figure 11. 

The results are somewhat realistic in the way that 
you can see the run-up of the motor and the linear char-
acteristics of the model in steady state.  

The simulation of the room model starts with a run-
ning machine (i.e. it emits heat) and an initial tempera-
ture of 20 °C in all compartments. The machine runs for 
an hour, where the two different sources constantly emit 
a certain amount of heat. After that, the machine is 
turned off and is cooling down during the next four 
hours, cf. Figure 12. Figure 13 shows the development 
of the temperature in each compartment. 

One can observe that the biggest increase of tempera-
ture is in the compartment with the stronger heat source. 
The compartments adjacent to it have an observable in-
crease of temperature after a short time and the compart-
ments further away are heating up much slower.  
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Figure 11. Acceleration and linear translation of the sliding 

mass over time. 
 

 
Figure 12. Heat emission of the two different sources  

over time. 
 

 

 
Figure 13. Temperatures in the different compartments  

over time. 
 

There is also a little difference between the trajecto-
ry of the compartment with the lesser heat source in it 
and the other compartments without a heatsource, but 
the amount of emitted heat is too low to make an signif-
icant impact. Furthermore it can be seen, that the tem-
peratures in the compartments are approaching a steady 
state, where the temperature is equal for all compart-
ments.   

 

3 Summary and Conclusion 
The object-oriented modelling approach is confirmed to 
be a suitable tool for multi-domain modelling and ther-
mal considerations of machine tools resulting in modu-
lar models, which can easily be modified and refined. 

However, simulations show that the models are 
comparatively complex with a larger amount of equa-
tions compared to classical equation-oriented modelling 
which leads to less efficient numerical simulations re-
sulting in higher computation times. Especially multi-
domain applications usually lead to stiff equation sys-
tems that require additional effort during simulation. 

4 Outlook 
Future work regarding the studies shown in this paper 
will focus on refinement of the models, e.g. for detailed 
investigation of thermal aspects of the machine tool, and 
on the coupling of the models that have been presented. 
For model validation it is planned to obtain measure-
ment data from the turning lathe as well as the linear 
guiding device and compare these measurements with 
corresponding results from the simulation. 
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Abstract.  Every third death in developed countries is 
caused by cardiac diseases, which are the number one 
cause of death. Duration and dynamic changes of certain 
intervals of the ECG are well established indicators in the 
diagnosis of cardiac diseases. Furthermore, several agen-
cies require the assessment of the effect of newly devel-
oped drugs on the QT interval. 
Automated measurement and annotation of the ECG 
shows numerous advantages over manual methods, there-
fore the long term aim is to develop an all-in-one device 
for data acquisition and ECG analysis. The development 
process is conducted in different stages, whereas the first 
step and short term aim described in this paper consists of 
creating algorithms in MATLAB® and validating them 
against ECG signals manually annotated by medical ex-
perts. This early stage is followed by porting all algorithms 
to the aimed platform and finally by hardware-in-the-loop 
simulations coupling the measurement hardware with the 
MATLAB® model. 
The presented algorithm detects R peaks based on the 
signals amplitude and first derivative as well as RR inter-
vals. False positive detections due to artifacts are prevent-
ed by analyzing the signal’s local statistic characteristics. 
These intermediate results are automatically classified to 
distinguish normal heartbeats from potential premature 
ventricular contractions. QRS complexes, P and T waves 
are detected by their first derivative for each class of 
heartbeats and are separately refined for each detected 
heartbeat. 
The algorithm has been verified against four PhysioNet 
databases and achieved a sensitivity of 98.5% and a posi-
tive predictive value of 98.3%, respectively.  
These results are promising, but further work is still re-
quired to implement the algorithm on an embedded sys-
tem to build an easy to use all-in-one device. 

Introduction 
Every third death in the United States and actually near-
ly every second one in Europe is caused by cardiovascu-
lar diseases [1, 2]. Their main forms are coronary heart 
diseases, causing nearly half of all deaths caused by 
cardiovascular diseases. Coronary heart diseases are the 
most and second most common cause of death in Eu-
rope and the United States, respectively [1, 2]. 

 
Figure 1. Schematic representation of a normal heartbeat and 

its features seen on ECG (modified from [3]). 

Electrocardiography (ECG) is a widespread, non-
invasive and painless technique to measure physiologic 
activity and pathologic changes of the myocardium. As 
shown in Figure 1, the tracing of one heartbeat consists 
of a P wave (atrial depolarization), a QRS complex 
(ventricular depolarization) and a T wave (ventricular 
repolarization). Several well-defined segments and 
intervals between these features are well established 
indicators in the diagnosis of cardiac diseases, most 
notably the PR interval (from the onset of the P wave to 
the onset of the QRS complex) and the QT interval 
(from the onset of the QRS complex to the offset of the 
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T wave). In addition, some non-antiarrhythmic drugs 
may have the undesired property of prolonging the QT 
interval, therefore several agencies and national regula-
tors require the assessment of this effect in newly de-
veloped drugs [4]. Automated methods for measurement 
and annotation of the ECG offer several advantages 
over manuals ones, such as immunity to observer relat-
ed errors and operator fatigue, higher accuracy in re-
peated measurements and faster or more extensive test-
ing at lower cost. 

In the last decades, a lot of ECG analysis methods 
have been presented. Especially the rapid development 
of powerful computing hardware led to a widespread 
application of software ECG annotation algorithms in 
the last 30 years. Despite the usage of many different 
approaches such as signal derivatives [5], digital filters, 
wavelets [6] and neural networks, most methods focus 
only on the detection of the QRS complex [7]. Other 
software algorithms extend existing QRS detectors with 
the evaluation of QT intervals [8, 9] or P waves [6], but 
these methods are only suitable for offline ECG analy-
sis. This paper presents an algorithm combining some of 
these methods and adopting them for online (real time) 
measurements. 

1 Development Process 
To facilitate the use of full automatic ECG annotation, 
the aim is to develop an all-in-one-device for ECG ac-
quisition and analysis. As Figure 2 shows, the process 
of development is conducted in several stages, starting 
with offline prototyping and verification using 
MATLAB®, followed by porting the algorithm to an 
embedded system and finally performing hardware-in-
the-loop simulations to validate the functionality. 

 
Figure 2. Overview of the development process. 

MATLAB®, a numerical computing software devel-
oped by MathWorks™, allows easy matrix and vector 
manipulations and can interface with other program-
ming languages including C. These properties make 
MATLAB® the ideal choice for rapid development of 
signal processing algorithms intended to be used on 

digital signal processors. Besides, based on its scripting 
features, it allows the automation of the verification 
process. The developed algorithm has been verified 
against ECG signals manually annotated by medical 
experts from different PhysioNet databases [10, 11]. 

After its successful validation, the algorithm is port-
ed to an embedded system containing a digital signal 
processor. Embedded MATLAB®, a subset of the 
MATLAB® language, supports efficient code genera-
tion for deployment for embedded systems and there-
fore is the optimal choice for this task. 

Finally the embedded system is validated using a 
hardware-in-the-loop simulation. In this step, the final 
system is ready to use, but instead of measuring ECGs 
in real subjects, they will be simulated using a signal 
generator controlled by MATLAB®. A hardware-in-
the-loop simulation allows the reproduction of previous-
ly annotated signals and hence an efficient verification 
of the results as well as a validation of the final device. 

2 Measurement Algorithm 
R peaks are the most prominent feature in ECG tracings. 
Thus they can be used as reference point for further 
features and are a good choice to start detection with. 
The measurement algorithm continuously tries to detect 
them based on the signal amplitude and its first deriva-
tive [5]. Local statistics of the signal are evaluated to 
distinguish correctly detected R peaks from artifacts 
caused by movements of the subject. Once an R peak is 
found a classification is applied in real time to separate 
normal QRS complexes from potential premature ven-
tricular contractions. Creating templates by averaging 
the signals reduces noise and allows a more accurate 
detection of all further features. Subsequently, QRS on- 
and offset are detected based on the signal’s local am-
plitude. T and P waves as well as their on- and offsets 
are derived based on their first derivatives [9]. QRS on- 
and offset as well as all parts of T and P waves are pri-
marily detected in the template of their respective class. 
The actual signal is only used for local refinement. 

To detect R peaks, a feature signal is continuously 
calculated as follows: 
• Calculate the first discrete derivative Dt of the signal St 

 (1)

• Evaluate the amplitudes SAt of St and DAt of Dt with-
in a moving window (w = 60 ms) 
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 (2)

 (3)

• Combine SAt and DAt 

 (4)

• Calculate feature signal FSt within a moving window 
(w = 100 ms) 

 (5)

• Use the mean value of the last 2 seconds of FSt as 
threshold Tht (w = 2 s) 

 (6)

Figure 3 shows three different ECG signals (containing 
noise and small artifacts; high T wave; sudden subject 
motion) with their corresponding feature signals. The 
feature signal is robust regarding noise, small artifacts 
and prominent T waves, but does respond to sudden 
motion of the subject. 

 
Figure 3. Differently shaped ECG signals with their  
corresponding response of the feature signal FSt  
(equation 5) and its threshold Tht (equation 6). 

Whenever the feature signal exceeds the threshold, the 
following statistic criterions have to be fulfilled. Other-
wise the detected part of the signal is interpreted as an 
artifact: 

• Standard deviation  within the last 400 ms 

 (7)

• Kurtosis 2 within the last 2.5 seconds 

 (8)

Within each region containing an R peak, differences 
between local minima and maxima are calculated. The 
maximum with the highest difference to its surrounding 
minima is chosen as the exact position of the R peak. If 
more than two R peaks have already been detected, a 
template is built by averaging them. The correlation 
between the newly detected R peak and the template is 
computed as similarity measure and has to exceed a 
predefined threshold. Otherwise the R peak is discarded. 

To avoid not detecting potentially missed or wrongly 
discarded R peaks, the intervals between two consecu-
tive R peaks (RR interval) are calculated. If one RR 
interval exceeds 1.8 times the previous ones, the section 
between those R peaks is searched again with lower 
thresholds. 

Classification of the R peaks is performed in real 
time. The ECG signal at each R peak ± 0.5 seconds is 
compared to a predefined number of classes using corre-
lation and is assigned to its most similar class. If classes 
among each other correlate better than with the current 
R peak, these classes are merged and a new class is 
created from the current signal. This approach results in 
dynamically evolving classes, continuously enhancing 
with the duration of the measurement. 

To reduce noise, templates are created by averaging 
each class and are used for the detection of all subse-
quent features (QRS on- and offset, P and T wave as 
well as their on- and offsets). Only a local refinement is 
performed using the original signal. 

 
To detect the onset of the QRS complex, an interval 

of 150 ms straight before the R peak of the template is 
analyzed as follows: 

• Calculate the amplitudes TAt and TDAt of the tem-
plate Tt and its first discrete derivate within a moving 
window (w = 30 ms) 

 (9)

 (10)

• Calculate a threshold TT and TD for the amplitudes 
TAt and TDAt 
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 (11)

 
(12)

with c1 and c2 being predefined constants. 
• The point closest to the R peak, where TAt is below 

TT or TDAt is below TD is marked as reference for 
the QRS onset. 

• The exact QRS onset is found within a 40 ms region 
prior to the reference point at the closest extremum to 
the R peak in the original signal. If no extremum is 
present, the point with the lowest slope is considered 
to be the QRS onset. 

The computation of the QRS offset is very similar to the 
onset, with two exceptions: 
• In order to annotate prolonged QRS complexes cor-

rectly, the analyzed interval is chosen larger. 
• In equation (9) and (10), window w is 60 ms. 

The peak of the T wave is detected by a special ‘wings’ 
function W as described by Christov and Simova [9] as 
follows: 

 (13)

 (14)

 (15)

The ‘wings’ function is applied to the template Tt be-
tween the previously detected QRS offset and the end of 
the template (0.5 seconds after the R peak). As shown in 
Figure 4, the position of the minimum of the ‘wings’ 
function represents the peak of the T wave, regardless of 
the polarization of the T wave. Subsequently, the posi-
tion of the peak of the T wave is refined using the origi-
nal signal by finding a local minimum or maximum, 
depending on the wave’s polarization. 

 
Figure 4. Top: Different T waves (left: positive T wave, right: 
negative T wave). Bottom: corresponding 'wings' function. 

The part of the template between QRS offset and T 
peak is searched for the closest extremum to the T peak, 
which is used as reference point for T onset. If no ex-
tremum is present, the point with the flattest slope is 
used instead. Like the T peak, the T onset is refined by 
finding a local extremum in the original signal. In some 
cases, especially in ECG traces showing prolonged 
duration of the QRS complex, T wave and QRS com-
plex overlap. In this case, no reasonable T onset point 
can be found, even not by medical experts. This condi-
tion leads to detection of the T onset straight before the 
T peak, allowing easy recognition. In this case, no T 
onset will be annotated at all. 

The detection of the T offset is performed in a simi-
lar manner between the T peak and the end of the tem-
plate (0.5 seconds after the R peak). 

To detect the peak of the P wave, the interval be-
tween the preceding T offset and the current QRS onset 
is evaluated in the template by a slightly altered ‘wings’ 
function (equation 13, 14, 15) which responds just to 
positive peaks. Again, the peak is located at the mini-
mum of the ‘wings’ function. P onset and P offset are 
found in the same way as T onset and T offset. 

Due to very small amplitude or high noise level, the 
P wave in some ECG recordings is indiscernible. To 
prevent the algorithm from false detections, the ampli-
tude of the P wave (derived as difference in voltage 
between the P peak and the mean of P onset and P off-
set) has to exceed a certain fraction of the amplitude of 
the QRS complex, otherwise no P wave (peak, onset 
and offset) is detected at all. 

3 Results 
PhysioNet databases are a collection of recordings of 
different physiological modalities such as electroen-
cephalogram, electrocardiogram, blood pressure, respi-
ration and others. Depending on their objective, several 
databases contain different kinds of annotations [10, 
11]. Hence, annotations done by medical experts can be 
used to verify automated algorithms. The following 
databases have been chosen for the verification of the 
algorithm presented in this paper due to a wide range of 
different ECG signals as well as a reasonable amount of 
expert annotations: 
• QT Database, created to evaluate algorithms detect-

ing the QT interval [12]. 
• AF Termination Challenge Database, designed to be 

used in ‘Computers in Cardiology Challenge 2004’. 
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• MIT-BIH Arrhythmia Database, test material for 

evaluation of arrhythmia detectors. 
• Fantasia Database, originally used for testing auto-

mated arrhythmia detection [13]. 
The presented algorithm was tested against all four 
databases with respect to the detection rate of QRS 
complexes. The American National Standards Institute 
(ANSI) essentially recommends two parameters for the 
evaluation of the detection rate [14]: the sensitivity Se 

 (16)

and the positive predictive value PPV 

 (17)

where TP is the number of true positive, FN the number 
of false negative and FP the number of false positive 
detections. 

A sensitivity of 98.5% and a positive predictive val-
ue of 98.3% were achieved in the verification of the 
detection rate. Time differences between detected and 
corresponding annotated points of the QT database are 
shown in Table 1. Durations of the PR interval, the QRS 
complex and the QT interval were calculated from the 
results of the algorithm and the expert annotations, 
respectively. The differences between the results of the 
algorithm and the annotations are shown in Figure 5 as 
Bland-Altman diagrams [15]. Mean and standard devia-
tion of these differences are -1.1 ± 19.9 ms for the PR 
interval, 3.6 ± 16.5 ms for the QRS complex and -4.8 ± 
35.3 ms for the QT interval. These results are satisfying 
and match existing offline algorithms [7, 8, 16]. 

 
 Algorithm-expert 

deviation 
Inter-expert devia-
tion 

Feature Mean Std Mean Std 

P onset 2.3 ms 23.8 ms * * 

P peak 0.5 ms 22.2 ms * * 

P offset - 0.3 ms 27.2 ms * * 

QRS onset 0.5 ms 10.2 ms 3.8 ms 14.2 ms 

R peak - 9.1 ms 14.4 ms 0.1 ms 2.4 ms 

QRS offset 4.3 ms 12.5 ms 2.7 ms 17.0 ms 

T onset 10.8 ms 63.0 ms 9.5 ms 44.9 ms 

T peak - 3.3 ms 33.1 ms 3.5 ms 30.0 ms 

T offset - 4.2 ms 38.8 ms 5.8 ms 39.9 ms 

Table 1: Means and standard deviations of differences in time 
between annotated and detected points as well as between 

different expert annotations. (* Annotated by one expert only). 

 
 

 
Figure 5. Bland-Altman diagrams comparing the duration of 
certain intervals derived from expert annotations with the 

results of the algorithm. Top left: PR interval. Top right:  
QRS complex. Bottom: QT interval. 

4 Discussion and Conclusion 
In most cases, the average deviations shown in Table 1 
are in the range of the sampling interval of 4 ms, sug-
gesting an insignificant error. The standard deviations of 
the differences between algorithm results and expert 
annotations also match with those of inter-expert anno-
tations. Reflecting the uncertainty regarding the exact 
position of these features among experts, these results 
suggest that the presented algorithm performs approxi-
mately as well as humans. 
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The two outliers in Table 1, R peak and T onset, are 

partially arising from bad or unusual annotations in the 
QT Database. R peaks are sometimes annotated at nega-
tive peaks within the QRS complex, whereas they ought 
to be positive by definition. The position of the T onset 
point is often ambiguous due to overlapping of the T 
wave with the QRS complex. This fact is also reflected 
by the high standard deviation of the inter-expert devia-
tions. Nevertheless, even unambiguous T onset points 
often have not been annotated in the QT database, mak-
ing reasonable comparison with the algorithm difficult. 

Bland-Altman diagrams comparing the annotated 
and calculated durations of the PR interval, the QRS 
complex and the QT interval in Figure 5 do not show 
any trends and thus do not suggest any methodical error. 
Their means and standard deviations are in the same 
range as those in Table 1 and therefore do not show any 
abnormalities. 

The results of the offline verification process are 
promising. Further work is required to implement the 
algorithm on an embedded system and run hardware-in-
the-loop simulations for validation in order to build an 
all-in-one device for ECG measurement with real time 
annotation. 
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Abstract.  In this paper we will evaluate approaches to the 
simulation of DAE of higher order under real-time condi-
tions. Some of these approaches are new variants of well-
known methods. For the purpose of evaluation we used, 
for example, explicit multistep methods with and without 
subsequent inexact projection, and BDF approaches under 
real-time termination conditions. The Hardware in the 
loop (HIL) Simulation requires plant models which can be 
simulated under hard real-time conditions. Thus the com-
bination of DAE and real-time simulation is very interest-
ing for model-based generation of plant models because 
the socalled hybrid differential algebraic equations 
(HDAE), see e.g. [11] Appendix C, are the mathematical 
foundation of modeling languages such as Modelica and 
Simscape. So beyond the numerical properties of a tech-
nique we will watch out wherever they are suitable for 
model-based code generation. 

Introduction 
The modeling process takes place on several levels of 
abstraction: In a certain way, the top level is the least 
abstract because on this level one can still deal with the 
real object, which is set by reality. The real object 
serves as a model for the ‘physical model’. This process 
is based on physical simplification: Geometrical details 
and effects, e.g. temperature dependency, need to be ne-
glected. The mathematical representation of this physi-
cal model is now the ‘mathematical model’. This math-
ematical model is taken to construct a numerical model. 
The model finally gained is then used in simulation 
studies.  
Modelica tools or Simscape give the modeler an oppor-
tunity to design the plan model primarily on the physi-
cal level and not on the mathematical one. Latter one is 
carried out with the help of modeling tools such as Sim-
ulink or by directly coding the model to C/C++. 

 
 

If these model based code generation tools were 
used in a perfect world, there would be only little need 
for the modeler to bother about the mathematical level.  

On the numerical level there would be no bother at 
all. Unfortunately this is not the case up to now. Model-
ers still need a lot of knowledge about all levels of mod-
eling, including the numerical level. This is particularly 
true for real-time simulation.  

The purpose of this paper is to improve this type of 
simulation by evaluating and adapting established 
methods for real-time use case. It is well known that the 
numerical simulation of DAE with a high index requires 
a high level of effort and care. As part of an automatic 
code generation from physical models some approaches 
in the literature are hard to apply, if at all. The reason is 
that they require more knowledge than a DAE system 
without modeling-context can provide to a code genera-
tion software. Even with more data about the context the 
skills how to treat the system are hardly capable to be 
set in todays software expert systems. Beyond this in 
some techniques, e.g. Baumgarte's method, parameters 
depend on the discretization and used integration method. 

This has already been pointed out by Ascher et al. 
[1] and seems to be still state of the art for modern 
simulation tools, see [14]. In consequence, we do e.g. 
not consider Baumgarte's method in this paper because 
it seems impossible up to now to choose an optimal set 
of parameters automatically for such a general use case. 
Neither do we consider approaches limited to special ap-
plication areas such as mechanical models because we are 
looking for general approaches to multi-physical tools. 

1 Real-time Requirements - Test Case 
Performance must be defined with respect to whether 
there are real-time requirements or not. Most numerical 
simulations are carried-out without real-time require-
ments.  
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In such cases ‘performance’ means that the simula-

tion is completed as quickly as possible. This goal is 
frequently followed by means of continually or tempo-
rarily large time steps. The latter are the outcome of 
adaptive techniques. On the one hand, a time step of t 
=1e-3 seconds is in most simulations considered to be 
abnormally small. Hence, it would only be used in an 
emergency for a limited number of time steps. On the 
other hand, t =1e-3 seconds is the typical time step 
size of a HIL simulation with hard real-time require-
ments.  

Hence, it is fairly reasonable to explore whether 
techniques, generally considered as inefficient in the lit-
erature, may perform well in real-time simulation. In the 
context of many approaches this question has not been 
answered yet because real-time simulation gains only 
little attention in numerical research. Even less attention 
is paid to high index DAE in this context. For example, 
explicit Runge-Kutta approaches combined with projec-
tion methods are often regarded to be quite efficient 
techniques in the field of differential algebraic equations 
with a high index (see e.g. Hairer et. al. [7]). But the 
used Runge-Kutta style solver DOPRI5 is unsuitable for 
real-time simulation, even if it is the basis of the 
MATLAB and Simulink solver ode45 and so nearly an 
industrial standard because as an adaptive solver it is 
designed to achieve accuracy and stability by chosen 
variable time steps sizes.  

We can therefore summarize that we are looking for 
approaches with fixed time step. The CPU costs per 
time step must be predictable, and the technique must 
meet high requirements with respect to stability and ac-
curacy. 

As test case we are going to use the Lagrangian for-
mulation of a mathematical pendulum with a mass and a 
line length of one. 

 

 
 

We take this set of equations because it is a straightfor-
ward standard example of an index 3 problem, which is, 
for instance, discussed in [2], [7], [5]. So there are plen-
ty of data available for. In order to compare the results 
with [5] and to obtain an exact period of 2, we choose 
g=13.7503716373294544.  
 

The initial conditions are x = 1, y = 0, u = 0 and v = 
0. It is well known (e.g. [7] p. 454ff) that this index-3 
formulation can be transferred to index-1 or index-0 
formulation by repeatedly differentiating the algebraic 
constraint and replace it by one of its derivatives. 
 

index = 3  

index = 2  

index = 1  

index = 0 
  

As we can see, it is in the index-1 formulation easy to 
express lambda out of the other values: 

 

In other words, no matter if we choose to use an index-1 
integrator such as IDA or a standard ODE integrator 
like CVODE - both are part of the Sundial software col-
lection [8].  

Generally it makes sense to stop at an index-1 for-
mulation, as long as the formulation can be transformed 
into a form that is compatible to an ODE. But first we 
should explain why the way most Modelica tools deal 
with these kinds of equations seems to be unsuitable for 
for real-time purposes.. 

2 Considered and Adapted Techniques 

2.1 Simulation using the Pantelides Algorithm and 
Dummy Derivatives 

Most Modelica tools use a mixture of the dummy deriv-
atives approach [10] with the Pantelides Algorithm [12], 
which was designed to initialize DAE. The resulting al-
gorithm is described by Cellier and Kofman (see [2]). 
One reason for using it might be that it leads to a 
straightforward code generation that can be used with 
standard ODE integrators.  

The discussion by Cellier and Kofman ([2], chapter 
7.8) e.g. shows some problems that occur when this al-
gorithm is applied to the index-3 formulation of the 
pendulum.  
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To cut a long story short: it fails completely, no mat-

ter if it is combined with techniques like inline- or 
mixed-mode integration. 

One may argue, as Cellier and Kofman do, that a 
smart modeler should use the following index-1 formu-
lation to describe the pendulum. 

 

 

On the one hand, this represents a fairly sensible strate-
gy and on the other hand, this means that we limit our 
options in the fields of library and model construction. 
Furthermore, we postulate that users are able to identify 
the point at which the differential index of a formulation 
rises especially in a more complex and connected mod-
el. Relying on the skilled modeler with deep knowledge 
in all modeling levels seems to be inappropriate. This is 
particularly true when the objective lies in the model-
based generation of a software from a mathematical or 
physical modelling level.  

However, not all hope is lost because the Pantelides 
variant from [2] can handle this, at least for considerable 
number of problems, using a technique known from 
Dymola as ‘dymanic state selection’. In the context of 
real-time simulation this workaround is associated with 
a number of drawbacks. In the very instance in which a 
state-switch becomes necessary, a multiple of the origi-
nal CPU time is needed per time step. In general, this 
causes an overrun in the real-time simulation. Let us re-
capitulate that predictability of CPU-time is critical for 
real-time simulation. Otherwise we would always have 
to calculate our resources for the biggest possible CPU 
resource need during the simulation. Another point to be 
made is that this Pantelides variant is not fully theoreti-
cally understood.  

For example: For a while a lot of people thought that 
the structural index used by the Pantelides algorithm is 
+/-1 the same as the differential index of the numerical 
theory, but Reissig, Martinson and Barton manage to 
demonstrate (see [13]) that in some cases an equation of 
a differential index 1 may have an arbitrarily high struc-
tural index. 

Now it is proved that the Pantelides algorithm might 
transform a totally harmless set of equations into an un-
suitable appearance.  

 

So in fact, the Pantelides algorithm and its variants - 
with or without dummy derivatives - are no silver bul-
lets for higher index problems. Thus, it seems that the 
real-time simulation of DAE with higher index calls in 
for alternatives. We assume that they are already on the 
market but have not yet been modified for the use under 
real-time conditions. For this reason we will examine 
approaches and present slight modifications for real-
time simulation in the following section. 

2.2 Integration of the Index-1 Formulation with 
Multistep Method 

So now we use the Index-1/Index-0 formulation with 
standard ODE-Solvers. 

 

 

A lot of people associate real-time and HIL with the ex-
plicit Euler algorithm. One reason for this might be that 
it is easy to generate code with an embedded explicit 
Euler from Simulink using the RTW. Unfortunately, the 
results for stiff systems are often devastating, as Fig-
ure 1 shows. 

As a consequence, ‘.. for physical models, Math-
Works recommends implicit solvers, such as ode14x, 
...’, [9], or to switch for a better performance to local 
approaches. In this approach the local solver is by de-
fault the implicit Euler, in other words BDF(1). So 
maybe the implicit Euler is an approach for our ODE 
above? In the numerical community it is quite well 
known that it is not.  

 
Figure 1. y-coordinate of the pendulum computed with 

 the explicit Euler algorithm t = 0.001. 
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Figure 2. BDF(1), drift effect in y-coordinate  

with t = 6:25e-5. 
The implicit Euler is afflicted with the drift effect 

(see Figure 2), and unstable for this problem. But there 
are numerous alternatives with fixed timestep size. 
 
Adams-Bashforth Methods. The failure experienced 
when using the Euler does not mean that all explicit 
methods fail. Multi-step methods like the Adams-
Bashforth Methods, see e.g. [6] p. 357f. or [2] p. 122f. 
for details, share a number of features that we require: 
Firstly CPU costs are low, just one evaluation of the 
given right side f, and secondly one can achieve high 
accuracy if the solution is smooth enough. In general the 
third order is a good compromise between stability and 
accuracy. So we try 
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The advantage of multi-step methods lies in the use of 
the history of the simulation. A minor drawback might 
be the start phase. At the first time step there obviously 
is no simulation history to rely on. For this reason we 
have two major strategies: We start with an order 1 ap-
proach for the first time step, next perform an order 2 
approach and then continue the simulation with the or-
der 3.  

Unfortunately, one loses some accuracy in this start-
ing phase because of the two steps with lower order. To 
minimize this effect one should split the first step into 
three smaller ones. For a real-time simulation this prob-
ably results in an overrun in the first time step, but on 
most HIL-Systems one overrun in the first time step is 
no problem (see e.g [4]).  

 

The other strategy is to assume that the initial situa-
tion has endured for a longer period of time, hence cre-
ating an artifuiial history. For our example this means 
x(-2 t) = x(- t) = x(0) = 1 ; y((-2 t) = y(- t)  = y(0) = 0 
and u(-2 t) = u(- t) = u(0) = 0 ; v(-2 t) = v(- t) = v(0) 
= 0. In other situations, however, its not physical. In 
other words, it cannot be generalized. The reason why 
we use it is to avoid initialization effects for the numeri-
cal test. 

 
Backward Differentiation Formulas. Backward Differ-
entiation Formulas, for a detailed description see [7] p. 
246ff. or [2] p. 128ff., are in contrast to Adams-
Bashforth Methods implicit linear multistep methods. 
These methods are particularly suitable for solving stiff 
differential equations. Our ODEs generated out of DAE 
are very often fairly stiff, so they seem to be a natural 
approach.  

However, the use of implicit methods is objectiona-
ble because they seem to undermine the predictability of 
CPU resources. They would iterate until a given error 
boundary is reached. Knowing this, we use a fairly 
widespread approach to make the algorithm predictable. 
We limit the number of Newton-iterations. The Number 
of Newton iterations needed to fulfill a given limit of er-
ror depends, of course, both on the initial value and on 
the problem as a given, unchangeable factor. If we take 
the value from the last time step as the initial value for 
the next time step, it becomes clear that a smaller time 
step size leads to better initial values.  

In our test case with time step size t =1e-3 the av-
erage number of Newton iterations per time step to 
achieve a residual smaller than 1e-10 is 2. Because of its 
good mixture of stability and accuracy we choose the 
BDF(3) scheme. 
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For the initial values back in time we use the same ap-
proach as for the Adams-Bashforth Methods. Higher or-
der BDF methods have good properties concerning 
DAE of low order index anyway. That is one reason 
why they are the basis of the DAE-Index-1-solver 
DASSL. Therefore it makes sense to test them for our 
transformed index-1 problem.  
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The first challenge is: Can we avoid a drift effect us-

ing the typical HIL time step size? As you can see from 
the table in section 4 the approach looks very stable. 

3 An Inexact Projection Approach 
Concerning stability, numerical literature identifies a re-
sidual risk in the restrictive application of high order 
BDF or Adams-Bashforth methods to high order DAE. 

Maybe the typical small time step sizes in real-time 
simulation save our necks but we would like to explore 
whether stability can be improved by projection tech-
niques (see e. g. [7], p. 470ff.). Unfortunately, the meth-
ods applied to this problem generally make use of in-
formation that an automatic code generator often does 
not have.  

The process of embedding these data is quite 
diffcult. The successful application of these approaches, 
e.g. discussed in the paper [5], to a huge set of equa-
tions, which are not sorted by application domain, de-
rived from a multi-physical tool such as Modelica tools, 
seems very unlikely at this moment. It seems easier to 
use a technique based on the concept of dealing with 
high order DAE by using overdetermined approaches 
(see e.g. [7] p. 477ff.). In this case one just assembles all 
the equations that arise during the generation of the in-
dex-1- formulation. This leads to a set of equations, 
containing more equations than degrees of freedom. In 
our test case this will look like this: 

 

 

This analytical problem is in actual fact not overdeter-
mined because we can find a solution, so that the resid-
ual is zero. The set of equations can be solved exactly. 
But we need to discretize these equations to simulate 
them. We do that using the BDF approach which leads to 
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and similar expressions for the other derivatives. The re-
sult is a discrete system which cannot be solved exactly.  
 

 
 

However, this is not our goal anyway. We will per-
form only a very limited number of iterations of a kind 
of Gauss - Newton algorithm. The result is an inexact 
projection approach. 

4 Results 
We can easily compare the results at t = 100 because we 
know that the period of the solution is 2. There we de-
fine 

 
and 

 
.  
In Table 1, in the column Newton - Steps the first sum-
mand is the number of steps per time step for the BDF 
part and the second for the inexact projection. Beyond 
this, we compute a reference solution based on the for-
mulation presented in section 2.1.  

The reference solution is computed by ode15s. The 
parameter ‘RelTol’ is set to 1e-12 and ‘AbsTol’ to 1e-
14. The goal of this reference solution is to give us a 
feeling for the global error and its development. In Fig-
ure 3 we can see the difference between the Adams-
Bashforth(3) followed by a single inexact projection 
step.  

In Figure 4 the same is displayed for the BDF(3), 
with only one single newton step followed by a single 
inexact projection step. Both seems to be very stable. 
While the implicit approach performs better for t = 100, 
as one can see from the table above, the Adams-
Bashforth(3) variant seems altogether preferable. 

 

 
Figure 3. y-coordinate: Comparison Adams-Bash.(3)  

+ projection approach, t = 0.00025 with ode15s. 
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Figure 4. y-coordinate: Comparison Inexact BDF(3)  
+ projection approach, t = 0.00025 with ode15s. 

The BDF (3), however, seems to be more stable when it 
is used in a long term test with a maximum duration of 
one hour. Its tendency to run out of phase is more pro-
nounced as in the case of the BDF(3), which generally 
steals a bit of system energy. Beyond this we see that 
the inexact approach with only one newton step and one 
projection step per time step performs very well for 
these typical HIL time step sizes.  

Moreover it shows very good reduction rates near 
the third order in time. We also tried to increase the per-
formance or accuracy of the BDF approach by precondi-
tioning it with the result of the Adams-Bashforth meth-
od, but this did not work well.  

In general both the explicit and the implicit approach 
are improved applying a single projection step using 
over-determinated system. 

 

5 Proposal for a Parallel Real-time 
Algorithm 

Our survey demonstrates that a high order BDF or Ad-
ams-Bashforth approach combined with a single projec-
tion step is the best technique for the problem class dis-
cussed in this paper. Wherever we use an explicit or an 
implicit approach we need at least to assemble a Jacobi 
matrix and factorize it into a QR- or a LU-form, resp. 

If we performed an assembling and a decomposition 
in every iteration step this would probably be hard to 
achieve in 1ms real-time. Thus, we intend to turn to a 
simplified Newton approach as described, for instance 
in [3] p. 52ff. 

However, the shift to a simplified Newton approach 
will not lead to a real-time compatible technique. Be-
yond this one has to use the power of current multicore 
architectures also that tend to be the standard for HILs 
as well. With four cores it is possible to keep all I/O and 
OS aspects on one core, e.g. Core4, and use the remain-
ing three cores for the computation. The basic architec-
ture is displayed in Figure 5. As a result, the Jacobi ma-
trix is only updated in the simplified Newton approach 
if the computation is finished. This procedure results in 
an algorithm whose turnaround is highly predictable 
time in real-time simulation. 

 
 

 
 

Figure 5. Tasks in a Parallel Real-time approach. 
 
 



  J Frochte    Evaluation and Adaption of DAE Techniques for HIL 

   SNE 22(1) – 4/2012 51 

T N 

Method Newton 
Steps 

Pro- 
jection 

t or 
Tol x y RES ERR 

Results achieved with the methods discussed 

BDF(3) 2 + 0 No  t = 1e-3 1.8e-5 5.8e-6 3.7e-5 6.2e-5 

Precond-BDF3 1 + 0 No  t = 1e-3 2.2e-5 1.2e-5 4.5e-5 8.0e-5 

Precond-BDF3 1 + 3 Yes  t = 1e-3 1.1e-9 4.4e-5 2.8e-10 4.4e-5 

Precond-BDF3 1 + 3 Yes  t = 5e-4 2.6e-11 5.8e-6 1.7e-11 5.8e-6 

BDF(3) 1 + 0 No  t = 1e-3 6.4e-5 7.6e-5 1.2e-4 2.7e-4 

BDF(3) 1 + 0 No  t = 5e-4 9.4e-6 1.1e-5 1.8e-5 3.9e-5 

BDF(3) 1 + 0 No  t = 2.5e-4 4.2e-6 5.7e-6 8.5e-6 1.8e-5 

Adams-Bash.(3) 0 + 0 No  t = 1e-3 2.1e-5 1.1e-5 4.2e-5 7.5e-5 

Adams-Bash.(3) 0 + 0 No  t = 5e-4 2.6e-6 9.6e-7 5.3e-6 8.9e-6 

Adams-Bash.(3) 0 + 0 No  t = 2.5e-4 3.3e-7 8.0e-8 6.6e-7 1.0e-6 

Adams-Bash.(3) 0 + 1 Yes  t = 1e-3 2.4e-9 7.1e-5 2.9e-10 7.1e-5 

Adams-Bash.(3) 0 + 1 Yes  t = 5e-4 7.1e-11 1.2e-5 1.8e-11 1.2e-5 

Adams-Bash.(3) 0 + 1 Yes  t = 2.5e-4 2.1e-12 2.3e-6 1.1e-12 2.3e-6 

BDF(3) 1 + 1 Yes  t = 1e-3 1.0e-9 4.4e-5 1.7e-10 4.4e-5 

BDF(3) 1 + 1 Yes  t = 5e-4 2.2e-11 5.8e-6 1.0e-11 5.8e-6 

BDF(3) 1 + 1 Yes  t = 2.5e-4 5.9e-13 7.2e-7 6.7e-13 7.2e-7 

Results from [5] with a different projection approach 

MKS-DAEOL - Yes Tol = 1e-5 2.4e-8 2.2e-4 7.2e-10 2.2e-4 

MKS-DAEOL - Yes Tol = 1e-5 9.7e-9 1.4e-4 5.9e-11 1.4e-4 
 

Table 1. Results from discussed DAE Solvers. 
 

 

6 Conclusion and Future Prospects 
We gave an outlook on how we hope to produce an al-
gorithm that can use the power of multi-core architec-
tures to simulate industrial size DAE systems in 
realtime without making too much use of the unreliable 
approaches discussed in Section 2.1 with their draw-
backs and uncertainties. Of course, for problems with a 
low structural index of 0 or 1 it will always be more ent 
to use the approaches of Section 2.1. One of our future 
prospects is to verify that accuracy and stability can be 
retained using this parallel approach.  

 

 
Moreover, a deeper analysis of the process will be 

considered in future publications. We have shown that 
by using common multistep methods, explicit and im-
plicit ones, it is even possible to simulate high order 
DAE with a very limited number of iterative steps. A 
single projection step can improve the results signicant-
ly. But beyond this, the presented approaches might 
support a least square modeling paradigma. When ODE 
integrators are regarded as preconditioners for an over-
determined system, this obviously leads to a direct 
modeling of overdetermined systems, which may be 
quite useful in some applications. 
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Simulator. The Ptolemy II project (from the Center for 
Hybrid and Embedded Software Systems in the De-
partment of Electrical Engineering and Computer Sci-
ences of the University of California in Berkeley) stud-
ies modelling and simulation of concurrent, real-time, 
embedded systems which combine the continuous dy-
namics of physical systems with discrete mode changes 
(for example from a digital controller). Models in Ptol-
emy II consist of so-called actors - visually represented 
in block diagrams - which are able to communicate with 
each other by sending messages over ports and channels.  

Actors and their connections describe an abstract 
syntax of the model; additionally one has to specify a 
‘model of computation’ (like continuous time or dis-
crete event) which gives operational rules for the execu-
tion of the model. Ptolemy II supports heterogeneous 
and hierarchical mixtures of different models of compu-
tation. It is constructed in Java and the source code is 
freely available (http://ptolemy.eecs.berkeley.edu/).  

Modelling. The top-level of the model (Figure 1) con-
sists of one ‘Modal Model’ actor called ‘TwoStateMod-
el’ with output ports for y1, y2 and state changes (the 
icon for the modal model hides the port for y2). A mod-
al model implements a finite state machine whose states 
(or modes) can have refinements, i.e. submodels that 
execute when the state machine is in the corresponding 
state. Therefore this actor type is clearly well suited for 
the Two State Model. 

The modal model actor has connections to various 
sinks: a timed plotter for plotting the output signal y1, a 
periodic sampler (period 5) with a display to show the 
final value for y1 on screen and an expression writer 
with a clock (triggered by the output port for state 
changes) for writing the time values of the state events 
to a file. With these sinks all necessary information for 
accomplishment of the tasks is available. 

A ‘director’ block defines the model of computation. 
In the top-level a continuous director governs the execu-
tion. It implements a differential equation solver, how-
ever as there is no differential equation at the top-level 

just the continuous directors in the refinements of the 
states control its step size. 

 
Figure 1. Three hierarchical levels of the model: The top level 
with the modal model actor ‘TwoStateModel’ inside of which 
there is a finite state machine with ‘init’ state for initialization 
and the two states of the system. Each state has a refinement. 
The refinement for state 2 is shown here. Note the ‘LevelCross-

ingDetector’ actor which triggers the event of hitting the pin. 
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Inside the modal model actor ‘TwoStateModel’ is a 

finite state machine (therefore it implicitly has an FSM 
director) with an initial state ‘init’ used for initializing 
the model with the corrector initial values for y1 and y2 
and the two states ‘state1’ and ‘state2’. The port 
‘stateChange’ triggers the transitions between the states, 
as it receives an output token each time y1 crosses the 
specific thresholds. At the time of a state change the 
output ports for y1 and y2 give the new initial values of 
the state the model transits to. 

The refinements of both state1 and state2 implement 
the differential equations. The block structure is similar 
to well-known block diagrams (as for example in Sim-
ulink) and has two integrator actors, one for y1 and one 
for y2. Both are connected to the corresponding output 
ports. A ‘LevelCrossingDetector’ actor detects the cros-
sing of the threshold (in rising direction in the case of 
state1 and in falling direction in state2). At a crossing it 
sends a token to the output port ‘stateChange’, activat-
ing the guard of the state transition. Both refinements 
have a continuous director and get the values of c2 and c4 
from the corresponding parameters defined at top-level. 

A-Task: Simulation Time Domain. The version of Ptol-
emy II used does not include a solver appropriate for 
stiff systems. The available solvers are explicit RK23 
and explicit RK45. The simulation with RK45 was 
inefficient: Even with an error tolerance (for the solver 
and for the level crossing detectors) of 10-6 it took sev-
eral hours (on a laptop with Intel Core 2 Duo T8300, 
2GB of Ram and Windows Vista), because the solver 
had to choose very small step sizes. Figure 2 shows the 
plot for y1 with error tolerance set to 10-10. 

Figure 2. Plot of y1 over time, all error tolerances set to 10-10 

B & C-Tasks: Event Times and Final Values. Table 1 
shows the time values of the state transitions for all 
error tolerances set to 10-6, 10-10 and 10-14. With error 
tolerance 10-6 an additional sixth event takes place and 
the final value of y1 is completely wrong. With more 
stringent error tolerances all events and the final value 
are detected nearly exactly. 

tol 1.E-06 1.E-10 1.E-14 
t1 1.1082628547607 1.1083061678763 1.1083061677712 

t2 2.091871335981 2.1296853555014 2.1296853551551 

t3 2.7319550555404 3.0541529075528 3.0541529069963 

t4 3.2977498326525 4.0755320954016 4.0755320943802 

t5 4.1092310397903 4.9999996474117 4.9999996462213 

t6 4.9718927771635   

yf 3.5041594536956 5.3701798572355 5.3693128433754 

Table 1. Time values of the state events with error tolerances 
set to 1.E-6, 1.E-10 and 1.E-14, final values yf . 

D-Task: Frequent Events. With new parameter values, 
the system exhibits high frequent oscillatory behaviour 
after the first state transition from state1 to state2. 

 
Figure 3. Plot of y1 over time for the parameter values of task 

d (error tolerances set to 10-11). 

t1    =1.1083061677768 t61 = 4.9230401079777 
t2   = 1.1217299678991 t62 = 4.9364639081008 
t60 = 4.8093061100968 yf = 5.7804025201735 

Table 1. First two and last three time values of the state 
events and final state, error tolerances; Task d. 

Altogether there are 62 state events. Figure 3 shows the 
time plot of y1, and Table 2 gives the time values of the 
first and last discontinuities as well as the final value for 
an error tolerance of 10-11. 

Resume. The philosophy of the Ptolemy Project is ap-
pealing, as it does not express heterogeneous models in 
terms of one general model of computation. Instead of 
that it uses an abstract semantics which every actor has 
to fulfil, and a director block in each actor implements 
the concrete rules of execution. This allows a rigorous 
coupling in hybrid models. 
Furthermore Ptolemy II is an open source software and 
freely available. Therefore it is possible to study the 
internals of the simulator and to do research on hybrid 
systems without expensive software. Still missing are 
advanced ODE or DAE solvers (2011).  
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Abstract.  ARGESIM proposes a new benchmark descrip-
tion ARGESIM C20 ‘Complex Production System’. This 
article describes a first implementation of this benchmark 
by use of the simulation software Flexsim. The simulation 
model is controlled by a heterarchical control algorithm 
implemented in Flexsim, which covers routing and sched-
uling and is based on reservations. The results are pre-
sented according to the requirements of the benchmark 
description. 

Introduction 
In [1], Schreiber and Fay propose an advanced reference 
system for the benchmarking of manufacturing control 
systems. As a first implementation a simulation model 
of the presented manufacturing system has been mod-
eled by use of the simulation software Flexsim [2]. In 
addition, a heterarchical control algorithm has been 
developed that can cope with the challenges of the 
benchmark description.  

 
This algorithm has also been implemented in the 

Flexsim model. Furthermore, interfaces have been im-
plemented which allow the subsequent integration of 
other internal and external control algorithms into the 
model. Another implemented part of the simulation 
model are routines for the generation of output data for 
external analysis of each simulation run. 

 
In this article, a brief introduction into the function-

ality and capabilities of Flexsim is given in Section 1. 
The designed simulation model is described in Section 2 
the developed control algorithm in Section 3. Results of 
the validation of model and algorithm are presented in 
Section 4. 

 

1 Flexsim Simulation Software 
Flexsim is an object-oriented, discrete-event simulation 
software distributed by Flexsim Software Products Inc. 
(Orem, Utah, USA). Although declared as general pur-
pose software, it is especially suitable for production 
and intra-logistic tasks. It offers a graphical user inter-
face with a 2D or 3D view of the model and several 
standard library objects that can be included into the 
model via drag & drop. In addition to the 2D and 3D 
view, Flexsim offers a tree-view which shows all ob-
jects, tools and variables which the model consists of as 
a hierarchically structured tree. By creating a separate 
tree node for each component of the model, Flexsim 
assures its object-orientation.  

 
All library objects can be edited by the user and 

complex logic can be placed in their event-triggers by 
using Flexscript, an integrated programming language. 
Logic can also be added by use of C++, but this code 
needs to be compiled before the model can be run. In 
addition, it is possible to bind DLLs to add user-specific 
functionality. 

 
Generally Flexsim can process numerical and string 

values. These can be stored in global variables or tables 
or locally as subnodes of individual objects (so called 
‘labels’). Communication inside the model is possible 
by sending messages (which can contain up to three 
numeric values) from one object to another or by direct-
ly referencing another node. An interface to Excel is 
used for import and export of Excel/CSV files. For 
further information on the capabilities of Flexsim 
see [3]. 
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Figure 1. 3D view of the simulation model. 

 

2 Reference System Model 
A special demand imposed on this implementation of 
the ‘Complex Production System’ benchmark had been 
to provide the possibility to control it by different con-
trol algorithms, both control algorithms implemented in 
Flexsim (by means of the above-mentioned program-
ming languages) and external ones, which communicate 
with the simulation model via OPC interfaces. 

To fulfill the requirements regarding flexibility and 
adaptability, all parts of the model have been based on 
standard library objects: work stations (WS) on the 
standard processor object, the conveyors on the stand-
ard conveyor object, and the FIFO-buffers (BU) on the 
standard queue object. Furthermore, in each instance of 
an object class (e.g. WS or conveyor) the corresponding 
triggers have the identical code. The only individual 
difference is the instance’s name. This name follows a 
defined nomenclature which for example in case of the 
WS looks like ‘WS_xx_yy_zzz’, where the abbreviation 
‘WS’ characterizes the object class; the first two num-
bers ‘xx’ show the type of WS (i.e. I-V); the two num-
bers ‘yy’ show the generation of the WS; the last three 
numbers ‘zzz’ are an instance specific number for this 
specific type of WS. 

Based on this nomenclature, all other individual pa-
rameters, e.g. tool capacity and operation capabilities, 
are stored in global tables and variables and are re-
trieved on reset of the model. During runtime they are 
stored locally in labels on each object. By this means, 
the user can on the one hand easily change parameters 

for several objects by just editing one global table, and 
on the other hand quickly create new objects by just 
cloning an existing one, editing its name and adding a 
line for the new parameters in the corresponding global 
table. This enhances flexibility and adaptability of the 
simulation model. The WS setup and the layout of the 
conveyors follow the description in [1]. A picture of the 
production system is shown in Figure 1. 

Although Flexsim is not designed to make a separa-
tion between system’s behaviour and control system 
itself, such a separation is advisable to run different 
control algorithms in combination with the simulation 
model of the production system. Therefore, basic func-
tions (i.e. import of order books and retrieval of object 
capabilities) have been separated from functions that are 
used specifically by some control algorithms (e.g. ma-
chine and buffer scheduling and routing decisions).  
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Figure 2: Extent of the simulation model. 
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The code of the latter kind of functions is capsulated 

within “case select” blocks, where a global variable 
indicates the currently active control algorithm. During 
runtime, only the code of the corresponding “case” is 
executed. To enable the simulation model to be used 
with other control algorithms, only a new “case” needs 
to be defined and implemented. 

Another part of the model are the routines for im-
porting order books and exporting validation data. To 
make later comparison to other implementations of the 
ARGESIM C20 Benchmark possible, the order books as 
well as the validation data are stored as Excel/CSV files. 
Before the start of a simulation, the selected order book 
is imported into a global table. During the simulation 
run a variety of data is collected (e.g. state changes of 
all WS and buffers, entry and exit times of all products 
into WS and buffers). At the end of each simulation run, 
this data is aggregated and exported into Excel files 
which already include formulas to calculate the criteria 
proposed in [1].  

There are two main reasons for not using the 
Flexsim internal analysis tools. The first is that Ex-
cel/CSV files can easier be accessed and retraced by 
others, the second is the possibility to use the add-in 
RExcel for further data analysis. The general structure 
of the simulation model as described in this paragraph is 
shown in Figure 2. 

3 Heterarchical Control Algorithm 
The first control algorithm that has been implement-

ed for the ARGESIM C2E benchmark is of heterar-
chical nature and has been implemented directly in 
Flexsim. The control algorithm has to ensure that all 
items of the order book are produced according to their 
operation sequences and that all production constraints 
are met. It also has to manage tool replacements of WS 
type II and the operation changes of WS type V. There-
fore the key elements of the control algorithm are its 
abilities regarding the scheduling of WS and buffers and 
the routing of the items between them. The scheduling 
is done by means of reservation routines for WS and BU 
slots. These routines are the most complex ones in the 
model and are the core of the algorithm. 

As a pre-condition for the routing, all objects that 
can be selected as a target (i.e. WS, buffers, sink) and 
all split junctions have a unique ID that is assigned on 
reset of the model. The split junctions, which are called 
“decision points” (DPs) in the model, are the points 

where the routing decisions take place. When an item 
with a target ID enters a DP, it is checked which of the 
exit ports leads to the shortest path to the target. Be-
cause of the fixed layout of the transport system, the 
shortest paths can be calculated already at reset of the 
model. This is done by use of the ‘Floyd-Wharshall all-
pairs shortest-path’ algorithm.  

The results are stored in global tables and can be ac-
cessed by each DP. For Scenarios 10 to 12, shortest-
path calculation can be repeated after the breakdown or 
repair of a conveyor to update the distance-table and to 
allow rerouting of elements. In addition to the search for 
the shortest path, there are some fail-safe procedures 
implemented in the DPs. These prevent system to get 
into a block or deadlock state. 

Every time an item enters a DP, a procedure called 
Check_Item is executed before the routing decision 
starts (see Figure 3). In this procedure it is first checked 
whether the item has a reservation or not. If not, the 
reservation sequence is initialized, and the check is 
completed. If the item already has a reservation, it is 
checked if there are any production constraints connect-
ed to this reservation and if they are still met. It is also 
checked if the item can still arrive on schedule at the 
designated WS. If there are any problems recognized 
with the existing reservation, the necessary steps are 
taken to cancel it and initialize the reservation sequence 
again. The Check_Item procedure is designed as a user 
defined function (called ‘user command’ in Flexsim) 
that can be automatically executed from every DP. 

 
Figure 3. Check_item procedure at each decision point. 
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 Task A Task B Task C Task D Task D 

 makespan[h] throughput time 
[s] 

No of tardy jobs total weighted 
tard. [h] 

No of NOK-1 No of NOK-2 

Sc. Median IQR Median IQR Median IQR Median IQR Median IQR Median IQR 

1 

21.38 0.00 914.4 445.8 

626.5 0.0 25.03 0.00 

13.0 00.00 18.0 0.00 2 669.5 0.0 27.99 0.00 

3 745.5 0.0 33.69 0.00 

4 
21.47 0.16 982.1 511.0 

953.5 28.3 76.09 5.47 
25.5 13.00 30.0 8.50 5 1019.5 46.5 80.05 5.73 

6 1086.5 33.3 92.82 10.42 

7 

21.90 0.25 1214.0 919.4 

2425.0 98.8 478.44 41.60 

151.5 23.75 174.5 40.25 8 2516.0 66.0 508.58 58.86 

9 2584.5 81.8 536.99 60.21 

10 

21.88 0.13 1260.0 1005.3 

2744.5 135.8 647.85 125.91 

178.5 38.25 221.0 46.25 11 2780.0 130 637.26 141.89 

12 2801.5 134.8 669.69 100.43 

Table 1: Results of tasks A-D for 30 (90) independent simulation runs of one order book of 5,000 items (OB_1000). 
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for this machine
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yes
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yes
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no

End
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required?
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on machine & object 

no

no

 
Figure 4. Reservation process. 

 
 
 

The reservation process itself works as shown in 
Figure 4. It is distributed among the three user defined 
functions Reserve_WS, Reserve_BU (for buffer reserva-
tions) and Cancel_Res which are called directly from 
the Check_Item procedure. At the beginning of the pro-
cess, the required process step is determined and all 
machines are considered to find the best possible offer 
for this item and operation. In this algorithm, the offer 
with the earliest possible start is selected. No optimiza-
tion rules like “earliest due date” or “total weighted 
tardiness” are used. 

 
Each item tries individually to find the best offer for 

itself. If an offer can be made it is checked if the item 
can be sent directly to the WS or if buffering is required. 
In the latter case, the function Reserve_BU is started, 
and in case a buffer place was found, the reservations 
are stored on the item and on the corresponding buffer 
or WS. The ID of the buffer or WS that has been re-
served is then used as target ID for this item. 

 
Although an even more heterarchical way of deci-

sion making would have been preferable, the worka-
round with the DPs had to be made because flowitems 
cannot start logic on their own in Flexsim but only acti-
vate triggers in other fixed resources. 
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Other important parts of the control algorithm are 

the user defined functions which are responsible for the 
reservation of time slots for tool replacement and opera-
tion changes. These functions are called directly from 
the workstations when the tool abrasion limit is under-
cut or a certain number of operation change requests is 
reached.  

By making reservations for these changeover times, 
it is possible to already plan normal item reservations 
after a tool or operation change. With this no reservation 
has to be cancelled because of tool abrasion or a re-
quired operation change. 

4 Results 
According to [1] results are presented for the four crite-
ria makespan (Task A), throughput time (Task B), tardi-
ness (Task C) and number of violated constraints (Task 
D) by use of the statistics median and interquartile range 
(IQR). After validation of model and algorithm and 
finalizing all parameters, simulation runs with three 
order books were made.  

The order books OB1000, OB1001 and OB1002, 
each consisting of a set of 5,000 orders, were tested 
witch 30 independent simulation runs per order book. 
Results for OB1000 are presented in Table 1. Results 
for the other two order books can be found in Appen-
dix A. 

Because the control algorithm does not account any 
due dates and does not make any reservations before an 
order’s release date, it works exactly the same in all 
three operational scenarios. Due to this the results (ex-
cept for tardiness) could be aggregated for each of the 
four manufacturing scenarios. The median and IQR for 
tasks A, B and D, are hence based on 90 independent 
values. 

 
 
 
 
 
 
 
 
 
 
 
 

 
For PSc#1 (deterministic, scenarios 1-3) the control 

algorithm provides deterministic results, as expected. 
Only the throughput time has a positive IQR because all 
product types are mapped in one value. The results for 
all Tasks show the biggest leap from PSc#2 (some dis-
ruptions, scenarios 4-6) to PSc#3 (many disruptions, 
scenarios 7-9). The additional disruptions of the 
transport system in PSc#4 (scenarios 10-12) have in 
contrast rather moderate impact on the values. 
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Appendix A - Further Results 
 
 Task A Task B Task C Task D Task D 

 makespan[h] throughput time 
[s] 

No of tardy jobs total weighted 
tard. [h] 

No of NOK-1 No of NOK-2 

Sc. Median IQR Median IQR Median IQR Median IQR Median IQR Median IQR 

1 

21.20 0.00 942.4 468.9 

725 0.0 31.18 0.00 

35.0 0.00 18.0 0.00 2 785 0.0 35.72 0.00 

3 863 0.0 44.20 0.00 

4 

21.23 0.14 993.5 524.0 

1069.5 45.3 88.41 11.28 

39.0 13.25 28.0 9.25 5 1115.5 43.3 96.83 8.39 

6 1210.5 34.3 104.19 15.75 

7 

22.19 0.64 1204.0 925.3 

2532.5 52.0 715.56 115.38 

163.5 17.25 180.5 20.75 8 2570.5 66.0 703.60 83.58 

9 2624.5 44.0 731.19 135.36 

10 

22.49 0.99 1247.0 993.9 

2721.0 122.3 876.86 203.88 

178.0 18.50 205.0 34.5 11 2779.5 88.5 865.58 162.33 

12 2859.5 121.3 983.91 199.74 

Table 2: Results of tasks A-D for 30 (90) independent simulation runs of one order book of 5,000 items (OB_1001). 

 
 
 Task A Task B Task C Task D Task D 

 makespan[h] throughput time 
[s] 

No of tardy jobs total weighted 
tard. [h] 

No of NOK-1 No of NOK-2 

Sc. Median IQR Median IQR Median IQR Median IQR Median IQR Median IQR 

1 

20.98 0.00 908.6 429.4 

676.0 0.00 30.04 0.00 

21.0 0.0 14.0 0.00 2 721.0 0.00 32.55 0.00 

3 801.0 0.00 38.61 0.00 
4 

20.91 0.12 990.2 510.0 

1054.5 44.0 80.65 6.94 

30.0 15.5 32.5 7.50 5 1106.5 28.8 87.25 5.99 
6 1184.0 43.5 96.53 10.78 
7 

21.24 0.25 1255.0 986.6 

2768.5 115.3 631.56 106.99 

184.5 25.0 248.5 49.25 8 2839.0 91.8 648.38 86.52 
9 2883.0 109.3 669.96 141.72 

10 

21.23 0.32 1306.0 1085.
2 

3064.5 198.3 829.57 222.02 

221.0 50.0 295.0 68.25 11 3115. 277.3 849.98 437.49 
12 3197.0 176.8 1065.43 421.21 

Table 3: Results of tasks A-D for 30 (90) independent simulation runs of one order book of 5,000 items (OB_1002). 
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CSSS – Czech and Slovak 
Simulation Society 
CSSS -The Czech and Slovak Simulation So-
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FRANCOSIM – Société Francophone de 
Simulation 
FRANCOSIM was founded in 1991 and aims to the pro-
motion of simulation and research, in industry and aca-
demic fields. Francosim operates two poles. 

• Pole Modelling and simulation of discrete event 
systems. Pole Contact: Henri Pierreval, pierre-
va@imfa.fr 

• Pole Modelling and simulation of continuous sys-
tems. Pole Contact: Yskandar Hamam, 
y.hamam@esiee.fr 

 www.eurosim.info 
 y.hamam@esiee.fr 
 FRANCOSIM / Yskandar Hamam 
Groupe ESIEE, Cité Descartes, 
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93162 Noisy le Grand CEDEX, France 
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Repr. EUROSIM Yskandar Hamam, y.hamam@esiee.fr 
Edit. Board SNE Yskandar Hamam, y.hamam@esiee.fr 
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DBSS – Dutch Benelux Simulation Society 
The Dutch Benelux Simulation Society (DBSS) was 
founded in July 1986 in order to create an organisation 
of simulation professionals within the Dutch language 
area. DBSS has actively promoted creation of similar 
organisations in other language areas. DBSS is a mem-
ber of EUROSIM and works in close cooperation with its 
members and with affiliated societies.  

 www.eurosim.info 
 a.w.heemink@its.tudelft.nl 
 DBSS / A. W. Heemink 
Delft University of Technology, ITS - twi, 
Mekelweg 4, 2628 CD Delft, The Netherlands 
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HSS – Hungarian Simulation Society 
The Hungarian Member Society of EUROSIM was estab-
lished in 1981 as an association promoting the exchange 
of information within the community of people involved 
in research, development, application and education of 
simulation in Hungary and also contributing to the en-
hancement of exchanging information between the 
Hungarian simulation community and the simulation 
communities abroad. HSS deals with the organization of 
lectures, exhibitions, demonstrations, and conferences. 

 www.eurosim.info 
 javor@eik.bme.hu 
 HSS / András Jávor,  
Budapest Univ. of Technology and Economics,  
Sztoczek u. 4, 1111 Budapest, Hungary 
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HSS Officers 
President András Jávor, javor@eik.bme.hu 
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PSCS – Polish Society for Computer 
Simulation - update 
PSCS was founded in 1993 in Warsaw. PSCS is a scien-
tific, non-profit association of members from universi-
ties, research institutes and industry in Poland with 
common interests in variety of methods of computer 
simulations and its applications. At present PSCS counts 
257 members. 

 www.ptsk.man.bialystok.pl 
 leon@ibib.waw.pl 
 PSCS / Leon Bobrowski, c/o IBIB PAN, 
ul. Trojdena 4 (p.416), 02-109 Warszawa, Poland 

PSCS Officers 
President Leon Bobrowski, leon@ibib.waw.pl 
Vice president Andrzej Grzyb, Tadeusz Nowicki 
Treasurer Z. Sosnowski, zenon@ii.pb.bialystok.pl 
Secretary Zdzislaw Galkowski, 

Zdzislaw.Galkowski@simr.pw.edu.pl
Repr. EUROSIM Leon Bobrowski, leon@ibib.waw.pl 
Deputy A.Chudzikiewicz, ach@it.pw.edu.pl 
Edit. Board SNE Z.Sosnowski, zenon@ii.pb.bialystok.pl 
PSCS Board 
Members 

R. Bogacz , Z. Strzyzakowski 
Andrzej Tylikowski 

 Last data update March 2009

ISCS – Italian Society for Computer 
Simulation 
The Italian Society for Computer Simulation (ISCS) is a 
scientific non-profit association of members from indus-
try, university, education and several public and research 
institutions with common interest in all fields of com-
puter simulation. 

 www.eurosim.info 
 Mario.savastano@uniina.at 
 ISCS / Mario Savastano, 
c/o CNR - IRSIP, 
Via Claudio 21, 80125 Napoli, Italy 

ISCS Officers 
President M. Savastano, mario.savastano@unina.it
Vice president F. Maceri, Franco.Maceri@uniroma2.it 
Repr. EUROSIM F. Maceri, Franco.Maceri@uniroma2.it 
Edit. Board SNE M. Savastano, mario.savastano@unina.it

Last data update April 2005

SIMS – Scandinavian Simulation Society 
SIMS is the Scandinavian Simulation Society with 
members from the four Nordic countries Denmark, Fin-
land, Norway and Sweden. The SIMS history goes back 
to 1959. SIMS practical matters are taken care of by the 
SIMS board consisting of two representatives from each 
Nordic country. Iceland will be represented by one 
board member. 
SIMS Structure. SIMS is organised as federation of re-
gional societies. There are FinSim (Finnish Simulation 
Forum), DKSIM (Dansk Simuleringsforening) and NFA 
(Norsk Forening for Automatisering). 

 www.scansims.org 
 esko.juuso@oulu.fi 
 SIMS / Esko Juuso, Department of Process and Environ-
mental Engineering, 90014 Univ.Oulu, Finland 

SIMS Officers 
President Esko Juuso, esko.juuso@oulu.fi  
Treasurer Vadim Engelson,  

vadim.engelson@mathcore.com 
Repr. EUROSIM Esko Juuso, esko.juuso@oulu.fi  
Edit. Board SNE Esko Juuso, esko.juuso@oulu.fi 
Web EUROSIM Vadim Engelson 

Last data update December March 2011

SLOSIM – Slovenian Society for 
Simulation and Modelling 
SLOSIM - Slovenian Society for Simu-
lation and Modelling was established in 
1994 and became the full member of 
EUROSIM in 1996. Currently it has 69 
members from both slovenian universities, institutes, 
and industry. It promotes modelling and simulation ap-
proaches to problem solving in industrial as well as in 
academic environments by establishing communication 
and cooperation among corresponding teams. 

 www.slosim.si 
 slosim@fe.uni-lj.si 
 SLOSIM / Rihard Karba, Faculty of Electrical  
Engineering, University of Ljubljana,  
Tržaška 25, 1000 Ljubljana, Slovenia 
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SLOSIM Officers 
President B. Zupan i , borut.zupancic@fe.uni-lj.si  
Vice president Leon Žlajpah, leon.zlajpah@ijs.si 
Secretary Vito Logar, vito.logar@fe.uni-lj.si 
Treasurer Milan Sim i , milan.simcic@fe.uni-lj.si 
Repr. EUROSIM B. Zupan i , borut.zupancic@fe.uni-lj.si 
Deputy Rihard Karba, rihard.karba@fe.uni-lj.si
Edit. Board SNE Rihard Karba, rihard.karba@fe.uni-lj.si 
Web EUROSIM Vito Logar, vito.logar@fe.uni-lj.si 

 Last data update March 2011

UKSIM – United Kingdom Simulation 
Society 
UKSIM has more than 100 members throughout the UK 
from universities and industry. It is active in all areas of 
simulation and it holds a biennial conference as well as 
regular meetings and workshops. 

 www.uksim.org.uk 
 david.al-dabass@ntu.ac.uk 
 UKSIM / Prof. David Al-Dabass 
Computing & Informatics,  
Nottingham Trent University 
Clifton lane, Nottingham, NG11 8NS 
United Kingdom 

UKSIM Officers 
President David Al-Dabass, 

david.al-dabass@ntu.ac.uk 
Secretary A. Orsoni, A.Orsoni@kingston.ac.uk
Treasurer B. Thompson, barry@bjtcon.ndo.co.uk 
Membership chair K. Al-Begain, kbegain@glam.ac.uk 
Univ. liaison chair R. Cheng, rchc@maths.soton.ac.uk 
Repr. EUROSIM Richard Zobel, r.zobel@ntlworld.com  
Edit. Board SNE Richard Zobel, r.zobel@ntlworld.com 

 Last data update March 2009 (partially)

CEA-SMSG – Spanish Modelling and 
Simulation Group 
CEA is the Spanish Society on Automation and Control 
In order to improve the efficiency and to deep into the 
different fields of automation, the association is divided 
into thematic groups, one of them is named ‘Modelling 
and Simulation’, constituting the group. 

 www.cea-ifac.es/wwwgrupos/simulacion 
 simulacion@cea-ifac.es 
 CEA-SMSG / María Jesús de la Fuente, 
System Engineering and AutomaticControl department, 
University of Valladolid, 
Real de Burgos s/n., 47011 Valladolid, SPAIN 

CAE - SMSG Officers 
President María J. la Fuente, maria@autom.uva.es 
Repr. EUROSIM Emilio Jiminez, emilio.jiminez@unirioja.es 
Edit. Board SNE Emilio Jiminez, emilio.jiminez@unirioja.es 

Last data update March 2009

LSS – Latvian Simulation Society 
The Latvian Simulation Society (LSS) has been founded 
in 1990 as the first professional simulation organisation 
in the field of Modelling and simulation in the post-
Soviet area. Its members represent the main simulation 
centres in Latvia, including both academic and industri-
al sectors. 

 briedis.itl.rtu.lv/imb/ 
 merkur@itl.rtu.lv 
 LSS / Yuri Merkuryev, Dept. of Modelling 
and Simulation Riga Technical University 
Kalku street 1, Riga, LV-1658, LATVIA 

LSS Officers 
President Yuri Merkuryev, merkur@itl.rtu.lv 
Repr. EUROSIM Yuri Merkuryev, merkur@itl.rtu.lv 
Edit. Board SNE Yuri Merkuryev, merkur@itl.rtu.lv 

Last data update December 2008

ROMSIM – Romanian Modelling and 
Simulation Society 
ROMSIM has been founded in 1990 as a non-profit so-
ciety, devoted to both theoretical and applied aspects of 
modelling and simulation of systems. ROMSIM cur-
rently has about 100 members from both Romania and 
Republic of Moldavia. 

 www.ici.ro/romsim/ 
 sflorin@ici.ro 
 ROMSIM / Florin Stanciulescu,  
National Institute for Research in Informatics, Averescu 
Av. 8 – 10, 71316 Bucharest, Romania 

ROMSIM Officers 
President Florin Stanciulescu, sflorin@ici.ro 
Vice president Florin Hartescu, flory@ici.ro 

Marius Radulescu, mradulescu@ici.ro 
Secretary Zoe Radulescu, radulescu@ici.ro 
Repr. EUROSIM Florin Stanciulescu, sflorin@ici.ro 
Deputy Florin Hartescu, flory@ici.ro 
Edit. Board SNE Florin Stanciulescu, sflorin@ici.ro 

Last data update March 2009
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RNSS – Russian Simulation Socitey 
NSS - The Russian National Simulation Society 
(    -

 – ) was officially registered in Russian 
Federation on February 11, 2011. In February 2012 NSS 
has been accepted as an observer member of EUROSIM. 

 www.simulation.su 
 yusupov@iias.spb.su 
 RNSS / R. M. Yusupov,  
St. Petersburg Institute of Informatics and Automation 
RAS, 199178, St. Petersburg, 14th lin. V.O, 39  

RNSS Officers 
President R. M. Yusupov, yusupov@iias.spb.su 
Chair Man. Board A. Plotnikov, plotnikov@sstc.spb.ru 
Secretary M. Dolmatov,  

dolmatov@simulation.su 
Repr. EUROSIM R. M. Yusupov, yusupov@iias.spb.su 
Deputy B. Sokolov, sokol@iias.spb.su 
Edit. Board SNE Y. Senichenkov, sneyb@dcn.infos.ru 

 Last data update February 2012

LIOPHANT Simulation 
Liophant Simulation is a non-profit 
association born in order to be a 
trait-d'union among simulation de-
velopers and users; Liophant is de-
voted to promote and diffuse the simulation techniques 
and methodologies; the Association promotes exchange 
of students, sabbatical years, organization of Interna-
tional Conferences, organization of courses and stages 
in companies to apply the simulation to real problems. 

 www.liophant.org 
 info@liophant.org 
 LIOPHANT Simulation, c/o Agostino G. Bruzzone, 
DIME, University of Genoa, Polo Savonese,  
via Molinero 1, 17100 Savona (SV), Italy 

ROMSIM Officers 
President A.G. Bruzzone, agostino@itim.unige.it 
Director E. Bocca, enrico.bocca@liophant.org 
Secretary A. Devoti, devoti.a@iveco.com 
Repr. EUROSIM A.G. Bruzzone, agostino@itim.unige.it 
Deputy F. Longo, f.longo@unical.it 
Edit. Board SNE F. Longo, f.longo@unical.it  

 Last data update March 2012

 

SNE – Simulation Notes Europe 
Simulation Notes Europe publishes peer reviewed 
Technical Notes, Short Notes and Overview Notes on 
developments and trends in modelling and simulation in 
various areas and in application and theory. Furthermore 
SNE documents the ARGESIM Benchmarks on Model-
ling Approaches and Simulation Implementations with 
publication of definitions, solutions and discussions 
(Benchmark Notes). Special Educational Notes present 
the use of modelling and simulation in and for education 
and for e-learning. 

SNE is the official membership journal of EUROSIM, 
the Federation of European Simulation Societies. A 
News Section in SNE provides information for EU-
ROSIM Simulation Societies and Simulation Groups. 

SNE is published in a printed version (Print ISSN 
2305-9974) and in an online version (Online ISSN 
2306-0271). With Online SNE the publisher ARGESIM 
follows the Open Access strategy, allowing download of 
published contributions for free. Since 2011 Online SNE 
contributions are identified by an DOI (Digital Object 
Identifier) assigned to the publisher ARGESIM (DOI pre-
fix 10.11128). Print SNE, high-resolution Online SNE, 
source codes of the Benchmarks and other additional 
sources are available for subscription via membership in 
a EUROSIM society. 

Authors Information. Authors are invited to submit 
contributions which have not been published and have 
not being considered for publication elsewhere to the 
SNE Editorial Office. SNE distinguishes different types 
of contributions (Notes): 
• Overview Note – State-of-the-Art report in a specific area, 

up to 14 pages, only upon invitation 
• Technical Note – scientific publication on specific topic in 

modelling and simulation, 6 – 8 (10) pages 
• Education Note – modelling and simulation in / for educa-

tion and e-learning; max. 6 pages 
• Short Note – recent development on specific topic,  

max. 4 pages 
• Software Note – specific implementation with scientific 

analysis, max 4 pages 
• Benchmark Note – Solution to an ARGESIM Bench-

mark;basic solution 2 pages, extended and commented so-
lution 4 pages, comparative solutions on invitation 

Interested authors may find further information at SNE’s 
website  www.sne-journal.org (layout templates for 
Notes, requirements for benchmark solutions, etc.). 

 



 

ASIM - Buchreihen / ASIM Book Series 
 

Fortschritte in der Simulationstechnik / Frontiers in Simulation 
Monographs - Conference Proceedings 

 
Simulation und Optimierung in Produktion und Logistik. 

L. März, W. Krug, O.Rose, G. Weigert , G. (eds.) , ISBN 978-3-642-14535-3, Springer, 2011 

Integrationsaspekte der Simulation: Technik, Organisation und Personal. 
Zülch, G., Stock, P. (eds.), ISBN 978-3-86644-558-1, KIT Scientific Publishing, Karlsruhe, 2010 

Verifikation und Validierung für die Simulation in Produktion und Logistik,  
Vorgehensmodelle und Techniken. 
M. Rabe, S. Spieckermann, S. Wenzel (eds.); ISBN: 978-3-540-35281-5, Springer, Berlin, 2008 

Advances in Simulation for Production and Logistics Applications. 
M. Rabe (ed.), , ISBN 978-3-8167-7798-4, Fraunhofer IRB-Verlag, Stuttgart, 2008 

Modellierung, Regelung und Simulation in Automotive und Prozessautomation  
- Proceedings 5. ASIM-Workshop Wismar 2011. – 
C. Deatcu, P. Dünow, T. Pawletta, S. Pawletta (eds.), ISBN 978-3-901608-36-0,  
ASIM/ARGESIM, Wien, 2011. 

 
Reihe Fortschrittsberichte Simulation / Series Advances in Simulation 

 
Ch. Steinbrecher: Ein Beitrag zur prädiktiven Regelung verbrennungsmotorischer Prozesse 

FBS 18, ASIM/ARGESIM Vienna, 2010; ISBN 978-3-901608-68-1, ARGESIM Report 68 
O. Hagendorf: Simulation-based Parameter and Structure Optimisation od Discrete Event Systems 

FBS 17, ASIM/ARGESIM Vienna, 2010; ISBN 978-3-901608-67-4, ARGESIM Report 67 
D. Leitner: Simulation of Arterial Blood Flow with the Lattice Boltzmann Method 

FBS16, ASIM/ARGESIM Vienna, 2009; ISBN 978-3-901608-66-7, ARGESIM Report 16 
Th. Löscher: Optimisation of Scheduling Problems Based on Timed Petri Nets. 

FBS 15, ASIM/ARGESIM Vienna, 2009; ISBN 978-3-901608-65-0, ARGESIM Report 15 
J. Wöckl: Hybrider Modellbildungszugang für biologische Abwasserreinigungsprozesse. 

FBS 14, ASIM/ARGESIM Vienna, ISBN 3-901608-64-8, 2006, , ARGESIM Report 14, 
M. Gyimesi: Simulation Service Providing als Webservice zur Simulation Diskreter Prozesse. 

FBS 13, ASIM/ARGESIM Vienna, ISBN 3-901-608-63-X, 2006, ARGESIM Report 13 
R. Fink: Untersuchungen zur Parallelverarbeitung mit wissenschaftlich-technischen  

Berechnungsumgebungen. 
FBS 12, ASIM/ARGESIM Vienna, 2008; ISBN 978-3-901608-62-9, ARGESIM Report 12 

H. Ecker: Suppression of Self-excited Vibrations in Mechanical Systems by Parametric  
Stiffness Excitation.  
FBS 11, ASIM/ARGESIM Vienna, ISBN 3-901-608-61-3, 2006, ARGESIM Report 11 

 
Orders: 
ASIM/ARGESIM Office Germany, Hochschule Wismar, PF 1210, 23952 Wismar, Germany 
ASIM/ARGESIM Geschäftsstelle Österreich, c/o DWH, Neustiftgasse 57, 1040 Vienna, Austria 
 
Order and Download via ASIM webpage in preparation 
Info: www.asim-gi.org, info@asim-gi.org 
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EUROSIM 
Federation of European 
Simulation Societies 

New Members.   EUROSIM got two new members: on 
occasion of the board meeting in February 2012, Vien-
na, the membership applications of two new societies 
have been approved:  
• NSS - Russian National Simulation Society  
• LIOPHANT Simulation, Italy.  

At present, both societies have status Observer Member, 
application for full membership are in preparation. De-
tailed information on the new member societies are pub-
lished in this and in the next regular SNE issue.  

 

 
Khalid al Begain, EUROSIM president, welcoming Yuri 

Senichenkov of NSS (left)  and Agostino Bruzzone (right) of 
LIOPHANT Simulation as new members 

Other important topics of the board meeting were EU-
ROSIM membership potentials (news from  BULSIM, 
SRBISIM, Kosovo), information providing for the EU-
ROSIM webpages, planning of EUROSIM events be-
tween EUROSIM congresses, and programme for the 
EUROSIM Congress 2013 in Cardiff. 

BULSIM, a Bulgarian simulation society, will apply 
for the membership, as soon as the society will reach all 
coditions. Edmond Hajrizi, representant of the Kosovo 
Simuzlation Society, presented the society’s activities 
and was invited to submit a membership application. 

 
Participants at Vienna board meeting:  

F. Maceri, F. Breitenecker, K. Al Begain, B. Zupancic,  
Y. Senichenkov, L. Bobrowski, A. Bruzzone, E. Jiminez,  

M. Alexik, E. Juuso, E. Hajrizi. 

ASIM  
German Simulation Society 
Arbeitsgemeinschaft Simulation 

Coming Events. As in December 2012 the well-known 
WINTERSIM conference is organisied for the first time 
in Europe (Berlin), ASIM has postponed the autum 
2012 conference ASIM SPL  Simulation in Production 
and Logistics to autum 2013 (ASIM SPL 2013). ASIM 
members are organising contributions and special ses-
sions for WINTERSIM 2012, Berlin. 

 

WINTERSIM 2012 
Winter Simulation Conference 

December 9-12, 2012, Berlin, Germany 
www.wintersim.org 

SLOSIM – Slovenian Society 
for Simulation and Modelling 

Past Events. From February 14 – 17, 2012, SLOSIM 
members attended MATHMOD 2012 Conference in 
Vienna, Austria. The conference was again a big suc-
cess with more than 400 participants, with high quality 
contributions, with many tutorials, plenary lectures, a 
poster session and an outstanding social programme.  

Traditionally, SLOSIM society took an active part in 
conference organization, where our members organized 
two tutorials (G. Muši ), two minisymposia (G. Muši  
and M. Atanasijevi -Kunc) and submitted ten papers. 15 
society members attended the conference. Our research-
ers M. Blazinšek and M.  Arh under mentorship of 
I. Škrjanc won the 2nd place in the poster competition, 
with the contribution Comparison between the auto-
tuning of PID, PFC and modified-PFC controllers.  

Coming Events. For I3M 2012 -  9th International Mul-
tidisciplinary Modelling & Simulation Multiconference 
(Vienna Sept. 2012), with e.g. EMSS 2012 and IWISH 
2012 International Workshop on Innovative Simulation 
for Health Care, ASIM and SLOSIM simulationists are 
preparing the following special sessions: 
• Modelling and Simulation in and for Education 
• Math. Modeling and Health Technology Assessment 
• Modelling and Simulation in Physiology and Medicine 
• Discrete and Combined Simulation 
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RNSS  
Russian Simulation Socitey 

NSS (RNSS) - the Russian National Simulation Society 
(    -

 – ) was officially registered in Russian 
Federation on February 11, 2011. In February 2012 NSS 
has been accepted as an observer member of EUROSIM. 

 
RNSS was officially registered in Russian Federa-

tion on February 11, 2011. Russian companies such as 
Elina-Computer Ltd. (www.gpss.ru, Kazan), XJ Tech-
nologies Ltd. (Saint Petersburg www.xjtek.com,), CGSC 
Transas Technologies (www.transas.ru, Saint Peters-
burg) and the employees of the Federal State Budgetary 
Institution of Science, St. Petersburg, Institute for In-
formatics and Automation of the Russian Academy of 
Sciences (SPIIRAS) (www.spiiras.nw.ru), JSC “Ship-
building and Ship Repair Technology Center” (www. 
sstc.spb.ru) and Saint Petersburg State Polytechnic Uni-
versity are the founders of the Society (more details 
about founder at website.  

 
 www.simulation.su 
 yusupov@iias.spb.su 
 RNSS / R. M. Yusupov,  
St. Petersburg Institute of Informatics and Automation 
RAS, 199178, St. Petersburg, 14th lin. V.O, 39  

RNSS General Information 
President of the Society. Yusypov 
Raphael Midhatovich, Doctor of 
Engineering Science, Correspond-
ing Member of the Russian Acad-
emy of Sciences, Director of St. 
Petersburg Institute for Informat-
ics and Automation of the Russian 
Academy of Sciences, Saint Pe-
tersburg; yusupov@iias.spb.su. 
 
Chairman of Management Board– 
Plotnikov Alexander Mikhailo-
vich, Chief of CAD/CAM branch 
of Joint-Stock Corporation Ship-
building & Ship Repair Technolo-
gy Center, Saint-Petersburg 
plotnikov@sstc.spb.ru. 

 
The main objectives of the society are: 

• development of ideas, methods, instrumental and 
software means of simulation and their application in 
Russia; 

• extension of application areas and promotion of sim-
ulation in science, industry, on transport, in commu-
nication, defense, in social and other areas; 

• formation and carrying out of the coordinated scien-
tific and technical policy in the field of simulation in 
Russia; 

• coordination of activities of society members in the 
field of development of simulation methods as well 
as instrumental and software means when carrying 
out large state projects in the field of modeling;  

• assistance to training in the simulation area, to im-
provement of professional skills of experts and an ex-
change of experience between the society members; 

• assistance in mobilization of financial and other re-
sources for obtaining and execution of projects in the 
simulation field; 

• development of the international cooperation in the 
simulation field, including involvement in internation-
al symposiums, conferences, seminars and exhibitions. 

RNSS Activities 
Currently, an active preparation for reception of new 
members to the structure of NC “NSS” is conducted. In 
the coming months the society website (www.sim-
ulation.su) will be created. In the “Applied Informatics” 
Journal No.4 (34), 2011, the conversation with Prof. R. 
M. Yusupov about the purposes and the immediate tasks 
of the society is published (the interview text can also 
be accessed online at www.gpss.ru). 

The society’s primary objective is to establish rela-
tions between experts in the field of simulation in Rus-
sia, to define a circle of the industrial organizations 
which are using simulation as means of research and de-
signing and to understand how widely the simulation 
and simulation tools are used in education. 

We also want to work in tight and effective coopera-
tion with foreign colleagues and we will be glad to es-
tablish any new contacts with the societies of simulation 
promoting development of the theory and practice of 
simulation.  
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The immediate task of the National Simulation Soci-
ety is to become an official member of the European 
Society for Simulation Modeling (EUROSIM). Also it is 
planned to establish close connections with other inter-
national and national communities, directing the repre-
sentatives to the international conferences organised in 
Europe. 

Past Events 
The necessity of creation of a simulation society has 
been realized a long time ago. In our country, great at-
tention has always been paid to the theory and practice 
of simulation. Nowadays the role of simulation in sci-
ence, industry, education is ever increasing. We have 
managed to overcome organizational difficulties, and 
even could arrange a number of joint events with for-
eign participants. 

 
 On June 29-30, 2011 within the International Mari-

time Defence Show IMDS-2011, St. Petersburg, the In-
ternational Scientific-Practical Conference «Simulation 
and Complex Modeling in Marine Engineering and 
Marine Transporting Systems» – SCM MEMTS 2011 
was held. This conference was an official action of the 
International Maritime Defence Show.The Organizers of 
the conference were JSC “Shipbuilding and Ship Repair 
Technology Center” (JSC “SSTC”) and the National 
Simulation Society. The international co-organizers of 
the conference were: United Kingdom Simulation Soci-
ety (UKSIM), Latvian Simulation Society (LSS), Inter-
national Mediterranean & Latin American Council of 
Simulation (IM & LACS). 

The conference topics have covered various simula-
tion application areas concerned with maritime activities 
such as: designing, building and maintenance of vessels 
and the sea engineering; sea transport systems, sea car-
go transportation and logistics; ship-building manufac-
tures and port facilities. The speakers and listeners of 
the conference represented 19 organizations, enterprises, 
firms and higher educational institutions of Russia, Ita-
ly, Latvia and Brazil. Within the conference, a round-
table was held.  

 
The Fifth (Anniversary) All-Russia Scientific-

Practical Conference on Simulation Modeling and its 
Application in Science and the Industry „Simulation 
Modeling. The Theory and Practice” SIMMOD-2011 
was held in St.-Petersburg on October 19-21, 2011. 

The Conference has been organized by JSC “Ship-
building and Ship Repair Technology Center”, St. Pe-
tersburg Institute for Informatics and Automation of the 
Russian Academy of Sciences (SPIIA RAS) and the Na-
tional Simulation Society. 

The conference program consisted of the reports 
concerned, first of all, with the area of simulation sys-
tems with the discrete events and time. Papers on simu-
lation of the continuous systems on the basis of differ-
ential equations were only accepted if they contained 
the results related to the general methodological and 
program-technical problems of simulation modeling. 

Upcoming Events 
The Second International Scientific-Practical Confer-
ence “Simulation and Complex Modelling in Marine 
Engineering and Marine Transportation Systems” – 
SCM MEMTS 2013 will be held within the Internation-
al Maritime Defence Show (IMDS-2013, St. Petersburg, 
www.navalshow.ru) on June 26-27, 2013. The Confer-
ence is an official action of the International Maritime 
Defence Show. The Organizers of the conference are 
JSC “SSTC”, SPIIA RAS and the National Simulation 
Society.  

The conference topics will cover the following areas 
of maritime activity: 

• designing, building and maintenance of vessels and 
the sea engineering; 

• sea transport systems, sea cargo transportation and 
logistics; 

 

SHIP-BUILDING MANUFACTURES AND PORT  
FACILITIES. SCM MEMTS 2013 

2nd  International Scientific-Practical Conference  
«Simulation and Complex Modeling in Marine  

Engineering and Marine Transportation Systems» 

June 26  27, 2013, Saint-Petersburg, Russia 
www.navalshow.ru 

 
The Sixth All-Russia Scientific-Practical Conference 

on Simulation and its Application in  Science and Indus-
try „Simulation. The Theory and Practice”,SIMMOD-
2013 will take place in Kazan from October 16-18, 2013. 
The Organizers of the conference are JSC “SSTC”, SPI-
IA RAS and the National Simulation Society. 
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Topics covered by SIMMOD-2013 will include but are 
not limited to:  

• Theoretical foundations and methodology of 
simulation; 

• Methods of model quality estimation; 

• Methods and systems of the distributed simulation; 

• Simulation of global processes; 

• Tools for simulation automation and visualization; 

• System dynamics (with mandatory presence of  
an imitative component); 

• Practical application of simulation and tools for  
automation of simulation; decision making on the  
basis of modeling results; 

• Simulation in training and education. 
 

SIMMOD 2013 
6th  All-Russia Scientific-Practical Conference on  

Simulation Modeling and its Application  
in Science and Industry  

«Simulation Modeling. The Theory and Practice» 

 October 16  18, 2013, Kazan, Russia 
www.gpss.ru 

 
In 2012, the 11th conference “Computer Simulation 

of Complex Systems”, CSCS – 2012 will take place in 
St. Petersburg. The conference is mainly targeted at lec-
turers, postgraduate students and students of Russian 
universities.  

The conference sections are: “The Visual Environ-
ments of Simulation of Complex Dynamic Systems”, 
“Computer Models of Complex Dynamic Systems”, 
“Computer Tools in Education” and “Computer Models 
of Students and Postgraduate Students”. The conference 
organiser is St. Petersburg State Polytechnic University 
(Fac. of Eng. Cybernetics, http://dcn.ftk. spbstu.ru). 

 

CSCS 2012 
 11th Conference  

«Computer Simulation of Complex Systems» 

September, 2012, Saint Petersburg, Russia 

Miscellaneous 
In Russia, the simulation both as a tool of scientific re-
search and a tool for designing new technical systems 
has a rich history. It suffices to mention works of N. N. 
Janenko, N. P. Buslenko, V. M. Glushkov, N. N. Moi-
seev, A. A. Samarsky, P. S. Krasnoshchekov, Yu. N. 
Pavlovsky, G. I. Savin and B. N. Chetverushkin. The 
“Mathematical Modeling” journal is available to Euro-
pean readers online at http://www.imamod.ru/journal/. 

 
The development teams of the environments of SITE 

simulation, Simulation in Technical Equipment 
(http://energy.power.bmstu.ru/mvtu/), AnyLogic (www. 
xjtek. com), MvStudium (www.mvstudium.com) and 
RMD (www.rand-service.com) are already known to the 
readers of SNE and participants of MATHMOD Con-
ference. One of our tasks is to introduce the European 
colleagues to other interesting simulation tools created 
by the teams of scientists from Moscow, St. Petersburg, 
Ekaterinburg, Novosibirsk, Nizhni Novgorod, Omsk, 
Perm, Kazan and other cities of Russia. 

 
The main results of activity of the Russian compa-

nies and the enterprises over the last ten years are gen-
erally presented in works of the All-Russia Conference 
on Simulation, SIMMOD (2003, 2005, 2007, 2009 and 
2011; www.gpss.ru). 

 
The analysis of works of five SIMMOD conferences 

shows that interest in simulation teaching, theoretical 
research and application-oriented development in the 
field of simulation and complex modeling has been in-
creasing in Russia lately. Nowadays more than 10 thou-
sand experts familiar with essentials of computer simu-
lation graduate annually from 150 high schools of Rus-
sia. Similar situation can be observed in CIS countries. 
Simulation has been integrated not only into computer 
science curriculum but also into some economics courses. 

 
Y. Senichenkov, sneyb@dcn.infos.ru 



Accelerating the pace of engineering and science

515.000.000 KM, 380.000 SIMULATIONEN 
UND KEIN EINZIGER TESTFLUG.

DAS IST MODEL-BASED DESIGN.

Nachdem der Endabstieg der beiden

Mars Rover unter Tausenden von 

atmosphärischen Bedingungen simuliert 

wurde, entwickelte und testete das 

Ingenieur-Team ein ausfallsicheres 

Bremsraketen-System, um eine 

zuverlässige Landung zu garantieren.

Das Resultat – zwei erfolgreiche 

autonome Landungen, die exakt gemäß 

der Simulation erfolgten.

Mehr hierzu erfahren Sie unter:

www. mathworks.de/mbd
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EUROSIM Congresses are the most important modelling and simulation events in Europe. 
For EUROSIM2013, we are soliciting original submissions describing novel research and 
developments in the following (and related) areas of interest: Continuous, discrete (event) 
and hybrid modelling, simulation, identification and optimization approaches. Two basic con-
tribution motivations are expected: M&S Methods and Technologies and M&S Applications. 
Contributions from both technical and non-technical areas are welcome.  

 
Congress Topics  
 

The EUROSIM 2013 Congress will include invited talks, parallel, special and the poster 
sessions. The Congress topics of interest include, but are not limited to:  
 
Intelligent Systems and Applications  
Hybrid and Soft Computing  
Communication Systems and Networks  
Case Studies, Emergent Technologies  
Workflow Modelling and Simulation  
Web-based Simulation  
Security Modelling and Simulation  
Computer Games and Simulation  
Neural Networks, Fuzzy Systems & 

Evolutionary Computation  
Autonomous Mental Development  
Bioinformatics and Bioengineering  
Circuits, Sensors and Devices  
 

e-Science and e-Systems  
Image, Speech & Signal Processing  
Human Factors and Social Issues  
Industry, Business, Management  
Virtual Reality, Visualization and 

Computer Games  
Internet Modelling, Semantic Web  

and Ontologies  
Computational Finance & Economics  
Systems Intelligence and  

Intelligence Systems  
Adaptive Dynamic Programming and 

Reinforcement Learning  
 

Methodologies, Tools and  
Operations Research  

Discrete Event /RT Systems  
Mobile/Ad hoc wireless  

networks, mobicast, sensor  
placement, target tracking  

Control of Intelligent Systems  
and Control Intelligence  

Robotics, Cybernetics, Control 
Engineering, & Manufacturing  

Energy, Power, Transport,  
Logistics, Harbour, Shipping  
and Marine Simulation  

Semantic & Data Mining  
 

Congress Venue / Social Events  
 

The Congress will be held in the historic and magnificent City Hall in the heart of Cardiff, the 
capital city of Wales. The Gala Dinner will be held in the main hall of the National Museum of 
Wales. Social activities include visits to Cardiff Castle and Caerphilly Castle.  
 
Congress Team: K. Al-Begain, A. Orsoni, R. Zobel, R. Cant, D. Al-Dabass; kbegain@glam.ac.uk 
 
Info: www.eurosim2013.info 




