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Dear Readers, 

This SNE issue SNE 20/3-4 completes the issue in the 20th   anniversary 
of SNE – an occasion to look back – as in SNE 20/1, and an occasion 
to look into the future. In 2011 we will introduce novelties and changes 
in SNE content, structure, layout and distribution. 
First, the change of SNE’s name from Simulation News Europe to Sim-
ulation Notes Europe underlines the focus of SNE; second, SNE is now 
clearly structured as Print SNE (Print ISSN 2305-9974) and Online 
SNE (Online ISSN 2306-0271), where we follow the Open Access strat-
egy for basic publication and EUROSIM member subscription for ex-
tended publication; third, SNE contributions are identified by a DOI 
(Digital Object Identifier) assigned to the publisher ARGESIM (DOI 
prefix 10.11128), allowing better citation and cross referencing; and 
fourth, SNE Volume 21 starts with a new layout.  

Another novelty is happening on the fly SNE’s publication strategy with 
respect to submission of contribution. SNE has published, is publishing 
and will publish peer reviewed ‘Notes’ on developments and trends in 
modelling and simulation in various areas and in application and the-
ory, with main topics being simulation aspects and interdisciplinarity – 
whereby individual submissions of scientific papers are welcome, as 
well as post-conference publications of contributions from conferences 
of EUROSIM societies. Up to now many contribution were coming 
from this ‘second’ contributions source, but from 2011 on this possibil-
ity has been fixed with all EUROSIM member societies – and is open 
also for future members.  

The contributions of this ‘last SNE ’- Simulation News Europe - issue are mainly post-conference publication of MATHMOD 
2009 Vienna (co-organised by ASIM, by support from SLOSIM), and from SIMS Conference 2009  (SIMS 50, Denmark. 
Frederica). 
We hope, readers enjoy the novelties and the content, and we thank all contributors, members of the editorial boards, and 
people of our ARGESIM staff for co-operation in producing this SNE issue; and on to the next SNE issue, the ‘first SNE’ - 
Simulation Notes Europe - issue..  

Felix Breitenecker, editor-in-chief, eic@sne-journal.org 
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Modeling and Simulation of Manufacturing Systems  
based on a Machine-Job Incidence Matrix 

Ivica Sindicic, Exor d.o.o, Zagreb, Croatia 
Tamara Petrovic, Stjepan Bogdan, University of Zagreb, Croatia  

SNE Simulation Notes Europe SNE 20(3-4), 2010, 5-12, doi: 10.11128/sne.20.tn.09981 

This paper presents a method for modeling and simulation of particular class of manufacturing systems. The 
method is based on so called Machine-Job Incidence Matrix (MJI) that is formed from Steward sequencing 
matrix and Kusiak machine-part incidence matrix. A model of the system in a form of MJI matrix is easy to 
comprehend. It can be put in direct relation with other manufacturing systems analysis tools, such as Petri 
nets and MS matrix model. Moreover, structural properties of MJI matrix offer direct insight in the system 
configuration, hence, providing a ground for the system analysis and supervisory controller design. Proper-
ties, such as circular waits and conflicts, can be determined straightforwardly by using simple matrix manip-
ulations, thus, allowing design of sequencing control algorithms. An extension of MJI matrix in time domain 
offers a foundation for determination of recursive equation that can be used for simulation of system’s dy-
namics. Although manufacturing systems have been used for validation of the proposed modeling technique, 
the method can be applied on other discrete event systems as well. 

Introduction 
Using today’s classification of systems, manufactur-
ing systems (MSs) can be treated as hybrid systems 
that contain a mixture of various dynamic behav-
iors—continuous and discrete control loops, Boolean 
variables related to process states, and discrete 
events, all embraced by a usually hierarchical deci-
sion-making overhead. 

This means that an MS structure contains both hard 
and soft technology, first focused on the product 
fabrication, assembly and distribution, while later the 
focus is on the support and coordination of manufac-
turing operations. The MS’s hard technology is split 
into several levels – from the factory level via the 
operating center, workcell and robotic station levels 
to a particular manufacturing process level. The ac-
companying soft technology is also split into several 
levels – from the highest strategy level, via lower 
planning, supervisory, and manipulating levels to the 
basic manufacturing task level. 

Today, simulation models provide a very inexpensive 
and convenient way for complete factory design. 
Instead of building real systems, a designer first 
builds new factory layouts and defines resource con-
figurations in the virtual environment and refines 
them without actual production of physical proto-
types. Allowing clear understanding of all potential 
problems caused by the factory layout and/or dis-
patching strategy, modeling and dynamic simulation 
of manufacturing processes has traced a completely 

new route to analysis and design of MSs [1–3]. Simu-
lation of robotized manufacturing systems has be-
come much easier and more effective with specialized 
programs for virtual-factory modeling and simulation. 
Many virtual-factory simulators have origin in the 
academia [4–8]. Each of these tools has a mathemati-
cal core in a form of an algorithm used to describe 
dynamic behavior of MS elements. In this paper we 
exploit so called machine-job incidence matrix (MJI) 
for purpose of deriving such an algorithm. 

The paper is organized in the following way. In the 
next section, we describe construction of MJI matrix, 
which is based on two well-known matrices: resource 
requirements matrix [9], also known as machine-part 
incidence matrix (MPI), and Steward sequencing 
matrix [10], also referred as design structure matrix 
(DSM). In Section 1 an extension of MJI to design of 
MS recursive simulation model is given, followed by 
illustrative example. In Section 2 the recursive math-
ematical model of free choice multiple reentrant flow-
lines (FMRF) is presented in detail. We consider 
FMRF systems with multiple flowlines, where re-
sources can hold an arbitrary number of parts simul-
taneously (k-limited systems). In Sections 2.5 and 2.6 
a mathematical framework that allows testing of 
various control policies during the system simulation 
is presented. The recursive model forms the basis of 
the developed system simulator, which is presented in 
Section 3. We conclude the paper with final remarks 
and an outline for future work. 



SN
E 

20
/3

-4
, 

D
ec

em
be

r 
20

10
 

6 

 

,

t N 

1 C
i

We st
used t
types 
flexib
type 
quenc
each o
that so

and
We un
operat
out, 

resour
of job
the se
that 
source
tem co
be uti
quent
used i
that fo
sharin
one o
shared
shared
system
indica
source

job se
(
source
form 
vector
of res
The s
called
i.e. gi
and o

resour

MJI m
ple re
ing sy
ties: e
only o
the sa

Constructi
incidence m
tart with intro
throughout the
of parts prod

ble manufactur
 is cha

ce of job ope
operation emp
ome of these j
d  with 
niquely associ
tions of raw 

. Denote 
, where 

rces each cap
b operation. In
et of resources

 
es and jobs in
ould be re-ent
ilized for mor
tial sharing). 
in the process
or some 
ng). Resource
operation in ei
d resources, w
d resources. T
m resources a
ating the set
es, respectively

. For 
et . Obvi

). The prev
e set  are a
of vectors. A j
r  re
sources corres
set of jobs (r
d the support 
iven 
only if 

, v
rce 

matrix, used h
e-entrant flow
ystems [11]. T
each operatio
one resource w
ame resource, 

+++ Model i

on of the m
matrix 
oduction of ba
e paper. Let 
duced (or cus
ring system (F
aracterized by
erations 
ploying at lea
job operation
 may both b

iate with each
part-in, , a
the system 

 can represe
pable of perfo
n this notatio
s utilized by j
and 

n a particular 
trant, a given 
re than one o
Also, certain

sing of more 
, , 

es that are ut
ither of these
while the rema
Thus, one can
as 
ts of shared 
y, where 
any  w
ously, 
viously define
associated wit
job vector 

epresent the s
ponding to th

resources) rep
of , de

, vec
. In the 

vector element
. 

herein, describ
wline (FMRF) 
This class has 
on in the syst
with no two c
i.e. , 

ing and Sim

machine-job

asic terms that
 be the set of

stomers serve
FMS). Then e
y a predeterm

ast one resour
ns may be sim
e drilling ope

h job sequence
and finished p
resources wi

ent a pool of m
orming the sam
on,  re
ob sequence 

 represen
FMS. Since 

resource  
operation 
n resources 
than one part

 (
tilized by mo
 two ways ar
aining are call
n partition th

, with 
and non-sha

 and 
e define the r

 ( ) if 
ed job set 
th MJI matrix

 and a r
et of jobs and

heir nonzero el
presented by
enoted 
ctor element 

same manne
t  if and

bes free-choic
class of man
the following

tem requires o
onsecutive job

 an

mulat ion of  

b 

t will be 
f distinct 
ed) by a 
each part 

mined se-
 with 

rce (note 
milar, e.g.  
erations). 
e , the 
product-
ith 
multiple 

ame type 
epresents 

. Note 
nt all re-

the sys-
 may 
 (se-

may be 
t-type so 
(parallel 
ore than 
re called 
led non-

he set of 
and  
ared re-

, 
resource 

 
and re-

x in the 
resource 
d the set 
lements. 

 is 
; 

 if 
er, given 
d only if 

ce multi-
nufactur-
g proper-
one and 
bs using 

nd 

s
h
a
m
t
t
s
t
i
m
b
i
a
t
s

T
t
t
i
t
w
d
r
M

w
r
r

Manufactu

, th
shared resour
have the optio
a set of resour
might be used
that can be p
there exists a
sources) that 
tems that doe
is executed by
multiple re-en
basic terms w
is a square ma
and columns w
tion sequence
subdiagonal id

  

 
 
 

  
 
 
 

The order of 
the execution
tasks are usua
ing cells, i.e.
task  then D
wise it is zer
description, i
resources and
MPI has the f

where  re
relation betwe
resource  is 

 is equal 

r ing System

ere are no ass
rces in the sys
on of being m
rces (routing o
d to machine d
performed by
a material ha
routes parts. 
s not allow ro
y a single pre-
ntrant flowline

we proceed wi
atrix containin
with matrix ele
e. In case of
dentity matrix

 
   
   

 
   

   
    
    
    
    
    
    

tasks in the r
sequence. Th

ally represente
if task  is 

DSM element 
ro. The secon
is MPI. It c

d parts process
following form

epresents entry
een correspon
processing a
to , otherwis

ms +++  

sembly jobs, 
stem. In FMR

machined in a r
of jobs), and 
different jobs.

y more than o
andling buffer

A subclass o
outing of jobs
-assigned reso
es (MRF). Ha
ith MJI constr
ng a list of tas
ements indicati
f FMRF syst
x of the follow

   
   
   
   
   

    
   

   
  
   
   
   

rows or colum
he relationship
ed by ‘ ’ in th
immediate p

 is equa
nd matrix, use
captures relati
sed by a syste
m, 

ry of  or  d
nding part an
a part  then 
se is zero. 

and there are
RF some jobs
resource from
each resource
. For each job
one resource,
r (routing re-

of FMRF sys-
, i.e. each job

ource, is called
aving defined
ruction. DSM
ks in the rows
ing the execu-
tems DSM is
wing form 

 
   
   
   

   
   
   
   
   

  
  
  

mns indicates
ps among the

he correspond-
redecessor of

al to , other-
ed for system
ions between

em. Generally,

 

depending on
d resource: if
MPI element

e 
s 

m 
e 
b 
, 
-
-
b 
d 
d 

M 
s 
-
s 

s 
e 
-
f 
-

m 
n 
, 

n 
f 
t 



Since the seq
processing or
ces, we get 
matrix for an

In case job 
ment  is
be noted that
of systems, 
executed by 
would appea
On the other
tries of ‘ ’, 
serves an M
have exactly 
ple ‘ ’ in col
be defined se

2 Recur
matrix

2.1 Intro
The system 
states of sys
given the rec
the user shou
ber , be abl
pleted, which 

The basic pr
systems inclu
than one res
idea when d
lowing: if the
in each step 
will be assig
system can 
resource assi
work of the 
tems will b
MRF models

+++ M

quence 
rder, by comb
general form

n FMRF system

 is performed
s equal to , 
t, according t
some operati
several resou

ar in correspo
r hand, colum

represents sh
MRF system, i
y one ‘ ’ in ea
lumns. Machi
eparately for e

rsive system
x 
duction to m
model shoul

stem jobs and
cursive system
uld, in each d
le to know wh

h resource are a

roperty of FM
ude jobs that 
ource from th

developing its 
ere is a well-d

, it is uniqu
gned to each 
be seen as a
igned to a cer
system, for e
e represented
s. 

Modeling an

bining DSM a
m of machine-

m as 

d by resource
otherwise is z
to definition o
ion in the sys
urces, hence, 
onding row o
mn comprising
hared resourc
its machine-jo
ach row, and p
ne-job inciden

each part type 

m equations

modeling of FM
ld provide th

d resources. In
m model and i
discrete event 
hich jobs are 

available and w

MRF systems
can be perfo

he resource p
recursive mo

defined job ro
uely decided w

job, hence, i
an MRF syste
rtain job chan
each step  th
d with struct

d Simulat io

 represents 
and MPI matri
-job incidenc

 

e , matrix ele
zero. It should
of FMRF clas
stem could b
multiple one

of MJI matrix
g multiple en
ce. If one ob
ob matrix wil
possibly multi
nce matrix can
in an FMS. 

s from MJI

MRF systems
he insight into
n other words
its initial state
iteration num
inactive, com

which are not. 

s is that thes
rmed by mor
ool. The main

odel is the fol
outing strategy
which resourc
in each step 
em. Since th

nges during th
he FMRF sys
urally distinc

on of  Manuf

 
i-

ce 

e-
d 

ss 
be 
es 
x. 
n-
b-
ll 
i-

an 

I 

s 
to 
s, 
e, 

m-
m-

se 
re 
n 
l-
y, 
ce 

 
he 
he 
s-
ct 

This m
follows
MJI ma

The sys
resourc
by reso
source 
for inst
and 
sources
followi
( , 
form co
of MRF

When o
assigne
changes

a) job 

 

b) job 

 

c) both 
them is

 

factur ing Sy

method will be
s. Let us cons
atrix: 

stem embrace
ces , , 
ources  and

 and job 
ance, define a

are perform
s, i.e. resourc
ng order: (
, , …).

onsidered job
F substitute m

one of the job
ed to this job
s to: 

 starts – next

 starts – next

jobs  and 
  

ystems +++ 

e explained b
ider a system

s three jobs 
 and . Job 

d . Job  i
 by resource

a control strate
med alternatel
ce for job  

, , , 
Since the fir
s are  and 
odel  in the

s  and  is s
b alternates, t

t resource assi

t resource assi

 start – next r

  

by the examp
m with the foll

 

,  and  an
b  can be ex
is performed 
es  or . L
egy such that j
ly by assign

is assigned 
…) and for j

rst resources t
, the MJI 

e initial state i

 

started, the re
thus, the  

igned to it is 

 

igned to it is 

 

resource assig

 

tN
le that 
lowing 

nd four 
xecuted 

by re-
Let us, 
jobs  
ed re-
in the 

job : 
to per-
matrix 
s: 

esource 
matrix 

 

 

gned to 

7

SN
E 20/3-4, D

ecem
ber 2010



+++ Modeling and Simulat ion of  Manufactur ing Systems +++  

 

SN
E 

20
/3

-4
, 

D
ec

em
be

r 
20

10
 

t N 

8 

As we can see from the example, matrices that de-
scribe the system are MRF system matrices since they 
contain no multiple ‘1’ in rows. 

Given the basic idea behind the development of the 
FMRF system model, the general recursive procedure 
is given as: 

Algorithm. Input: FMRF system’s MJI matrix, Job 
routing strategy. 

In each discrete event iteration step  do: 
1. Determine  – MJI matrix of MRF system sub-

stitution, from the system state in step ( ) 
and the given routing strategy 

2. Calculate the system state in step  based on 
MRF model ( ) 

2.2 Basic recursive model of MRF system 
The basic recursive model is developed for MRF 
system with the following properties: each resource 
can hold maximally one part at a time and there is 
one sample of each resource in the resource pool. 
Hence, each job or resource, seen as a place in Petri-
net formalism, can contain maximally one token. 
Further, a system is autonomous, thus, a part can 
enter the system each time the resource assigned to 
the input operation is available. In other words, input 
buffers always contain parts waiting to be processed. 

First, we define the following notation for the rest of 
the chapter:  denotes the value of vector  in 
discrete step , while  denotes the value of the 
-th element of the vector  in discrete step . The 

system MJI matrix is denoted as . 

Definition 1 (completed jobs vector) 
The completed jobs vector , is a column vector 
with dimension equal to the number of jobs in the 
system.  if -th job is completed, otherwise 

. 

Definition 2 (idle resource vector) 
The idle resource vector , is a column vector with 
dimension equal to the number of resources in the 
system.  if the -th resource is available, oth-
erwise . 

The state of the system is completely described by the 
values of completed jobs and idle resources vector. 
The relation between vector  and vector  is: 

  (1) 

Besides these two vectors, we define an auxiliary 
vector  with dimension equal to the number of jobs, 
whose -th element, , is equal to ‘ ’ if resource 
assigned to job  is available. Vector  is determined 
as follows: 

  (2) 

The operations on matrices are defined in an and/or 
algebra, denoted  and , where standard multiplica-
tion is replaced by logical and and standard addition 
by logical or. Given a natural number , its negation 

 is such that  if , otherwise . 

In general, the completed jobs vector  is determined 
as follows: 
  (3) 

Given a certain job ,  equals the difference 
between the number of parts the job  starts pro-
cessing  and the number of parts released by 
the job  in discrete event iteration step , denoted by 

: 
  (4) 

The job  can start processing a part in step  if the 
previous job in line, -th job, is completed and 
if the assigned resource is available: 
  (5) 

The job  can release a part it holds in step , if it is 
completed and if the resource assigned to the next job 
in line, -th job, is available: 
  (6) 

Definition 3 (vector shift) 
Let  be a vector in , . Vector , 
which is a result of upwards ( ) or downwards 
( ) vector shift operation, denoted , 
is calculated as: 

 

Using vector shift operation, the overall change in value 
of completed jobs vector  can then be written as: 

  
  v  (7) 

  v  

A recursive mathematical model is obtained by com-
bining equations (1 – 7) and it can be written in the 
following form 
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  (8) 

where “ ” denotes element-wise product of two vectors. 

2.3 Recursive model of -limited MRF systems 
In general, MRF systems include resources that can 
hold more than one part simultaneously. These systems 
are called k-limited systems, where  denotes the 
maximum number of parts a single resource can hold at a 
time. The previously considered systems were 1-limited. 

For -limited systems, elements of vectors  and  
can obtain values from zero to the maximum number 
of parts that the corresponding resource can hold – . 
That is, if , completed jobs and idle resources 
vectors comprise integer values unlike binary values 
for . 

If the resource  does not perform any job, the value 
of  corresponds to the maximum number of parts 
that resource  can hold. Each time a resource  starts 
processing a part, the value of  is decremented until 
it reaches zero, i.e. for  the resource is not 
available. We can see that the same reasoning was 
made for 1-limited systems. We introduce a new 
vector, , with dimension equal to the number of 
resources, with equal to the maximal number 
of parts resource  can hold. 

Further, although vectors  and  can obtain integer 
values for -limited systems, vectors  and 

 should nevertheless be binary vectors. One can 
obtain a binary  value that corresponds to an 
integer value  by doing a double negation 
on integer number. Thus, the model that describes -
limited systems is structurally the same as model (8), 
with vectors  and  double negated. The 
model can be written as: 

  

   

   

  (9) 

2.4 Recursive model of MRF system with more 
than one flowline 

The models introduced so far are valid for systems 
with a single flowline. If the system embraces more 

than one flowline, the previous models should be 
modified. First, to construct an MJI matrix of such 
system, we separate different flowlines with zero 
rows. This is convenient since in (F)MRF systems, at 
least one resource is assigned to each job, hence, zero 
rows cannot appear in any other place in matrix MJI. 
MJI matrix and vectors  and  are then constructed 
as follows: 

   

If vectors  and  would be included in the previous-
ly given models, the results would be inaccurate due 
to inserted zeros. To neutralize the influence of these 
zeros in vectors  and  we introduce an auxiliary 
vector, : 

  (10) 

where  is a column vector with dimension m that 
is filled with ' 's. According to equation (10), auxilia-
ry vector  element is zero if it corresponds to zero 
row in MJI, otherwise it is one. If we denote with “ ” 
element-wise logical or operation, the recursive mod-
el for systems with more than one flowline can be 
written as: 
  
  
   
   
  
  (11) 

From equation (10) an attentive reader can conclude 
that auxiliary vector enables correct implementation 
of parts input and output jobs. 

It should be noted that vector shift operation (Defini-
tion 3) need to be performed separately on each sub-
vector, i.e. 

 . 
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2.5 Conflict resolution in recursive model of 
MRF system 

In case two or more jobs, assigned to a single re-
source, can be started in the same step , the system 
designer should define which of them should be per-
formed. This kind of situation is called a conflict. 
From the mathematical point of view, conflict devel-
ops when more than one element of vector  that 
corresponds to a single resource is equal to ‘1’. Con-
flict is solved, depending on the resource dispatching 
strategy, in such a way that jobs of lower priority are 
forbidden i.e. the corresponding elements of  
are set to zero. The mathematical approach to conflict 
resolution is analogous to the one described in [11]. 

Let us define the following: 

Definition 4 (conflict jobs vector) 
The conflict jobs vector  comprises information 
on the jobs performed by shared resources.  
if job  is done by a shared resource, otherwise 

. The vector dimension equals the total 
number of jobs in the system. If a shared resource 
vector is denoted as  (  if -th resource is 
shared, otherwise ), vector  can be deter-
mined as follows: 
  (12) 

Definition 5 (dispatching matrix) 
The dispatching matrix  is determined from the 
conflict jobs vector  as follows: 

  (13) 

Definition 6 (dispatching vector) 
The dispatching vector  is a column vector with 
dimension equal to the number of conflict jobs in 
the system. If job  is of the highest priority among 
conflict jobs, , otherwise . The prior-
ities of jobs depend on the applied conflict resolu-
tion strategy. 

As we said earlier, in case of the conflict, the jobs of 
lower priority should be forbidden, hence, corre-
sponding element of vector  should be set to 
zero. Recursive matrix model for the system with 
conflict resolution is: 
  
   

   

  
  (14) 

The model in form of (14) is suited only for 1-limited 
systems.  

To define a conflict resolution for -limited systems, 
the element  needs to be included in the ex-
pression for . Conflict resolution model for -
limited systems is then given as: 

  

   

   

   

  (15) 

Since vector  is filled with ones for 1-limited 
systems, model (15) is suitable both for 1-limited and 

-limited systems with . If one wants to apply 
the same procedure for -limited systems with more 
than one flowline, the auxiliary vector  should be 
included in model (15) as well: 

 aux s  
  

  aux v d d 

  v aux  
  cap s

T  

 v s  (16) 

The model (16), with properly determined associated 
vectors d, cap, aux, comprises all previously con-
sidered system models: (8), (9), (11) and (15) and is 
therefore the most suitable for implementation. 

2.6 Recursive model of FMRF system 

As we stated earlier, the idea behind determination of 
the model of FMRF system is that, having a dispatch-
ing strategy, FMRF system can be represented as 
corresponding MRF system in each discrete event 
iteration step .  

The MJI matrix , which is an MRF substitute of the 
FMRF system in step k, depends on the applied strat-
egy. 
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Engineering of complex automation systems is a major cost factor. One reason for the complexity of engi-
neering processes is the tight coupling of automated functions and the actual automation device. The paper 
introduces a method and architecture to de-couple functions from devices. As foundation Peer-to-peer and 
Grid computing technologies are applied to provide a flexible framework for automated functions. A key is-
sue is the applicability in actual industrial systems which is accounted for by designing an algorithm which 
can be implemented cost efficiently on resource constraint devices. The approach is evaluated through exten-
sive simulations which demonstrate benefits and applicability of the proposed architecture. 

Introduction 
Engineering is the major cost factor in the construc-
tion of state of the art industrial systems. Automation 
equipment features a multitude of parameters that 
need to be configured and parameterized during 
commissioning of a plant. Additionally, the environ-
ment is highly heterogeneous with multiple equip-
ment vendors and product versions. Finally the recent 
demand from customers to build more flexible, easier 
to customise and fully integrated manufacturing sys-
tems adds to the complexity. 

Several approaches have been proposed to cut engi-
neering costs. One way to achieve more flexible au-
tomation system is to shift to decentralised architec-
tures [14, 11]. However, these approaches mark a 
major paradigm shift in automation which is currently 
not supported by neither equipment vendors nor sys-
tem integrators. The key problem, however, the so 
called point to point dilemma, i.e., the tight coupling 
of automated functions and resources remains un-
addressed. Today systems are designed statically by 
directly specifying end-to-end communication. For 
example, sensor S delivers data to motor M. If M is 
replaced, or other units are interested in data generat-
ed by S, each new connection needs to be configured 
end-to-end. Thus an enormous conglomeration of 
static communication links is the result. Besides be-
ing expensive to configure, the static interweaving of 
automation equipment prevents flexible execution of 
control software. 

In this paper, we present an architecture capable of 
de-coupling individual automation equipment.  

We propose a robust and self-organising system to 
discover resources at runtime in a networked automa-
tion system using declarative resource discovery. We 
use Peer-to-Peer (P2P) and Grid computing technolo-
gy originally designed for the Internet and advance 
them such that they can be implemented on even 
resource constraint equipment. P2P systems such as 
Chord [18] and CAN [15] provide the foundation for 
loosely coupled systems in the Internet. However, 
both their code complexity as well as stabilisation 
effort, i.e. the intensity of required communication, 
suggest cost intensive realisations and hence those 
approaches are rather unlikely to emerge in industrial 
products. We therefore investigate how a lightweight 
algorithm can provide similar features albeit being 
less capable in an Internet scale, i.e., millions of us-
ers, scenario. 

The structure of this article is as follows. First we 
describe the related art in P2P computing and its 
application in automation systems. After that a system 
overview introduces architecture and core concepts 
like queries, stabilisation and grid functionality. 
Providing a simple application example the discovery 
process is illustrated. Sections with simulations and 
the discussion of our results conclude the paper. 

1 Related work 
In recent years structured P2P protocols have been 
extensively studied. Ratnasamy et al. suggest in [15] 
a multidimensional hash table for distributed data 
management whereas in most of the related work like 
[18, 2] different routing algorithms in one dimension-
al distributed hash tables (DHT) are suggested.  
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Since DHTs are not suitable for complex queries such 
as range queries, there is considerable research effort 
in enhancing such distributed data structures in a way 
that range queries can be managed at low costs. One 
major approach in this field of research is the applica-
tion of prefix hash trees (PHTs) as proposed in [17]. 
This approach suggests that data is stored in a tree 
structure that grows and shrinks dynamically with the 
amount of data being stored. Data is sorted in the tree 
leaves according to a prefix matching algorithm. The 
prefixes of the tree nodes are then stored in a DHT. 
For range queries the first node that contains data is 
evaluated by consistent hashing and after finding this 
node only the subtree beyond this tree node must be 
searched for data. A similar approach is suggested in 
[12]. A different method for range queries in DHT 
structures is based on space filling curves, first de-
scribed by Guiseppe Peano in 1890. Such search 
algorithms are described in [1, 8] and [21]. In [1] a 
range query method is introduced that is optimised 
for information search in grid information services. 
Spanning Trees to enhance routing capabilities in P2P 
networks are evaluated in [6] and [10]. In [10] a self-
stabilising spanning tree algorithm is suggested that is 
capable of handling churn events like common DHT 
protocols for Internet scale applications.  

The algorithm additionally provides optimum results 
in networks where no global network view can be 
provided. In [6] an algorithm is described that allows 
placing of processes in a self-healing and ordered 
spanning tree in which distributed object queries are 
routed. In the context of industrial automation sys-
tems, concrete P2P mechanisms are proposed in Drin-
jakovic et al. [5] who suggest lookup methods in a 
process control system using P2P networks. Thereby 
information resources are grouped according to a 
structured naming scheme and search methods pro-
vide deterministic access at runtime. The described 
query method, however, is one dimensional and thus 
limits queries to keyword searches. 

2 Overview of our approach 
We address the point to point dilemma by designing 
automation systems as loosely coupled orchestrations 
of automation assets. Similar approaches are taken in 
service oriented architectures (SOA) such as sensor 
Grids or similar Grid computing [7] applications. In 
SOA, assets are described by the service, i.e. the 
function, they provide. Services encapsulate re-
sources which execute the functions provided by the 
service via a service interface which in turn provides 
a consistent view on the resource. Besides the service 
interface, a service description provides information 
about the interface as well as qualities of operation 
and management. In order to use a service, a service 
consumer states his interest in a service query and 
issues the query at a service registry which maintains 
all available service descriptions. Once found, the 
service consumer binds to the service first and then 
executes the desired functions (Figure 1). A key ad-
vantage of the service oriented approach are the dif-
ferent temporal options for service binding. Early 
binding is referred to at design time when require-
ments are mapped to service descriptions. Late bind-
ing, in contrast, renders a system more flexible as the 
service consumer binds the service at runtime. Ultra-
late binding takes the concept one step further as 
applications are created by composing services dy-
namically for each invocation and removing services 
from the application after they are no longer needed. 

In order to support late and ultra-late binding para-
digm, the service registry must provide efficient 
means to process the service query and match it to 
service descriptions accordingly. Solutions for this 
service discovery process range from simple keyword 
searches to evaluation of fuzzy logic and semantic 
reasoning. While the expressiveness of keyword 
searches is often not sufficient for complex service 
descriptions, the resource demand for semantic 
matching prohibits cost efficient solutions. A flexible 
compromise is provided by complex declarative que-
ries, common in most database systems. Query lan-
guages like the standard query language (SQL [4]) 
provide rich semantics to express complex interests 
yet they can be implemented efficiently. 

While centralised registries can be implemented effi-
ciently, they are additional infrastructure components 
that need to be integrated and maintained. Distributed 
registries, however, use already existing resources of 
the networked assets.  

 
Figure 1. Actors in service oriented architectures: provider, 

consumer and registry 
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They are further more robust and scale dynamically 
with the number of networked assets. In the following 
paragraphs we describe a generic service oriented 
architecture for loosely coupled automation devices. 
Being a key component, we emphasis in the descrip-
tion of a distributed service registry with support for 
declarative queries. Figure 2 illustrates the multi-
layer architecture of a service oriented automation 
system. As foundation, the distributed registry col-
lects service descriptions and provides query interfac-
es. Networked assets are interlinked via a self-
organising overlay network. The overlay acts as net-
work virtualisation by abstracting physical network 
topologies and providing content based addressing 
schemes. A query engine parses incoming queries and 
generates a query execution plan. A data management 
component organises service descriptions and handles 
their storage on respective assets. Building on the 
abstract service descriptions, a resource virtualisation 
layer coordinates resources allocation. It provides a 
level of abstraction to establish location transparent 
resource access. Further it allows to aggregate several 
atomic resources to higher level concepts. For exam-
ple a boiler is a high level concept being composed of 
several assets, e.g., sensors, pumps and heaters. Final-
ly the service level combines atomic and composite 
resources to services and service workflows like auto-
mated functions or monitoring and analysis functions. 

Before we can describe the resource discovery pro-
cess we need to introduce a simplified resource mod-
el. The model is based on Chen’s Entity-Relationship 
model [3]. It is rather generic and can be mapped to 
more advanced approaches like the WS-* standards. 
Based on this model, a domain specific query lan-
guage is introduced that enables declarative resource 
discovery. 

2.1 Resource model 
The concept of a resource denotes any asset in a net-
worked automation system such as sensors, actuators, 
as well as information entities like device states and 
condition. Each resource  is modelled through a 
finite and ordered list of features . Features 
have a class  and a value  as well as an informal 
description. The set of all features of all resources 
span a vector space . A resource relationship is an 
association among resources. For instance, a resource 
temperature sensor is associated to a resource control-
ler as it delivers required measurements. A correlation 
of resources describes a temporary semantic similari-
ty of resources.  

Correlations can be quantified via a distance metric 
. Hence correlated resources can be organised in a 

cluster structure. Put formally, resource  belongs to 
group with centroid  iff  where  is 
an application specific radius. Whereas the centroid is 
a numerical representation of the correlation. 

2.2 Peer-to-peer subsystem 
As peer we understand a software component that is 
hosted by networked assets. Resources are managed 
by peers and all peers are interconnected in a P2P 
network. Resource correlations emerge dynamically 
during the lifetime of a system. There are computed 
continuously at individual peers by exchanging in-
formation on hosted an associated resources and 
applying a correlation function. 

The topology of the overlay network is determined by 
resource relationship and correlations. Peers hosting 
correlated resources are more likely to be neighbours 
while peers with non-correlated resources are unlike-
ly to be directly linked. 

2.3 Resource discovery 
Supporting existing programming models, automated 
services can be defined using common standards, 
e.g., IEC 61131, augmented with a declarative seman-
tics for resource discovery. Hence resources are ad-
dressed not directly using physical memory or net-
work addresses but rather declaratively, namely using 
queries that describe what features of the resource are 
required. To support query composition and execu-
tion, we developed a query language to express re-
source interest in an abstract form, hiding unneces-
sary details. A complete description of the language is 
beyond the scope of this paper. In the following we 
introduce the key features of the language by discuss-
ing a simple query statement. 

 
Figure 2. Automation Grid Architecture 
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1 SELECT * FROM RESOURCES 
2  WHERE resource 
3  HAS FEATURE(r=0,575,35345,767854,*) 
4  TOP 1 
5  WINDOW(0, FOREVER, 1s) 

Listing 1. Example of a continuous query 

The example provided in Listing 1 illustrates a simple 
resource query stated in our language. The language 
is based on the well-known and widely adopted 
standard query language (SQL [4]) but augmented 
with additional statements for resource selection. 
While the SELECT ... WHERE clause is standard, the 
HAS FEATURE(tuple), specifying the requested re-
source, is a unique extension in our system.  

A tuple consists of a specification of the maximum 
distance  between query and resource whereby 

 limits the result to only exact matches. The rest 
of the elements specify the features of the resource 
being searched for. The wildcard character ’*’ causes 
the particular feature to be excluded from the evalua-
tion. The TOP  operator reduces the result set to the  
resources closest to the feature specification. Queries 
can run either once as snapshot query or continuously 
over a period of time. If run once, the query returns a 
single result set while if running continuously, the 
query initiates a data stream of result sets.  

The WINDOW operator specifies the activation interval 
of the data stream. The first two parameters set start 
and end time while the third parameter specifies the 
interval of execution, e.g., every 10 seconds. Once 
injected into the network, queries are compiled to 
binary form and loaded in the local query engine. An 
execution plan (Figure 3) is generated and scheduled 
for processing. The plan lists all actions necessary to 
deliver the requested result set. The plan depicted in 
Figure 3 first checks locally if the query can be eval-
uated with local information alone. If so query execu-
tion is complete. Otherwise the query is optimised 
and rewritten for distributed execution.  

Query optimisation is a complex procedure where the 
query is restructured to reflect the overlay topology as 
well as states of other concurrent queries scheduled in 
the same query engine. Afterwards a resolving action 
is triggered which determines which peer might pro-
vide the requested information. This procedure in 
discussed in detail in Section 3. Subsequently the 
query as a whole or in part is assigned to the peer 
accordingly. Intermediate results are stored in the 
local storage.  

The process continues until all requested information 
is contained in the local storage. In case the maxi-
mum number of retries is reached or a timeout oc-
curred an exception is raised and the execution ends. 

Continuous queries are constantly evaluated, and 
hence can adapt to network reconfigurations and 
resource dynamics. Therefore, each peer collects 
information on resource states and conditions from its 
neighbours and re-optimises the query to reflect the 
new network condition. 

3 Routing and stabilisation 
Besides query optimisation, resolving of candidates 
for query processing is a key element for every exe-
cution plan. Each peer stores service descriptions of 
the resources it hosts in its local storage. Descriptions 
of composite resources are hosted by all peers having 
associated resources. Hence the problem to address is 
to find a mapping from the content requested via the 
query to a respective peer that can provide the con-
tent. In distributed hash tables a hash function is ap-
plied which maps the query, i.e., the keyword to an 
identifier space which is partitioned over all peers 
participating the DHT.  

For the distributed registry as described in section 3 a 
multidimensional lookup mechanism is required 
which locates a resource based on a set of features 
specified in the query. Using a DHT, this would re-
quire to maintain multiple overlay structures, e.g., a 
Chord ring for each feature causing considerable 
compute and network overhead. Multidimensional 
approaches such as CAN seem more suitable but are 
restricted by their enormous code complexity which 
yet let to only small experimental deployments in 
artificial environments. Additionally, using a uniform 
hash function, peers in standard DHTs are treated as 
equal independent of their resource capacities.  

 
Figure 3. Query execution plan 
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Data is stored as determined by the hash function, 
thereby not considering the specifics of individual 
peers. Hence, resource constraint devices might get 
easily overloaded with popular keywords, e.g., ’tem-
perature’ whereas other devices might have unused 
capacities. On the other hand, unstructured approach-
es like Gnutella v2, are able to assign different roles 
to peers depending on their network capabilities. 
However, due to their non-deterministic behaviour, 
i.e., stored items are not guaranteed to be found, they 
have not been considered in technical systems. Play-
ing on the peculiarities of automation systems fea-
tures of both DHTs and unstructured approaches can 
be combined to support complex query execution. 

Automation systems are built for reliable operation 
for long periods of time. Thus, in comparison to the 
Internet [19], from which most P2P algorithms origi-
nate, we can assume the environment to be rather 
static i.e. device failure is rare compared to the time 
required to stabilise routing tables. Having to deal 
with limited dynamics an iterative approach based on 
K-means clustering, e.g., [20] is chosen to stabilise 
the overlay and route information between peers. 

Routing and stabilisation evolves through two phases. 
In the first phase the system initialises, i.e., peers 
exchange information about their resources, features 
and physical network addresses. Based on this infor-
mation exchange, peers cluster around certain cen-
troids. In each cluster peers maintain a set of links to 
their neighbours. Based on their neighbour links local 
routing tables are built which are used to map fea-
tures and combination of features to peers. The first 
phase ends when clusters and therefore routing tables 
stabilised leaving the system in a ready to operate 
state. It is important to note that any further commu-
nication between entities in the system is based on the 
routing information initialised during this phase. Only 
in the event of unit failure or reconfiguration, routing 
information needs to be updated. This ensures that 
communication can be realised very fast by conduct-
ing only lookup in local routing tables.  

In the 2nd phase peers monitor their resources as well 
as the resources of their neighbours in the cluster. If a 
peer departs from a cluster it drops its routing tables 
and enters phase 1 to locate an alternative cluster. 
Communication in phase 2 is gradually reduced to a 
minimum. If a peer failure is detected, a notice is 
propagated within the cluster causing all connected 
peers to revaluate their connections within the cluster. 

Having provided a high level overview of the routing 
and stabilisation procedure we now examine the clus-
ter formation and inter-cluster communication in 
further detail. At iteration , the network is ini-
tialised with a random set of centroids 

 distributed over all peers. Each peer counts the 
number of resources associated to a centroid . 
In each iteration, the -th peer  picks a selection  
of  peers at random from the set of all peers and 
exchanges its local set of centroids and the resource 
counts with the selected peers. Having received the 
centroids each peer begins to update, i.e. compute the 
mean, its local centroids thereby using resource 
counts as weights. Peers in  that have resources 
associated to the same centroids as  are stored local-
ly in a neighbour table. This process is continued 
until the change of centroids between iterations is 
smaller than a predefined threshold. Once the change 
of centroids of all peers drop below the threshold, the 
initialisation phase terminates and each peer has its 
features associated to at least one centroid. 

While clusters are highly connected, further links for 
inter-cluster communication need to be established. 
Therefore, for each cluster, bridge peers are deter-
mined that establish links to other clusters. Initially in 
the process each peer assumes it is the bridge to other 
clusters and forwards this information along with its 
distance to the target cluster to all of its neighbours. 
Peers process this information and select the neigh-
bour closest to the target cluster as bridge peer. Act-
ing as bridge, respective peers collect additionally to 
cluster neighbours also peers from clusters they 
bridge to. Consequently inter-cluster links are estab-
lished as the algorithm iterates. 

4 Application example 
To further illustrate the workings and benefits of the 
declarative resource discovery mechanism, consider 
the temperature control system depicted in Figure 4 
based on [13]. It consists of an oven, e.g., to cure 
products made of epoxy resin. Attached to the oven is 
a temperature sensor and a heater unit. We assume 
that both heater and sensor are intelligent units that 
provide some form of communication capabilites as well 
as a compute component to handle query processing. 

A controller unit monitors the temperature readings of 
the sensor and sends control commands to the heater 
in orderto maintain the required temperature in the 
oven.  
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It applies a simple PID controller to adjust the heater 
intensity. This simple control loop, where measure-
ments are acquired, processed by control logic and 
finally control actions are executed is exemplary for a 
whole range of industrial control problems. Listing 2 
shows the control program. 

1 DO 
2   heaters -> SELECT * FROM RESOURCES 
3     WHERE resource 
4     HAS FEATURE(r=0, ’heater’, ’oven’) 
5  
6   sensors -> SELECT * FROM RESOURCES 
7     WHERE resource 
8     HAS FEATURE(r=0, ’temperature’, ’oven’) 
9  

10   heater.temperature =  
    PID(sensor.temperature, 180) 

11 LOOP 

Listing 2. Simple control program 

The system is modelled with heater and sensor as 
atomic resources while the oven is a composite re-
source comprised of heater, sensor and controller 
(Figure 5). The oven contains two associations name-
ly heaters and sensors which are defined as resource 
queries. For this simple example we assume that 
respective devices can be uniquely identified by the 
specification of only two features in the query. The 
relations heaters and sensors contain all sensors and 
heaters respectively that are currently installed. The 
feature valued ’oven’, causes all entities to group in a 
single cluster. Upon query execution, the resolver 
iterates through the list of neighbours matching the 
query against the features of the neighbour peers. 
Subsequently full service descriptions are retrieved 
from the matching peers and cached locally. 

The statement at line 10 sets the temperature feature 
of the heaters according to the control logic. In case 
of multiple elements in the heaters relationship all 
features are set accordingly.  

Thereby the data management component ensures 
consistent propagation of the feature updates. Since 
the underlying system handles the resource lookup 
the control program will remain the same inde-
pendently of where it is executed. Also if additional 
heaters or sensors are built into the oven, no changes 
are necessary for neither control program nor sensor 
devices. 

5 Simulations 
We conducted extensive simulations to demonstrate 
the stability of our algorithms. To assist real world 
applicability our simulations are based on realistic 
network and failure models [9]. We do not assume 
synchronised clocks at the peers and the simulation is 
capable to handle failure situations like failing peers 
and message loss. In order to visualise the simulation 
results, we simulated peers with each having one 
resource with two features. Both static features, i.e., 
having a constant value and dynamic features, i.e., a 
value changing over time were simulated whereas 
dynamic features are based on the test signals shown 
in Figure 6a. 

Limited to static features, the algorithm showed fast 
convergence and stable routing tables after only a few 
iterations. More interestingly were simulations with 
dynamic features. Figure 6b shows a snapshot of a 
simulation with dynamic features after 30 iterations 
and a cluster radius of 15 units. For this simulation 
peers where assigned to five feature combinations: 
signal1:signal2, signal2:signal1, signal3:signal4, 
signal4:signal5, signal5:signal3. 

As becomes evident in the figure, peers cluster 
around the five centroids and connections between 
clusters have been formed. There are slight deviations 
in the proximity to the centroids due to the unsyn-
chronised clocks and randomised initial feature read-
ings.  

 
Figure 5. Simple control loop 

 
Figure 4. Simple control loop 
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As can be seen in the figure, the clusters have not 
fully stabilised with some peers located outside the 
cluster radius. 

Figure 7a provides a closer look on a cluster after 50 
iterations. The cluster is fully stabilised and peers 
within a cluster are highly connected. The average 
number of connections per peer within a cluster is 

 with almost equal cluster sizes of around  
in the case for  peers.  

Figure 7b plots the average node degree in corre-
spondence to the total number of simulated peers. The 
average number of connections per peer grows larger 
than  which yields, according to Erdös-Reyni, 
connectedness of the graph with high probability.  

In general it is possible that clusters cannot stabilise 
since service descriptions are not correlated. In this 
situation, the network will be highly connected be-
cause each peer acts as bridge to all other peers. 

6 Conclusion 
We presented a light-weight method and architecture 
for declarative resource discovery in distributed au-
tomation systems. Our approach differs from other 
content addressable network approaches e.g. [16] in 
that it is less complex and hence easier to stabilise. 
The simplicity of our method alleviates implementa-
tion on resource constrained embedded devices.  

The approach is particularly suited to the automation 
domain. It benefits from the static environment and 
the, in comparison to the Internet, small number of 
nodes. Clearly, using the mean as correlation function 
will work only for simple correlations. In more com-
plex and dynamic scenarios other methods might be 
more appropriate. However, connectedness of the over-
lay is guaranteed due to inter-cluster connection. The 
k-means clustering is highly efficient for static sce-
narios where features describe the static capabilities 
of the device. Already in the static case the late-binding 
capabilities of the described method become effective 
and hence have influence on engineering complexity. 

   
Figure 6. Simulation results for  peers: (a) Test signals (b) network configuration 

    
Figure 7. Simulation results from n=100 to 10000 peers 

(a) Highly connected cluster, (b) Node degree in correspondence to the number of peers 
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Based on the simulations conducted, we are con-
vinced that our method is well suited for multidimen-
sional resource lookup in modern automation sys-
tems. The declarative approach will simplify the 
engineering process while at the same time increase 
robustness and enable automation systems to react 
adaptively to reconfigurations and failures. The ap-
proach is not disruptive but allows smooth migration 
from existing systems towards the more flexible solu-
tion as devices can be gradually upgraded. Benefits 
become effective from the second device on.  

New is the initial phase where the system collects 
autonomously all relevant information required for 
operation. Formally this process was conducted man-
ually by an engineer or an engineering tool at design 
time. Once initialised the system can function as 
before with the addition of continuous but low band-
width monitoring and optimisation of the overlay 
network. 
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In the area of intelligent systems development some deterministic or nondeterministic decision algorithms 
and mechanisms should be used to enable agents to behave intelligently. We are trying to enhance agent rea-
soning and especially agent decision making with a usage of trust and reputation of particular intelligent el-
ements (agents) as well as some social groups. There can be large agent societies, where collaboration be-
tween agents is the best way and sometime the only possibility to achieve non-trivial goals. Often it is very 
difficult to find best counterparts for collaboration. Our approach works with trust and reputation principles 
which are inspired from real-world societies and we try to shift them into artificial societies to make their in-
teraction and cooperation more effective. 

Introduction 
Trust is very important aspect in our everyday inter-
action with people, groups and institutions in our 
society. We should have a trust in the surrounding 
environment, people and institutions as well. We are 
often rated and judged on the basis of our trustwor-
thiness and this defines a different manner of the 
interactions in our social life. We behave more openly 
towards subjects on account of the strong confidence 
and trustworthy subjects can access different types of 
information which can be confidential. In the case of 
abuse of the information, the trust of the subject rapidly 
decrease and it is usually very hard to restore it again. 

Recent researches shows [5, 6] that system based on 
trust and reputation have great potentiality, for exam-
ple in the e-commerce and autonomous distributed 
computer systems. This can be seen for example on 
the leading auction server eBay, where the selection 
of seller (from the buyer point of view) is based also 
on his or her reputation. All participants in the system 
are treated on the bases of his or her reputation. 
Trustworthiness of a seller so as of a buyer is repre-
sented by some value, which is update by the eBay 
system and depends on cumulating positive and non-
positive ratings from other sellers or buyers. This reputa-
tion system, from our point of view, can be consid-
ered as relatively simple and closely aimed system. 

In more sophisticated systems [3], we must deal with 
trust as strictly subjective and context specific metric, 
because it is assessed from the unique perspective of 
the element which has to trust somebody or some-
what and our interest is limited only to those actions 
(context) of a trustee that have relevance to the trust 
value.  

In our proposal, we need to take into account many 
specific problems which come with trust based rea-
soning. 

This paper describes preliminary proposal core for an 
agent reasoning framework based on trust and reputa-
tion principles. We proposed how a trustworthy value 
will create/receive, store and represent and use to 
agent decision. Our framework does not create next 
multi-agent architecture.  

We are trying to build new layout based on known 
and well formalized bases (such as BDI [11]). This 
layout allow to agents to use trustworthy value to be 
more effectively in decision making and interacting 
with other agents. 

The remainder of this paper is organized as follows: 
in Chapter 1, we describe theoretical background of 
trust and reputation in different disciplines of the real 
word; his typical characteristics and issues which are 
need to be take into account when are used in such 
context. Description of the core of our framework 
proposal – agent reasoning – is in Chapter 2. We go 
from some bases terms and notations and describe 
defined formulas. Finally, Chapter 3 concludes our pa-
per, discusses open issues and our future work. 

1 Trust and reputation meaning 

1.1 Trust 
Trust as an explicit concept is not the one that has a 
mutually accepted definition. We have identified the 
existence of trust and reputation in many disciplines 
of human behavior, for example: economists, sociol-
ogists and computer science [1, 2, 8].  



+++ Agent Reasoning Based on Trust  and Reputat ion +++  

 

SN
E 

20
/3

-4
, 

D
ec

em
be

r 
20

10
 

T N 

22 

In different areas we have different definitions as well 
as several different definitions in one discipline. 

For our purposes, we adopt some following defini-
tion, which is used in computer science for the com-
putation model of trust and reputation rating systems: 
trust is a subjective expectation an agent has about 
another's future behavior based on history of their 
encounters [1]. For our model, trust is internal rating 
(value) of each agent towards other agents in the 
system. It is based on bias or on reputation. Trust is 
evaluated in time, when is needed to make an agent 
decision, it’s not persistent value in agent belief base 
and may vary in time. 

1.2 Reputation 
Reputation is an agent’s mental attitude toward other 
agents gained during previous experiences (even 
indirect) with such agents. Based on trust meaning 
description, reputation in our model is realized as set 
of values which are given from past agent interaction 
or received recommendation. Reputation is stored in 
agent belief base (knowledge database or something 
else) when agent finished some interaction and made 
necessary evaluation or when agent receives some 
recommendation from other agent(s) in environment. 

Typically, it is difficult to gain reputation from inter-
action in the large scale multi-agent systems. The 
interaction generally runs in small agent groups, 
where agents are close by distances or by their pur-
poses. In the case, that these agent groups (or just 
each single agent from group) want to communicate 
with each other’s is good to use recommendations. To 
get the best possible recommendation, we need to ask 
most trustworthy entity (agent) as we can. Recom-
mendation trustworthy value and also self-trustworthy of 
target agent mainly depend on recommendation enti-
ty. If we trust to this entity, recommendation will be 
more valuable for our purposes. 

There are many approaches and mechanism to ensure 
trustworthy entities in system. We can use PKI [10] – 
certification authorities and root authorities as we 
know from security of information systems. Toward 
to our approaches, it is more applicable to use web of 
trust [9] between agents and groups.  

It allows us to use system more distributive without 
central entities – possibly points of failure. This web 
of trust is also more closely to the real word princi-
ples and is suitable to the agent and multi-agent sys-
tems principles. 

1.3 Recommendation 
The reputation value usually depends on recommen-
dations. In recommendation process always partici-
pate three agents: the querying agent , answering 
agent  (recommender) and the target of recommen-
dation agent . In the recommendation case, agent 
get indirectly trust value from recommendation agent 
to target agent [3]. This given recommendation value 
can be accepted as the agent’s trust value to the target 
agent at or serves just for updating of the trust value 
previously counted. This recounting trust value de-
pends on many aspects, also mainly on how trustwor-
thy a recommender agent is. 

1.4 Context and individualization of trust 
There are many aspects, which comes with reasoning 
based on trust and reputation. These aspects are need 
to be take into account and will be described in this 
subsection. The primary aspect which is closely con-
nected with terms such as trust and reputation is sub-
jective reception and individualization. In a real word, 
each of us trust in such degree to our friends. This 
trust degree is based on his outer behavior but also is 
mainly depend on our internal “metrics”, which we 
using to measure his trustworthy. This metrics are 
strictly individual for each of us.  

Typical example is human quality “prejudice” – with-
out knowing about something man , based on his 
visage (for example) we make opinion to his trust-
worthy. Someone, who also does not know , makes 
another opinion, which can be absolutely different 
from our opinion. The same visage, the same man, 
the same knowledge about him may mean different 
trustworthy into him. 

This is just simple example to demonstrate that trust 
is strictly subjective and mainly depends on our inter-
nal evaluating our perceptions for each entity (human, 
agent). This perception and internal evaluating may 
vary in time – it depends on ability of evaluating 
entity: learning in time based on previous experienc-
es. In different cases, the perceptions may by for all 
entities the same (each agent have same sensors) but 
internal evaluating are different.  

Perception is represented into internal agent mental 
state and based on agent knowledge is differently 
interpreted – in this case, we call it as agent personality. 

Another very important aspect is that trust and reputa-
tion are both context dependent [1, 7].  



+++ Agent Reasoning Based on Trust  and Reputat ion +++  T

23

N
SN

E 20/3-4,
D

ecem
ber 2010

It means that trust and reputation are not one-
dimensional values – they are at least two-
dimensional.  

We must say in which context the entity is trustwor-
thy, if we talk about entity trustworthiness. We can’t 
simply say: “he is trustworthy” or not. He or she must 
be trustworthy in some context – in some quality.  

Context may be for example: “can cook” or “econom-
ic advice”. If we need advice in some economic prob-
lem, we ask someone who is trustworthy in context 
“economic advice”, because advice from someone 
who is trustworthy in “can cook” in our economic 
problem may not be fine. In the next case, one entity 
may be in some context trustworthy and in another 
not.  

For example: if our friend Bob is a doctor, then hi is 
trustworthy in the context “can save our life”, but if 
we need to cook apple pie, we will go for someone 
who is trustworthy in the context “can cook”. So, Bob is 
trustworthy as a doctor, but he is untrustworthy as a chef. 

With this context aspect many other problems and 
open issues come. At first, if we would like to evalu-
ate some experiences after an interaction, we need to 
decide in which context or contexts the interaction 
was done. Based on this decision, we may update our 
belief base and finally we can do interaction evalua-
tions.  

From one interaction different reputation value in 
different contexts may be obtained. Another im-
portant but implementation difficult aspect is reputa-
tion transference – transference of one’s reputation 
from one context to another [2]. For example: when 
we know that Bob is trustworthy as doctor, does it 
means that Bob is trustworthy as chef or not trustwor-
thy as chef – is this decidable?  

This problem may be decided on the bases of context 
similarity – we need to find algorithm which is able 
to compare two different context (context is com-
posed from attributes – will be described in the sec-
tion 3.3) and decide similarity degree between them.  

Similarity degree allows us to decide if the transfer 
from one context to another is possible. This transfer-
ence problem is quite complex problem and is outside 
the scope of this paper. 

 

 

Two cases of trusts and reputation contexts in the 
system are possible [1]: 

1. Uniform context. In the uniform context envi-
ronment, we rate all the agents in the same con-
text (every agent is related to the same subject 
matter). For example, we have a set of agents 
providing email service which have related at-
tributes, so we can rate every agent in this service 
context. We omit all others context in this simple 
mail service system and we do not define context 
for reputation because it is known and only one. 
 

2. Multiple contexts. In the second case, we have 
multiple context environments. In the multiple 
contexts environment, any agent’s reputation is 
clearly context dependent. We need to take into 
account similarities and differences among the 
contexts. Transference of one’s reputation from 
one context to another may be used. 

 
In our framework proposal, we use multiple contexts 
environment, which is most suitable for distributive multi 
agent systems and reflect the real world principles. 

2 Framework for agent reasoning 
Before we start to formalize our framework core 
components, we need to show from which phases the 
reputation is built and trust evaluating process is 
composed. It allows us to understand following for-
mal notation and the used principles. 

2.1 Reputation building and trust evaluating 
If we want to make decision based on trust value, we 
need to do some steps. First of all, we need to do 
some monitoring of trustee performance – monitoring 
phase.  

Based on this, we make some experiences with trus-
tee or we gather some information about him or her 
from the reputation. Asking for a reputation of trustee 
is used, when direct monitoring – experience of an 
agent is not possible. 

From the phase of monitoring of an agent's perfor-
mance we need to interpret some facts, store them 
into some belief base (knowledge base) and then we 
make decision if this experience was good, bad or 
neutral.  
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This phase is called interpretation phase. Recom-
mendation process, when another agent (recommend-
er) gives us some information about trustee is also 
kind of experience and they also need to be stored in 
agent’s belief base.  

The experiences in the belief base needs to be stored 
with time stamps. This means that every interaction or 
recommendation stored in the belief base will be 
dated with unique (actual) time stamp. This is useful 
to ensure that negative or positive experience gained 
long time ago will have not the same impact as fresh 
experience. 

After the interpretation phase, the trust value evalua-
tion phase can start. Given set of experiences in a 
time allow us to use trust update algorithm which 
update agent trust value in a context. This algorithm 
has many different inputs – such as agent mental 
states, agent individual preferences, environment 
specific preferences and so on. There is out of scope 
of this paper to describe trust evaluating process, this 
will be our task for future work. 

From all the previous phases, final ensured trust value 
can be used as one of many input parameter for agent 
decision making. If the agent’s decision will be eval-
uated as satisfying or not, agent can increase or de-
crease weight function based on trust value parameter 
in the future decision making process. 

2.2 Trust and reputation value representing 

In some models [2, 4] the trust/reputation value is 
represented as a binary value , typically , it 
means . In our 
framework, we would like to express such kind of 
partial trustworthy or partial untrustworthy for model-
ing trust and recommendations effects closely.  

Toward this, we define trust value as natural number 
in an interval , where  represent the worst 
possible rating and y represent the best possible rating 
of agent’s trustworthy. 

It is not important if  and  or 
, . Decisions about this interval will be 

implementation specific. However it is important to 
ensure that the trust value must change from  to  
with difference , which respect to model require-
ments and trust evaluating manners of the agent system. 

 

2.3 Framework notation 

Basis entity of each agent system is an agent. We 
define set of agent  as set of all possible agents in 
the system: 

  

To store reputation or incoming recommendation into 
the belief base and to make trust evaluation process it 
is need to determine context in which the reputation 
or recommendation was done.  

Toward this, we need to define context. In our pro-
posal the context definition is based on the terms 
attribute and attribute domain. Attribute domain 
means possibly range of attribute. So, we define set of 
all possible attribute domains  , when each element 
from this set is a domain: 

 . 

One domain  may be for example set of natural 
numbers  , next domain   for example set of 
real numbers , boolean type   or 
set of named constants (enumerated type)  

, etc. Finally, we define set of all 
attributes , where each attribute from this set is 
always projected to such domain: 

 , 
  

Attribute  may be for example Intelligence Quo-
tient value (IQ). We can define domain   for this 
attribute as set of natural numbers in range from 0 to 
200:  a . The tuple – attribute 
and his domain – can be written as .  

Example of attribute sex (as an example of another 
attribute ) based on named constants domain: 

, . 

At this moment, we can use previous definition to 
define the term context. We can theoretically define 
context as a set of tuples: attribute × value, where 
value is element from the attribute domain.  
For example, context “intelligent male” or “intelli-
gent female” may be defined as follows: 

• “intelligent male” =  
• “intelligent female” =  
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But in this context definition, there is problem to 
express some kind of inequality. In the previous ex-
ample we can see that “intelligent male” is only the 
male who has exactly the same IQ as number 100. 
Actually, every male who have IQ equal or greater 
than 100 may be “intelligent male”. Toward this, we 
need to add new element into context definition, this 
element will define range of values which attribute 
can take. This element represents an operator and we 
define set ‡ as set of all basic operators: 

  

These operators have meaning of usual relation oper-
ators. Theirs application to the domains  of some 
attribute creates range of values, which is a subset of 
 . For each attribute domain      it is necessary 
to define a function, which makes a mapping for each 
operator and some parameters to a subset of the orig-
inal domain.  

When the usual mathematical sets and the usual oper-
ators are used the evaluation is simple: in the domain 

 for attribute IQ from the previous example the 
result of application  is the range: 

.  

For other cases, where attribute domain is for exam-
ple an enumerated type or other special domains, they 
should be evaluated by a function defined explicitly. 
Result of application  is undefined 
without special function, which defines the result of 
these comparison. In the other cases application on 
the same domain is transparent:  results 

; there is no need for a comparison function 
definition. 

Finally, we can define context as set of triples: attrib-
ute × operator × value (from attribute domain); and 
set of all context  as follows: 

  
  

From all the previous definitions, we provide basic 
terms definitions toward our notation: trust, reputa-
tion and recommendation. Trust in our proposal is 
defined as a function . Result of this function is 
actual trustworthy value from some unified domain   

   (described in Section 2.2) in such context 
 into another agent . 

  

 

As we say in Section 2.1, we need to ensure that 
recommendation and reputation will be marked with 
some timestamp, which allow us to use more relevant 
information in the belief base. Timestamp help us to 
determine freshness of this information. At this point, 
we define time set  as set of all time units in which 
interaction updates belief base was done. 

  

In a recommendation function, we need to implement 
source of recommendation (recommender agent) and 
target of recommendation (target agent). As we say 
above, it is very useful to know when the recommen-
dation was done. So we can define recommendation 
function  which maps agents, context and time mo-
ment to a value from an attribute domain. 

  

And finally, reputation function  is defined as a 
mapping to a gained value on some unified domain 
from a target agent in such context in time – it is 
defined as follows: 

  

2.4 Agent belief base 

We provided formal bases of our framework in the 
previous chapter. This chapter extends these bases 
and define how information is interpreted and stored 
in agent’s belief base. This description is provided 
from the point of view of an evaluated agent. In our 
framework, we recognize three sources of infor-
mation to evaluate trustworthy. These sources are: 

1. Recommendation – information about an agent 
trustworthy in a context, this is obtained indirect-
ly from another agent. 

2. Reputation – information about an agent trust-
worthy in a context, this is obtained directly from 
own experience with her or him; or this is ob-
tained from observing or premises. 

3. Facts – information about an agent attributes – 
qualities. 

Last mentioned sources are the facts. Facts about 
agents are created and updated in time and they are 
based on some received recommendations or they are 
based on reputation.  
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We define fact with a function , where inputs are an 
agent  and attribute . Result of this func-
tion is a value from attribute  domain and an opera-
tor . 

  

For example the fact about agent  (in respect to 
example from the previous chapter where attribute is 
IQ and his domain is in the range  write the 
following:  – which means: we 
know, that agent  has attribute (quality) IQ and this 
attribute is equal to the value  (from attribute 
domain ). 

Retrieving and maintaining the facts about other 
agents are needed for inferencing another attributes 
and for building another reputation in such context 
based on the inferred attributes. If we know that con-
text  is composed from some set of attributes and we 
have no direct experience in the context , we can 
build default trustworthy from the known attributes 
obtained from other contexts. This inferencing deals 
with reputation transference – described in Sec-
tion 1.4.  

At this moment we can provide simple example of 
attribute inference from some reputation: 

• Let the context  “intelligent male” be defined 
as: , 

• reputation of agent  in a context  “intelligent 
male” is 100, which means (in a unified reputa-
tion domain) maximal trustworthy, 

• we can infer from this reputation two facts: 

o , 

o , 

• let context  “male” be defined as: 
, 

• let context  “intelligent” is defined: 
, 

• we can infer reputation from the facts for a in 
context  and  without direct experience or 
without given recommendation in these context: 

o , 
o . 

 

 

This very simple example of inferencing and reputa-
tion transference shows, that it is possible to infer 
reputation from the facts, respectively infer facts from 
the reputation. In some complicated cases, similarity 
degree must be used to decide which attributes can be 
inferred and which cannot be inferred. 

2.5 Trust evaluation 

Based on definitions mentioned in the previous sub-
section, we propose in less formally way the trust 
evaluation algorithm. In this evaluation process we 
must combine reputation history with recommenda-
tions. Results of this evaluation are used for agent 
decision making about with whom it is good to coop-
erate and with whom it is not good. 

After each interaction or received recommendation, 
the agents can make an evaluation and update their 
belief bases. On the bases of such evaluations the 
trust value of their counterparts is updated. Evalua-
tion mainly depends on the reputations and facts. In a 
case when no interaction has been made in the past 
and no reputation value has been set, the agent uses 
some default politics to bind initial trust value into 
some “default value”. There are many default politics 
to bind default trust value, for example: 

• “paranoid” – the agent never trusts anyone until 
he or she prove his or her own trustworthy fairly, 

• “neutral” – the agent takes a neutral position, it is 
capable to cooperate on the bases of positive rec-
ommendation, 

• “friendly” – the agent is open to cooperate with 
anyone without previous experience. 

This default politics may vary in time for each agent. 
In typically cases when an agent is new in an agent 
system, he is “friendly” and he is trying to make more 
friends. After time, when he was well profiled in the 
system and is trustworthy in his perimeter, it may 
change our politics to “neutral” or “paranoid” for 
example. 

Building agent interaction history (reputations set) 
can be called to be learning process. Generally, agent 
increase trust to another agent, if he or she evaluates 
interaction as “satisfying” [7]. In “not satisfying” 
case, agent decrease the trust value.  
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During the agent learning process, if the decision of 
interaction (cooperate/defect) is based on other agent 
recommendations, the agent will also update its trust 
after any agent gives a recommendations.  

For example, if Alice recommend to Carol that Bob is 
very good auto mechanic and Carol decide to go to 
Bob for her car repair, then Carol update trust into 
Alice also in such context as “recommendation” if 
will be satisfied (or not) with Bob service. 

2.6 Agent decision based on trust 

There are a lot of input parameters which can enter 
agent decision procedure, and the trust value can be 
one of them. In our agent system, we suppose that 
trust value is one of the main input parameter. We 
propose the decision function, which uses agent belief 
base – facts, reputation and recommendations – and 
maps it in a simple case to a binary value: cooper-
ate/refuse (true/false, +/–). This value enters the deci-
sion procedure as a recommendation parameter to 
interact or not. 

There are many variants of decision functions value 
types (ranges); they can be defined also as domain of 
attributes. For example, in a sophisticated case, the 
return value can be defined on interval , which 
may mean: 

• : strong recommendation – do not interact, 

• : light recommendation – you should not interact 

• : no recommendation (unable to evaluate rec-
ommendation or neutral position), 

• : light recommendation – you should interact, 

• : strong recommendation – do interaction! 

Internal evaluation mechanism of decision functions 
can be generally describes as follow. At first, agent 
must estimate some threshold value which is com-
pared to trust domain range and defines delimiter for 
assignation return value.  

If the internal trust value into agent in such context 
was higher or equal, agent decide to return “+”, oth-
erwise “–” (depends on return value domain). For 
example, we estimate threshold to 80 and our trust to 
an agent is 90: the resulting value was then “+” (for a 
simple case) or “2” (for a sophisticated case). 

 

 

Estimate function for threshold value differs due to 
agent metal state and many other aspects. To define 
threshold as a constant (for example 0.5) is a simple 
way to implement the estimate function. More sophis-
ticated algorithm may use history of interactions: for 
example pair “cooperate” decision with “non-
satisfied” results of interaction and update threshold 
value toward this. It is out of scope of this paper to 
define all implementing variants for estimate function. 

2.7 After decision belief base update 

If an agent decide to interact and it is based on trust 
decision functions, the feedback from interaction 
(agent was satisfied or not) update agent belief base. 
Agent updates our interaction history and may update 
trust to recommenders when interaction was made 
based on recommendation. We combine interaction 
history with feedback value to provide probability of 
next successful interaction in such context.  

Updating reputations into each recommender after 
every interaction which was made on the recommen-
dation based is also complex problem. We need to 
deal with feedback value, given reputation value and 
interaction history in the context “recommendation” 
for each of the recommenders.  

This recommender rating is also very important for 
building set of agents, which are good in the recom-
mendation context and which are not. This learning 
process allows us to be more effectively in time. 

3 Conclusion and future work 
In this paper we present preliminary framework pro-
posal for multiple context model of trust and reputa-
tion which may allow agent reasoning based on trust. 
We describe critical common trust and reputation 
problems which are needed to be taken into account 
in solving reasoning problem based on trust princi-
ples. This proposal is based on known interaction 
protocols for the most used agent architectures such 
as BDI. Agents build their belief base: stores interac-
tions history retrieves recommendations and infer 
facts and infers decisions. 

Our model makes explicit difference between trust 
and reputation. We define reputation as a quantity 
inferred from interactions which can be highly rela-
tive toward to evaluating agent mental state and the 
interaction history.  
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We define trust as agents (trustor) internal quantity 
toward to trustee in a context. It can be inferred from 
facts or from reputation and recommendations about 
the trustee. It always represents strictly individual 
metrics. We show that trust and reputation ratings 
should be context and individual dependent quanti-
ties. 

The framework notation, which was presented, allows 
us to simulate our proposal in future work. We will 
concentrate on formalization of the trust evaluating 
process before we simulate the system model. Also there 
are still a lot of works on formalization context trans-
ference process and context inference from agent attrib-
utes facts.  

These tasks are very complex problems and must be 
well mapped to provide more effectively trust decision 
function, which is a core of our framework. 
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Stochastic Models for  
Intermittent Demands Forecasting and Stock control 
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Demand forecasting with regard to stock control is a central issue of inventory management. Serious difficul-
ties arise for intermittent demands, that is, if there are slow-moving items demanded only sporadically. Prev-
alent methods then usually perform poorly as they do not properly take the stochastic nature of intermittent 
demand patterns into account. They often rely on theoretically unfounded heuristic assumptions and apply 
inappropriate deterministic smoothing techniques. We overcome these weaknesses by means of systematical-
ly built and validated stochastic models that properly fit to real (industrial) data. Initially, no assumptions are 
made but statistical methods are invoked for model fitting. Reasonable model classes are found by summary 
statistics and correlation analysis. Specific models are obtained by parameter estimation and validated by 
goodness-of-fit tests. Finally, based on the stochastic models, stock control strategies are proposed to facili-
tate service levels guarantees in terms of probability bounds for being out of stock. 

Introduction 
Any organization or company that offers, sells and 
delivers items to others has to take care about proper 
inventory management. Success and efficiency sub-
stantially depend on the ability to provide and deliver 
demanded items within reasonable time. Stock con-
trol is crucial and the inventory policy manages how 
many units of an item must be in stock subject to 
certain constraints. Inventory capacities are limited 
and inventory costs should be as low as possible but 
at the same time a desired level of item availability 
should be assured.  

Typically, in order to be well prepared, stock control 
relies on forecasting future demands by means of 
time series analysis based on past demand patterns. 
Comprehensive treatments of time series analysis and 
forecasting can be found in, e.g., [1, 2, 4, 5, 8]. For 
the broader scope of inventory management we refer 
the reader to [14, 18, 19]. 

In practice, the most common forecasting technique is 
simple exponential smoothing (SES), that is forecasts 
are made by means of a weighted sum of past obser-
vations in that based on given time series data 

 a forecast  for the next data point  
is computed recursively by  and 

 for  where  is a 
smoothing constant that needs to be chosen appropri-
ately. Unfortunately, SES does not provide satisfacto-
ry forecasts for intermittent demands, i.e. in the case 
of so-called slow-moving items or low-demand items 
that are only demanded sporadically.  

Instead, Croston’s method [6] is most widely applied 
to intermittent demands. 

Croston separates the time intervals between succes-
sive demands (interdemand times) and the number of 
units that are demanded (demand sizes). He argues 
that the time periods (measured in days, weeks, or 
months) between successive demands as well as the 
demand sizes are independent and identically distrib-
uted (iid) random variables, which means that inter-
mittent demands essentially appear at random without 
identifiable trends, seasonality, or the like. He heuris-
tically assumes the geometric distribution for the 
interdemand times and the normal distribution for the 
demand sizes.  

If a demand occurs, separate forecasts for both the 
interdemand time and the demand size are updated 
according to SES using the same smoothing constant 
for both forecasts and the current demand per period 
forecast is obtained by the ratio of these two forecasts. 
Obviously, the critical issue of choosing an appropri-
ate smoothing constant remains open. 

A couple of drawbacks such as biased forecasts or 
potential violations of the independence assumptions 
have been reported in the literature and many correc-
tions and modifications, repectively, have been pro-
posed, e.g. [3, 11, 12, 15, 16, 17]. However, though 
specifically targeted to intermittent demands and 
often more accurate than SES, in some cases 
Croston’s method and its various modifications do 
not provide proper forecasts and not even outperform 
pure SES.  
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After all, there is still no satisfactory approach to deal 
with stock control for slow-moving items based on 
forecasting intermittent demands. We argue that the 
problems essentially stem from the application of 
deterministic smoothing techniques to random pat-
terns. Stochastic models appear to be more appropri-
ate and promising for tackling the peculiarities of 
intermittent demands forecasting and stock control. 

1 Stochastic modeling approach 
In order to improve forecasting and stock control for 
slow-moving items we first have to figure out the 
weaknesses of existing methods and the requirements 
for overcoming these weaknesses. The mixture of 
assuming stochastic behavior and applying SES as a 
forecasting technique is inappropriate. The modifica-
tions of Croston’s original version, adopting the inde-
pendence assumptions as well as the assumption of 
geometrically distributed interdemand times, are 
mainly concerned with nonnormal (but still continu-
ous) distributed demand sizes and modified forecasts. 
In particular, they still produce deterministic point 
forecasts though the demand pattern is essentially 
random. Mathematically, they work with determinis-
tic realizations rather than with stochastic processes 
which are supposed to be the data generating mecha-
nism. It has been recently shown by Shenstone & 
Hyndman [13] that the application of these determin-
istic forecasting techniques cannot be consistent with 
stochastic models, because any underlying stochastic 
model must be non-stationary and defined on a con-
tinuous sample space with negative values, which 
both does not match to the real properties of intermit-
tent demand patterns. 

We believe that starting with a forecasting technique 
and building an according underlying model is exact-
ly the reversed order of what is required. In particular, 
the major problem lies in the inappropriate forecast-
ing technique rather than in approaching intermittent 
demands via stochastic models. Additionally, we 
point out that in the previously cited literature specif-
ic probability distributions are heuristically assumed 
and – if at all – checked against artificial simulated 
data. It is often just a matter of luck whether or not 
the assumptions well fit to real intermittent demand 
data. Consequently, we argue that one should first 
build an adequate stochastic model based on real 
data, then validate its goodness of fit and finally de-
rive forecasts and stock control strategies to meet 
certain requirements such as service level guarantees. 

1.1 Stochastic Time Series Models 
A time series is an ordered sequence , inter-
preted as a realization of a stochastic process . 
As we are concerned with discrete time points 
(months), we shall assume that the index set  is a 
subset of the nonnegative integers. Note that, though 
often neglected in the literature, there is an important 
difference between a time series and its "generating" 
stochastic process. Other than a stochastic process, 
which is an ensemble of time series, a single time 
series is just one sequence of deterministic data. 

Time series properties are characterized by corre-
sponding properties of stochastic processes. We brief-
ly present those that are most important with regard 
to stochastic time series models. 

Definition 1 (moment functions of stochastic processes) 
For a stochastic process    its 
• mean function is defined by  
• variance function is defined by , 

 
• autocovariance function is defined by 
Cov ,  

Note that  for all . 

Definition 2 (strict stationarity) 
A stochastic process  is called strictly sta-
tionary if its finite dimensional distributions are 
time invariant. That is, for all , ,  the ran-
dom vectors  and  

 have the same distribution. 

Definition 3 (weak stationarity) 

A stochastic process  is called weakly sta-
tionary if it has constant mean and variance function 
and its autocovariance function does not dependent 
on specific time points but only on the time differ-
ence, the so-called lag .  
That is, for all , : 
 ,  , 
  
Then the autocovariance function for lag  is de-
fined as . 

 

 



+++ Stochast ic  Models  for  Demands Forecasting and Stock control  +++  T

31

N
SN

E 20/3-4, D
ecem

ber 2010

It follows for the autocovariance function of a weakly 
stationary stochastic process, that for all : 
  

Definition 4 (autocorrelation function) 

The autocorrelation function of a weakly stationary 
stochastic process  is defined by 
  

It follows for the autocorrelation function of a weakly 
stationary stochastic process, that for all : 

  

Now, being equipped with the most important proper-
ties of stochastic processes, we introduce the most 
important stochastic processes with regard to time 
series analysis and in particular with regard to our 
modeling approach. 

Definition 5 (White noise) 

A white noise is a sequence  of independent 
and identically distributed (iid) random variables. If 
all these random variables are normally distributed 
with expectation  and variance , then 

 is called a Gaussian white noise. 

Obviously, a white noise is a strictly stationary sto-
chastic process. In time series analysis, white noise is 
used for constructing more complex stochastic pro-
cesses. In the following, let  denote a white 
noise with expectation  and variance . 

Definition 6 (Autoregressive process) 
An autoregressive process of order , denoted by 

, is a stochastic process  defined by 
   

where  are constant coefficients. 

Definition 7 (Moving average process) 
A moving average process of order , denoted by 

, is a stochastic process  defined by 
  

where  are constant coefficients. The ran-
dom variables ,  constituting the underlying 
white noise are usually normalized such that . 

Definition 8 (ARMA process) 

An autoregressive moving average process of order 
, denoted by , is a stochastic pro-

cess  defined by 

  

           

where  and  are constant coeffi-
cients. 

Hence, ARMA processes are composed of AR pro-
cesses and MA processes and both AR processes and 
MA processes are specific ARMA processes. An 

 process is an  process and an 
 process is an  process. Note that a 

white noise also fits this framework in that it is an 
 process. 

2 Building and validating stochastic 
models 

We have developed a systematic procedure for model 
fitting to real data by courtesy of Siemens AG – 
Healthcare Sector Customer Services Material Logis-
tics (a.k.a. Siemens Medical Solutions), Erlangen, 
Germany. Initially, no independence assumption are 
made but after computing comprehensive statistics, 
the independence of data is checked. Dependent on 
the outcome of suitable tests, either the time series 
corresponding to interdemand times and demand 
sizes are fitted to autoregressive moving average 
(ARMA) processes or fitted to adequate probability 
distributions. 

The essential steps of our modeling procedure and 
their order in an automated algorithmic application 
starting with the raw data are outlined below. We 
emphasize that this procedure is flexible and well 
accessible to practitioners.  

Many steps are supported by statistical software 
packages, which is important for being viable as a 
part of real inventory management within industrial 
companies. 

1. Study summary statistics and the correlation 
structure of interdemand times and demand sizes 

2. Test the independence hypothesis: Ljung-Box test 
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3. If independent, fit data to appropriate probability 
distribution 

a. Select potentially appropriate distribution 
families based on summary statistics 

b. For each candidate distribution, obtain pa-
rameters by maximum likelihood estimation 

c. Validate goodness-of-fit by visualization: 
graphical plots 

d. Validate goodness-of-fit by statistical tests: 
, Anderson-Darling, Kolmogorov-Smirnov 

4. If not independent, fit data to ARMA model 

a. Select potentially appropriate class of ARMA 
based on (partial) autocorrelation functions 

b. For each candidate class, obtain parameters by 

i. least squares estimation for the AR part 

ii. numerical iteration for the MA part 

c. Validate goodness-of-fit by residual analysis 

This procedure has been applied to the demand pat-
terns of 54 different slow-moving items, each record-
ed from September 1994 to May 2008. In addition to 
model fitting for each of these items, one goal was to 
identify similarities in order to build an aggregated 
model that integrates as much slow-moving items as 
possible (inventory of Siemens Medical Solutions 
takes care bout altogether about 8500 slow-moving 
items). In the following we describe some more de-
tails of the steps and outline the main findings that we 
obtained in this manner. 

Note that we could have formulated our model fitting 
procedure without explicitly distinguishing between 
independent and dependent data by just fitting to an 
ARMA process and keeping in mind that an 

 process is a white noise which means that 
the data is independent. However, this would be over-
ly generalized. We make the distinction with regard to 
the specific fitting methodologies, which are much 
easier for independent data. 

2.1 Summary Statistics and Correlation Structure 
Summary statistics are usually not common in time 
series analysis when trends, seasonality, dependencies 
or correlations are present. Nevertheless, they should 
be computed as a first step in any statistical data 
analysis because they almost always give useful in-
sights, in particular in the case of intermittent de-
mands where completely random patterns in the sense 
of iid data or white noise are very likely.  

In addition, the correlation structure is of major im-
portant in time series analysis. Therefore, we consider 
a variety of statistical measures that give us a first 
quantitative impression of the data and its correlation 
structure. More precisely, we compute the following 
empirical measures from the time series data 

. 

• Empirical mean 

 , 

• Empirical variance 

 , 

• Empirical standard deviation 

 , 

• Empirical coefficient of variation 

 , 

• Empirical standard error 

 , 

• Empirical skewness 

 , 

• Empirical kurtosis 

 , 

• Empirical covariance 

•  , 

• Empirical coefficient of correlation 

  

Note that the latter two measures can be computed 
with regard to different time series as well as within a 
single time series. One can shift the time series by a 
lag  and interpret the resulting pairs 

 in the same way as data points from dif-
ferent time series. Concerned with a single time series 
one also speaks of autocorrelation as for stochastic 
processes. In particular, when considering such auto-
correlations for different lags, one can get useful 
insights on the strength of potentially present depend-
encies, which then yields guidelines for the choice of 
appropriate ARMA processes. 
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2.2 Independence test 
After computing comprehensive summary statistics 
and studying the correlation structure of the given 
data, our next step is to test the hypothesis of inde-
pendence. More specifically, we want to examine 
whether it is appropriate to assume that successive 
interdemand times and demand sizes are independent. 
In the terminology of stochastic time series models, 
this independence hypothesis corresponds to the hy-
pothesis that the data generating stochastic processes 
are white noise. 

Hence, we are concerned with the independence of 
successive data from one time series (not with the 
independence of two or more data sets). In order to 
test it, the Ljung-Box test [9] can be applied. 

With the Ljung-Box test all autocorrelation coeffi-
cients are considered simultaneously. The independence 
hypothesis  and its alternative  are defined as 

 , 
  

and the test statistic is computed by 
 . 

where  is the sample size,  is the empirical coeffi-
cient of autocorrelation on lag  and  is the number 
of lags. Then for a given significance level  the 
critical section is defined by 

  

where  is the -quantile of the chi square 
distribution with  degrees of freedom. 

The Ljung-Box test has been specified as an S-Plus 
program and applied to the intermittent demand pat-
terns, that is to the interdemand times and the demand 
sizes of all slow-moving items. One of our main find-
ings is that for almost all intermittent demand patterns 
the independence assumption is valid.  

More specifically, according to the Ljung-Box test on 
a statistical significance level of , the independ-
ence hypothesis was only rejected for two out of the 
54 items considered, and the run tests that we addi-
tionally performed did not indicate any dependence. 

2.3 Fitting dependent data 
If the data is assumed to be dependent, our modeling 
procedure proceeds by fitting the data to an ARMA 
process.  

In order to find appropriate ARMA processes that 
well represent the measured data, we first selected a 
potentially appropriate class of ARMA models based 
on partial autocorrelation functions, estimated the 
corresponding parameters and validated the fit by 
residual analysis. Roughly speaking, the fit is made 
iteratively such that processes of different orders are 
successively fitted and the sum of squares of differ-
ences between the fitted process and the time series 
data is computed. Finally, the order providing the 
least square sum is chosen. 

Informally, the partial correlation between two varia-
bles is the correlation that remains if the possible 
impact of all other random variables has been elimi-
nated and it is much easier to determine the order of 
an ARMA process via the partial autocorrelation function 
than via the original autocorrelation function.  

For our intermittent demand data, inspection of the 
partial autocorrelation functions suggested that pure 
AR processes are most appropriate. We have speci-
fied an according procedure in S-Plus and specifically 
used the Akaike information criterion (AIC) where 

  

is considered and the  for which  is minimal 
yields the estimated order of the AR process. For the 
details we refer the reader to, e.g., [1, 2, 4, 5, 8]. 

Even for the two potentially critical items that did not 
pass the Ljung-Box test for independence, the best fits 
to ARMA processes resulted in neglecting the MA part 
and low orders of the AR part, that is, these data were 
best fitted to purely autoregressive processes of order 
2 and 4, respectively, which indicates a very weak de-
pendence. Taking the data as independent and fitting 
to probability distributions resulted in very accurate 
fits.  

Hence, it seems reasonable to assume independence 
even for these two items. Note that statistical tests 
give only statements with certain statistical signifi-
cance, neither proofs nor disproofs of hypotheses. 

3 Forecasting and stock control 
Once we have built stochastic models and validated 
their appropriateness, it is clear that deterministic 
point forecasts are not very meaningful but stock 
control strategies are possible which do not rely on 
simple point forecasts.  
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We obtain service level guarantees in terms of proba-
bility bounds on stock out or item availability, respec-
tively. More specifically, we can compute the proba-
bility of a demand size being greater than some given 
threshold, which is closely related to quantiles and 
tail probabilities of the fitted demand size distribu-
tion. Furthermore, to be useful for inventory man-
agement in practice where typically not every month 
each item stock is checked we also need to consider a 
larger time horizon as the planning period. 

Therefore, we compute the probability of more than a 
given number of demands within a certain time peri-
od, essentially via tail probabilities of sums of ran-
dom variables. After all, we end up with stock control 
strategies guaranteeing that, given a desired service 
level in terms of probabilities and the constraint of 
minimized inventory costs, for every inventory period 
sufficiently many units of all items are in stock. Fi-
nally, thanks to stochastic similarities, items can be 
aggregated yielding an integrated inventory control 
system.  

Hence, altogether we have a mathematically well-
founded model fitting procedure for practicable stock 
control of slow-moving items that seems to be prom-
ising and and overcomes some of the weaknesses of 
currently practiced methods. 

3.1 Stock control exemplification 
We demonstrate a possible application in practice by 
a simple example where we assume that the interde-
mand times and demand sizes are independent and 
have been properly fitted to probability distributions. 
We further assume that for an example item a pre-
scribed service levels should be achieved within a 
time horizon of  months.  

The service level is considered to be the item availa-
bility, that is the probability  that demands for this 
item can be immediately served by the units in stock. 
The question arises how many units of this item must 
be in stock for a given desired availability. 

Though the demand size has no theoretical upper 
bound, the demand size distribution allows statements 
on the probability of certain demand sizes. We argue 
that for practicable stock control only demand sizes 
with some minimum probability can be reasonably 
taken into account. In other words, we consider a 
lower probability bound for the demand sizes such 
that all demand sizes with a smaller probability are 
neglected.  

Then, whenever a demand occurs, the units to be hold 
in stock should equal the -quantile  of the demand 
size distribution times the number of months in which 
the item is actually demanded.  

Hence, by considering a time horizon of more than 
one month for the planning period, we are even able 
to serve extreme demands with unlikely large demand 
sizes, provided that they do not occur multiple times 
within the time horizon of the planning period. 

The remaining question is how often (in how many 
months) within the next  months we should be pre-
pared for demands. We do not simply take the expec-
tation of the number of demands within  months, be-
cause this does not account for the specific probability 
distribution.  

Similarly as for the demand sizes, we consider an upper 
bound such that only with a small probability demands 
occur in more months than suggested by the bound. 
This probability is determined by and can be obtained 
from the interdemand size distribution. 

For numerical illustration, we consider an example 
item that has according to our fitting procedure geo-
metrically distributed interdemand times with param-
eter .  
Hence, the probability that the item is demanded in 
the next month equals p, which is relatively large. 
This means we should be prepared for a demand in 
the next month. Moreover, the number of demands is 
binomially distributed, that is the probability of exact-
ly  demands within the next n months is given by 

  

Now, assume that our time horizon of the planning 
period is six months. Then the probability that the 
item is demanded in each of these next six months is 

 , 

which is extremely small. Such a demand pattern will 
happen on average every thousand years such that it 
is reasonable to neglect it. Clearly, other patterns are 
more likely. For instance, the probability of exactly 
one demand within the next six months is 

.  

Hence, we have to choose a bound  such that any 
probability below this bound will be considered too 
small to realistically assume the corresponding de-
mand pattern. 
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Let . From the remaining demand patterns 
with larger probability, choose those with the largest 
number of months with demand. Multiplying this 
number with the -quantile  of the demand size 
distribution then gives the number m of units required 
in stock.  
For our example item the demand sizes are logarith-
mically distributed with parameter . 
With the choice of , the  quantile of the 
demand sizes computes as 

 . 

Now, for demonstration purposes, successively com-
pare the probabilities  with : 

 , 
 , 
 , 
 , 
 . 

Hence, we take four demands within the next six 
months as sufficiently likely to be prepared for it and 
the number of units required in stock is therefore 

  

The outlined approach is astonishingly simple and 
provides a useful way of assuring certain service 
levels. Nevertheless, a couple of issues require further 
investigation such as a reasonable planning period 
(time horizon) over which stock control should be 
considered.  

Besides, an additional option to react within the plan-
ning period when the number of units in stock falls 
below a critical level would be surely useful. Howev-
er, with regard to these points, there are usually prac-
tical constraints and not everything what is theoreti-
cally desirable is practically possible. 

4 Conclusion 
We have presented a stochastic modeling approach 
for the demand patterns of slow moving items with 
regard to intermittent demands forecasting and stock 
control. The key problem in intermittent demands 
forecasting and stock control is the demand pattern of 
slow moving items which renders traditional deter-
ministic exponential smoothing techniques inappro-
priate.  

Stochastic models are required to capture the inter-
mittent demand pattern. It turns out that stochastic 
time series models are well suited. In many cases the 
intermittent demand patterns even appear to be purely 
random in the sense that interdemand times and de-
mand sizes are iid random variables corresponding to 
a white noise process. 

A procedure has been suggested for fitting real data to 
suitable stochastic models based on which forecasting 
and stock control become well-founded and automat-
ed.  

While this modeling procedure already seems to be 
mature enough to address items separately without 
any substantial improvements necessary, further re-
search should deal with aggregated models for multi-
ple items.  

With regard to stock control for single items, one 
potential application of the stochastic model has been 
demonstrated and similar approaches with an aggre-
gated model are highly desirable. Hence, stochastic 
models for intermittent demands forecasting and 
stock control appear to be promising and have already 
proven useful but a lot of future work is still required 
and already ongoing. 
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The paper describes a Markov model for multi-criteria and multi-person decision making. The motivation 
results from a demand observed in the early stages of an innovation process. Here, many alternatives need to 
be evaluated by several decision makers with respect to several criteria. The model derivation and descrip-
tion can be split into the evaluation process and the decision process. The pair wise comparisons can be 
combined by weighting them according to the importance of the criteria and decision makers, resulting in a 
discrete-time Markov chain. A random walk on this DTMC models the decision process, where a longer state 
sojourn time implies a better alternative. We believe that this model meets the demands in the early stages of 
an innovation process. 

1 Description of the problem 
We consider the problem of evaluating alternatives in 
the early stages of an innovation process. In this ap-
plication area alternatives need to be evaluated by 
several decision makers with respect to different 
criteria. There are possibly many alternatives that 
need to be considered; therefore it is necessary to 
make the evaluation process fast and simple. The 
problem parameters are the following: 

• A possibly large number of alternatives may be 
involved 

• Several decision makers may be involved 
• Several evaluation criteria (both quantifiable and 

soft) may be involved 
• The evaluation criteria may be weighted accord-

ing to relevance 
• The opinions of the decision makers may be 

weighted according to expertise 
• Little or no information is available about the 

alternatives; the decision makers base their eval-
uations on intuition or guesswork 

• The decision makers have to decide fast due to 
the possibly large number of alternatives 

The following example describes the intended appli-
cation. During an innovation workshop a large num-
ber of ideas are produced. Each idea is described only 
with a title and a short characterisation. An innova-
tion team must identify the top ten ideas to bring 
them forward to the first stage of a stage-gate process 
[4]. Little or no quantifiable information is available 

about the ideas, therefore it is not possible to rank the 
ideas based on objective criteria. Instead, only subjec-
tive impressions are available at this stage, enabling 
decisions of the form “A is better than B” with re-
spect to a given criterion. Each member of the team 
might have a different area of expertise or compe-
tence, and to each of them can be assigned a different 
weight for different criteria. For each pair wise com-
parison the decision maker and the criteria is noted. 

The following questions need to be addressed: How 
to model an evaluation process and a decision process 
with the specified parameters? How to deal with 
inconsistent or non-transitive evaluations, which can 
occur due to the subjective nature of the evaluations? 
How to determine the top alternatives? 

2 State of the art 
In the field of multi-criteria decision making 
(MCDM) many methods have been developed for 
specialised applications. Detailed information about 
MCDM can be found, for example in [10], [8] and 
[1]. Thirty available methods are discussed in [7]. 
Two more general methods which can be used in the 
early stages of an innovation process are AHP (the 
Analytic Hierarchy Process) [2, 11] and cost-benefit 
analysis (CBA) [3]. 

However, AHP and CBA are not directly applicable to 
the intended application. AHP does not support mul-
tiple decision makers, unless additional aggregation 
strategies are applied to merge the individual evalua-
tion result [9, 13, 6].  
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Furthermore, AHP requires consistent transitive eval-
uations in order to compute a valid result. CBA needs 
measurable and quantifiable criteria to compute a 
valid result. 

However, inconsistent evaluations and soft criteria 
are often present in the early stages of an innovation 
process. Accordingly, AHP and CBA cannot be the 
preferred methods to evaluate alternatives under these 
circumstances. 

3 A DTMC-based model for evaluation 
and decision process 

This section describes how to model both the evalua-
tion process and the decision process. The evaluation 
process is similar that in AHP but with only one level 
of “is better than”. In the given application it is not 
applicable to use more than one level of difference, 
because there is no strict differentiation possible to 
get more detailed decisions for two reasons. Firstly, 
little or no information about the alternatives may be 
available and secondly the use of soft criteria. 

The model of the decision process is described using 
an analogue situation. 

3.1 Evaluation process 
Based on the assumption that little or no information 
about the alternatives is available, the evaluation 
process is implemented as pair wise comparisons 
between all alternatives, concerning all criteria. These 
comparisons only ask for a decision of the following 
form “is better than”. This solution allows compari-
sons according to non-measurable evaluation criteria, 
such as taste or preference. 

We assign weights to the decision makers according 
to their expertise and to the evaluation criteria accord-
ing to their relevance, and scale these weights to sum 
up to one. We build a weighted directed graph, where 
each comparison adds an edge from the less preferred 
alternative to the better one. The edge weight results 
from the weight of the criterion and the decision 
maker. After adding the edges corresponding to the 
comparisons to the graph, we can scale the edge 
weights such that the sum of all outgoing edges of a 
node is one. The resulting graph is a discrete-time 
Markov chain, where the edges lead from the less 
preferred to the better alternatives. 

A detailed description of the mathematics behind the 
evaluation process can be found in [4]. 

In the evaluation process we have participants  
with , criteria  with  and alter-
natives am with . Each participant  
makes pair wise comparisons between two alterna-
tives  and  with respect to criterion . We 
denote this as follows: . 

Next we need the coefficient  to assign weights to 
each evaluation made by the participants. Each coef-
ficient  contains information about the relevance 
of participant  with respect to criterion  and de-
scribes the importance of criteria  where larger 
values imply greater importance. In the matrix  of 
dimension  we store the coefficients that satisfy 

 . 

Each evaluation of the participant  with respect to 
criterion  is represented in the matrix  of dimen-
sion . We build the matrix as follows: 

 , 

where  represents the number of non-zero entries 
in the -th row of matrix . The main diagonal 
coefficients are set as follows: 

 . 

Finally, we need a matrix  of dimension .  
contains the complete set of evaluations and is com-
puted from the weighted sum of all .  is also a 
stochastic matrix and computed by 

 . 

The result of the evaluation process is a DTMC con-
taining all evaluations of the participants as weighted 
edges. 

3.2 Decision process 
We believe that after having built this DTMC from 
the decision makers' evaluations, the decision process 
corresponds to a random walk on this resulting Mar-
kov chain. We assume that the sojourn time of better 
alternatives is larger than for inferior ones. To deter-
mine the preferred alternatives, the DTMC is solved, 
resulting in the steady state probability vector. The 
more incoming edges with large weights one node 
has, the more comparisons were made preferring that 
alternative. The more outgoing edges with large 
weights one node has, the fewer comparisons pre-
ferred that alternative.  
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Consequently the better alternatives with more in-
coming edges have a larger probability in the result. 
The resulting probability vector is then interpreted as 
a ranking of the alternatives, where larger probabili-
ties show a higher rank. 

To obtain the best alternative we take a look to an 
analogue situation: Assumed all students from a uni-
versity meet after summer and evaluate impressions 
from their holiday trips in Europe with respect to 
several criteria. As a result they designed a visitor 
guide from statements like “I’ve visited Berlin for its 
museum and then I’ve visited Paris. Paris was even 
better than Berlin.” This result could be visualized 
like shown in Figure 1. 

Furthermore we assume a bus company with special 
travel offers for students. This company may use the 
visitor guide to adjust the connection frequencies 
between the capitals in Europe. In our example (see 
Figure 2), the connection frequency from Berlin to 
Paris is higher than the other way, if Paris gets more 
positive evaluations in comparison with Berlin (all 
criteria merged): 

Finally we have a student who makes a tour in Eu-
rope. In every capital he takes the first bus which is 
departing to another capital on his arrival at the bus 
station. Now, some friends of the student want to join 
his tour. In which capital do they have the highest 
possibility to meet the student? 

Because the student decides on each bus station ran-
domly, we believe the student acts like a “random 
walker” in a directed graph. With the different bus 
departure frequencies the solution is to meet the stu-
dent in the capital with the highest sojourn time of the 
random walker. 

Since the sojourn time of a random walker corre-
sponds to the values in a steady state probability 
vector of a discrete-time Markov chain (DTMC) his 
friends should build and solve a DTMC. DTMCs are 
well-researched mathematical models with many 
applications in Science and Engineering. A DTMC is 
described by a stochastic matrix  and a probability 
vector . The steady-state solution of the DTMC 
contains the probabilities of each of the system states 
and is given by the solution of the linear system of 
equations    . Markov chains are drawn as 
weighted directed graphs, where the nodes represent 
the states and the edges represents the possible state 
transitions. The weights associated with the edges 
describe the one-step probabilities for each state tran-
sition. A state or set of states of a Markov chain is called 
absorbing, if it contains only incoming edges [12]. 

The capitals are represented as nodes and the bus 
connections as directed edges. The weight of each 
edge corresponds to the departure frequency of the 
buses for each connection (Figure 3). Figure 3 also 
contains nodes with self-pointing edges. A self-
pointing edge with value 1 means, no bus will depart 
from this capital (consequently the student will stay 
there). Self-pointing edges with values lower than one 
represent the probability for the student to spend 
another day in the capital (in this example, the value 
is assumed to be five per cent for each capital). 

Before computing the ranking vector , we need to 
consider one case that distinguishes our approach 
from a genuine random walker: The student decides 
to pick a capital randomly and not to decide using the 
bus station. In this case we assume the probability to 
travel to a certain capital is equal for all capitals (see 
Figure 4). To solve this problem we build a new ma-
trix  of dimension  with interconnections to 
all capitals with the weights : 

 
Figure 1. 1000 students evaluated Paris better than Berlin 

for the museums. 

 
Figure 3. DTMC with normalized weights (corresponding 

to the departure frequency) 
 

Figure 2. Example bus departure frequencies 
(  times a week) 
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Now we can compute matrix  
using the parameter  with  which de-
scribes the probability that student picks the next 
capital at random not using the buses. The matrix  is 
stochastic and irreducible. Furthermore R defines a 
Markov chain without absorbing states (Figure 5). 
The algorithm to compute the ranking vector  con-
tains both, the evaluation process and the decision pro-
cess. The algorithm is given by a sequence of five steps: 

1. Choose the coefficients . 
2. Choose the value for . 
3. Enter the values for the pair wise comparisons 

 and  into  and calculate the values for 
the main diagonal of . 

4. Compute  by adding all  weighted by the 
coefficients. 

5. Solve the DTMC, computing the steady state so-
lution  . 

After termination of the algorithm the result of each 
alternative  is equivalent to the value . The 
larger the value  is, the higher is the rank of . 
Starting with the initial probabilities 

 and  the solution vector of 
the example is 

.  

Consequently the friends of the travelling student 
have the highest possibility to meet the student in 
Paris. 

Even though  changes the values for , this influ-
ence can be neglected as experiments have shown. A 
large value of  only dampens the vector solutions, 
but does not influence the ranking positions. Experi-
ments have shown that the larger the value of , the 
less the gap between the values in  (see Figure 6). 

The same approach we illustrated for the travelling 
student, we chose to determine the ranking of alterna-
tives in the early stages of an innovation process. 
Therefore we built a Markov chain  based on the 
weighted pair wise comparisons made by the partici-
pants. Afterwards we send the random walker through 
the Markov chain who wants to visit all preferred 
alternatives. To avoid to be caught in a local maxi-
mum he can choose his next randomly, not using 
recommendations. Therefore we use the matrix  
with entries of size . The parameter  now con-
tains the probability that the random walker decides 
to continue his journey on a randomly chosen alterna-
tive. After computing matrix , we compute the so-
journ time of a random walker for each alternative 
and received the solution vector . 

Finally, the steady state solution of the DTMC then 
yields the ranking of the alternatives. 

4 Discussion of the advantages in our 
approach 

We believe that using our DTMC based decision 
process we can solve the following problems. The top 
alternatives are identified by their larger values in the 
probability vector, which correspond to the sojourn 
time of a random walker.  

 

 
Figure 4. Graph representing matrix  with the weight  

( : number of capitals)  
Figure 5. DTMC from Matrix  with  

 

 
Figure 6. Influence of  on the values in the solution vector . 
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A DTMC can also handle contradicting and intransi-
tive comparison results; it can contain edges running 
in opposite directions. By using the weights assigned 
to the decision makers and criteria to weight the edg-
es, we can easily combine their comparisons made 
into one DTMC. The steady state solution of the 
DTMC then yields the ranking of the alternatives. 

Furthermore, our approach has the following ad-
vantages. The method allows quantifiable and soft 
evaluation criteria. The method enables decision 
makers to evaluate alternatives with little or no in-
formation available. The method combines a decision 
making problem with an established mathematical 
method (discrete-time Markov chains). By combining 
only some of the comparisons made, it is possible to 
compute intermediate results during the evaluation 
process. The method is simple to use, because we 
only ask for “better than” decisions. The method can 
easily represent levels of competence of the decision 
makers with respect to the criteria. 

We will now discuss all of these points one by one 
and show why they apply to our method. 

The model can handle contradicting and intransitive 
comparisons. This statement we can confirm because 
a DTMC can handle contradicting and intransitive 
comparison results; it can contain edges running in 
opposite directions. This case can occur when evalua-
tions concerning different criteria are made. E.g.: Car 
1 is cheaper than car 2 and car 2 is more comfortable 
than car 1. This will lead to edges in opposite direc-
tions in the DTMC. However the weight of the edges 
will be different depending on the weights assigned to 
each of the criteria. 

The model can handle inconsistent evaluations. This 
statement can also be confirmed, because a DTMC 
can handle these evaluations. Two inconsistent evalu-
ations can occur, when decision makers have contra-
dicting opinions concerning soft criteria. For exam-
ple: Expert 1 thinks, car 1 is more comfortable than 
car 2 because of a better driving seat. Expert 2 prefers 
car 2 over car 1, concerning comfort, because he likes 
the more spacious backseat. This again results in two 
edges running in opposite directions, but having dif-
ferent weights according to the decision makers’ 
expertise. 

The model can handle soft and quantifiable evalua-
tion criteria. This statement can be confirmed as well. 
“Better than” comparisons allow soft as well as 
measurable evaluation criteria.  

The advantage of this simple decision is that they can 
be done much easier within a short period of time. 
“Wrong” decisions should be cancelled out by the 
mass of other evaluators, criteria and transitive rela-
tionships. 

The model can handle multiple decision makers. To 
achieve that, we add up weighted decision matrices of 
each decision maker. The more we value the opinion 
of a decision maker, the more weight we can give his 
evaluations. This results in more expertise or more 
influence in the decision process. Therefore this 
statement was confirmed as well. 

Intermediate results during the evaluation process are 
available. We can confirm this statement, because 
adding one decision of a decision maker keeps the 
properties of a DTMC intact. Therefore it can be 
solved having added only some of the edges corre-
sponding to the evaluations. The remainder of the 
probability of one node stays in that node itself. This 
implies the initialization of all the matrices to the 
Identity matrix. These intermediate results allow us to 
stop the evaluation process before all pair wise com-
parisons have been made, and getting a ranking. The 
quality of that ranking has to be determined otherwise 
(discussed in Section 5). 

In some of our experiments we observed the so-called 
rank reversal effect. One case where it occurs is, 
when we insert a new node similar to an existent node 
(e.g. two equal cars in different colours). In this case 
the new rank of both nodes can be smaller than the 
original node’s rank. This occurs because the incom-
ing edges probabilities are divided between the simi-
lar nodes. In our opinion, when adding or removing 
alternatives and their respective evaluations, we 
change the nature of the problem. We found an ana-
logue case which can be explained by the following 
example: The ranking of the German Football League 
is also obtained by pair wise comparisons, the games. 
Assuming, we remove Hoffenheim and all the games 
they played from the evaluations, the following phe-
nomena can occur. Teams that won against Hoffen-
heim loose points and teams that lost against Hoffen-
heimdo not loose points. This can change the ranking. 
When removing a contestant without removing their 
games or other teams’ points, the global ranking is 
not affected. For a DTMC this removal would mean 
adding edges which correspond to evaluations that 
were not made, but that were implicitly there because 
of transitivity.  
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Since we do not want to add evaluations, which were 
not actually entered by a decision maker, rank rever-
sal is a property of our model. 

5 Conclusion and outlook 
In this paper we described a model for the decision 
process in the early stages of an innovation process. 
We used pair wise comparisons and weights for deci-
sion makers and criteria to combine them to form a 
discrete-time Markov chain. A random walk on this 
chain models the actual decision process. The solu-
tion of the Markov chain yields the probability vector, 
which gives us a ranking of the alternatives. In con-
trast to existing methods, our model can easily handle 
inconsistent evaluations, soft criteria and multiple 
decision makers. 
Since intermediate rankings can also be computed, 
we see improvement potential in the model by reduc-
ing the number of comparisons necessary to reach a 
certain goal. As far as our experience goes the most 
interesting goals in the early stages of an innovation 
process are the following: 

• Identify the best alternative: Due to limited re-
sources or project type only the best alternative is 
needed. 

• Identify the top  alternatives: This comes direct-
ly from the properties of the stage gate process in 
innovation management. Limited resources re-
strict the number to only some innovation pro-
jects. Here the ranking of these top  among each 
other is unimportant. 

In these cases the evaluation process can be aborted if 
the evaluation goal is reached. To be able to imple-
ment this, we need to find heuristics to decide which 
comparison should be asked for next. This might 
involve ordering the possible judgements according 
to their effect on the ranking vector. Then, the algo-
rithm can prompt the decision makers to input the 
more influential judgements first. Our assumption is 
that the more judgements are made, the less effect on 
the ranking vector is measurable. That means that the 
probability of a rank exchange decreases. As first 
experiments showed, the number of necessary 
judgements to reach one of these evaluation goals 
decreases considerable in comparison to obtaining an 
accurate ranking result by entering all possible pair-
wise comparisons. 
We think that our method can be applied to many 
other applications with equal conditions, also beyond 
the innovation management. 
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Discovering linear dependencies in data sets is discussed in the paper as a part of data mining approach [1]. 
The proposed method is based on the minimization of a special type of convex and piecewise linear (CPL) 
criterion functions defined on a given data set  [2]. The division of the set  into a family of linearly de-
pendent clusters  allows to form a family of local regression type models. As a result, each subset  can 
be characterized  by its own linear model. The K-plans algorithm which is similar to the K-means algo-
rithm can be used for dividing the set  into a family of linearly dependent clusters . Also a different ap-
proach to this problem, based on the CPL criterion functions is discussed here. 

Introduction 
Data mining is a process of extracting hidden patterns 
from data [1]. Generally, data mining techniques can 
be useful in transformation of data sets into needed 
information. Such techniques are commonly used in a 
wide range of applications, such as marketing, fraud 
detection and scientific discovery. The term patterns 
could stand for regularities, trends, association rules 
or clusters in the explored data set. 

A fundamental role in the cluster analysis is played 
by the K-means algorithm [2]. The -means algo-
rithm can be used for the purpose of dividing set  
into a family of a priori given number  of clusters 

. The central points  can be iden-
tified for each subset  during the -means proce-
dure through thee minimization of convex and piece-
wise linear (CPL) criterion functions [3]. Modifica-
tion of the -means algorithm into the K-plans algo-
rithm has been proposed recently [4].  

The proposed method is based on the minimization of 
a special type of the CPL criterion functions defined 
on a given data set  [2]. The basis exchange algo-
rithms which are similar to linear programming allow 
one to find the minimum of these CPL function effi-
ciently, even in the case of large multidimensional 
data sets [3]. The minimization of the CPL criterion 
function during the -plans procedure allows to iden-
tify the actual values of the parameters  and  of 
the central hyperplane 

 

for each subset . In the next step of the -plans 
algorithm the division of the set  into the subsets  
is modified and adopted to the actual central hyper-
plane .  

The central hyperplane  defines the local, 
linear dependency characteristic for a given subset 

. As a result, each subset  can be characterized 
by its own linear model of dependencies. 

The procedure of hidden linear dependencies extrac-
tion from data set different from the -plans is also 
described and analysed in the presented paper. The 
presented procedure is based on monotonicity proper-
ties of the CPL criterion function.  

This procedure allows to identify a family of  sub-
sets  and local, linear dependencies without assum-
ing a priori the value of the number . The number  
of linear models results from a structure of the ex-
plored data set . 

The proposed approach can be used for solving a 
variety of data mining problems. One of them is dis-
covering and analysing linearly dependent patterns 
(models) in data sets Data aggregation into linearly 
dependent subsets  can be combined in this ap-
proach with feature selection 

1 Feature vectors and central points 
Let us take into considerations the set  of  feature 
vectors  belonging to a given n-
dimensional feature space : 

  (1) 

Components  of the vector  could be the nu-
merical results of  standardized examinations of 
given objects .  

Each vector  can be treated as a point of the n-
dimensional feature space  
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In accordance with the -means algorithm, feature 
vectors  are divided into subsets  on the basis 
of actual central points (means) 

 ( ): 

  
  (2) 
      

where  is the distance between the 
feature vector  and the central point , and 

 is the set of indices  of those vectors  which 
have been allocated into the subset . 

The subsets  generated in accordance with the rule 
(2) allow to redefine new central points . The 
central points  of the subset  are computed 
through the minimization of the criterion function 

 defined on the elements  of the sub-
sets : 

   (3) 

where  is the norm of the vector 
 with the price  ( ), and  

is the minimum point of the function : 

  (4) 

The new central points  allow to define new 
subsets  in accordance with the rule (2). The -
means procedure stops when the difference between 
two successive central points  and  is 
sufficiently small (in accordance with a given param-
eter ): 

  (5) 

The minimization procedure of the function 
 (eq. 3) depends on the choice of the norm 

. Commonly used is the Euclidean 
norm  [3]: 

  

       (6) 

The  and  norms are also used in the -means 
algorithm: 

  (7) 

  (8) 

where . 

The minimum point  (4) of the function 
 can be found analytically in the case the 

Euclidean norm . The criterion function  
is convex and piecewise linear (CPL) in the case the 
norms  (7) and  (8). The basis exchange algorithms 
allow one to find the minimum (4) in this case [3]. 

In accordance with the -plans algorithm, feature 
vectors  are divided into subsets  on the basis 
of actual central hyperplanes : 

  (9) 

where the parameters  and  can be found 
through the minimization of the convex and piece-
wise linear (CPL) criterion function  
(which is described later). 

The distance  of the feature 
vectors  from the hyperplanes  can be 
computed in accordance with the following formula: 

  

          (10) 

The distance function  can be 
used for the division of feature vectors  into 
subsets  in accordance with the formula (2). 

2 Convex and piecewise linear (CPL) 
criterion functions  

Let us consider convex and piecewise linear (CPL) 
penalty functions  defined on the feature vec-
tors  from the set  (1) [4]: 

 ( ) 

  (11) 

where  is some parameter (margin) ( ). 

 
Figure 1. The penalty function  (11) 
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The penalty functions  are equal to the absolute 
values  (Figure 1). 

The criterion function  is defined as the 
weighted sum of the penalty functions  (11) 
related to the vectors  from the subset : 

  (12) 

The positive parameters  in the function  
can be treated as the prices of particular vectors  . 

The criterion function  (12) is convex and 
piecewise linear as the sums of such type of functions 

. 

Each feature vector  from the set  defines the 
hyperplane  in the parameter (weight) space : 

  (13) 

The hyperplanes  (13) are linked to the penalty 
functions  (11). The function  is equal 
to zero if and only if, the vector  is situated on 
the hyperplane . 

Any set of  linearly independent feature vectors 
 can be used for designing the non-

singular matrix  with the 
columns composed from these vectors.  

The non- singular matrix  is called the -th 
basis of the feature space . The vectors 

 from this set define those  hyperplanes  which 
pass through the below point (vertex) : 

  
                         (14) 

or 

  (15) 

In the case of “short” vectors , when the number 
 of the vectors  is much greater than the vec-

tors’ dimensionality  ( ), there may exist many 
bases  (14) and many vertices  (15).  

It can be proved that the minimal value  of the 
criterion functions  is situated in one of the 
vertices  [6]: 

  
        (16) 

 

The optimal parameter vector  is used for the 
definition of the below hyperplane  
(Eq. 9) in the feature space : 

  (17) 

Theorem 1. 
The minimal value  (16) of the criterion 
function  (12) with  is equal to zero 
( ), if and only if all the feature vec-
tors  from the subset  are situated on some 
hyperplane  (Eq. 9), with . 

Proof:  Let assume that the feature vectors  from 
the subset  are situated on some hyperplane 

 with . In this case, the following 
equations are fulfilled: 

  

 T  (18) 

thus 

  (19) 

On the other hand, if the conditions  (8) 
are fulfilled for all the feature vectors  from the 
subset , then these vectors have to be situated on 
the hyperplane . 

If all the feature vectors  from the subset  are 
situated on some hyperplane  with , 
then the minimal value  of the criterion 
function  is equal to zero ( ) 
only if .   

It has been proved that the minimal value  
of the criterion function  does not depend 
on linear, non-singular data transformations (the in-
variance property) [4]: 

  (20) 

where  is the minimal value (16) of the 
criterion functions  (12) defined on the 
transformed feature vectors : 

  (21) 

where  is a non-singular matrix of dimension 
( ) (  exists). 
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The minimal value  of the criterion func-
tion  defined on the centred vectors 

 does not depend on transla-
tions  of the centred vectors , 
where  is an arbitrary vector and  is the 
mean vector in the subset . 

The minimal value  of the criterion func-
tion  is characterised by two below mono-
tonicity properties: 

Property I (monotonicity with respect to reduction of 
the subset ): Reducing the subset  to  by ne-
glecting some feature vectors  can not result in 
an increase of the minimal value  of the 
criterion function : 

  (22) 

where the symbol  means the minimal value 
(16) of the criterion function  defined on 
the elements  of the subset . 

The relation (22) can be justified by the remark that 
neglecting some feature vectors  results in ne-
glecting some non-negative components  in 
the criterion function . 

Property II (monotonicity with respect to reduction 
of the feature space ): Reducing the feature 
space  to  by neglecting some features  
can not result in a decrease of the minimal value 

 of the criterion function : 

  (23) 

where the symbol  means the minimal value 
(16) of the criterion function  defined on 
the vectors  from the feature space . 

The relation (23) results from the fact that the ne-
glecting of some features  is equivalent to imposing 
an additional constraints in the form of the condition 

 on the parameter space . 

The monotonicity properties (22) and (23) constitute 
the basis for the proposed procedure of hidden linear 
dependencies extracting from data set. 

 

3 CPL criterion functions  with 
feature costs 

Reduction of unimportant features  in the cost sen-
sitive manner can be supported by the modified CPL 
criterion function  in the below form [4]: 

  (24) 

where  is given by (12),  is the feature cost 
level ( ),  is the cost of the feature  ( ), 

, and the cost functions  are de-
fined by the unit vectors : 

  

          (25) 

The criterion function  is the convex and 
piecewise linear (CPL) as the sum of the CPL func-
tions  (12) and . The optimal 
point  constitutes the minimal value of the 
criterion function : 

  (26) 

Each CPL cost function  tends to reach the 
condition  (24) through the minimization of 
the function  and to reducing the feature . 
The influence of the cost functions  increas-
es with the value of the parameter . The increase of 
the cost level  can lead to reducing additional fea-
tures . 

Each unit vector  defines the below hyperplane 
 in the parameter space : 

  (27) 

The minimum point  of the function  
is situated in one of the vertices  (

) defined by the equation of the below type (14): 

  (28) 

In this case, the columns of the matrix  can be 
composed partly of some feature vectors  and 
partly of some unit vectors . The vertex  
(15) is the point of intersection of hyperplanes  (13) 
defined by some feature vectors  and hyper-
planes  (27) defined by unit vectors . The 
minimum point  of the function  (24) 
is situated in one of such vertices , which is the 
intersection point of  hyperplanes  and . 
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The features , which are linked to the unit vectors 
 in the optimal basis  fulfil the below 

equation and can be reduced without changing of the 
minimal value : 

  
           (29) 
where  is the -th unit vec-
tor, and . 

The number of the reduced features  can be in-
creased by an increasing the feature cost level  in the 
criterion function . 

4 Extracting hidden linear dependencies 
The procedure of hidden linear dependencies extract-
ing from data set  (1) can be based on the CPL crite-
rion functions  (12) and  (24). 
The monotonicity properties (22) and (23) are partic-
ularly important in the proposed procedure. These 
monotonicity properties (22) and (23) are valid not 
only for the minimal value  (16) of the 
function  but also for the minimal value 

 (26) of the function . 

Algorithm 1.   The multistage procedure of extract-
ing of hidden linear dependency is described by the 
below successive steps: 

1. Two small, positive parameters (margins of pre-
cision)  and  are defined ( ), the 
value  and the initial set  (1) of all 
the feature vectors  are fixed. 

2. There is the computed minimal value  
(16) of the criterion function  (12). The 
function  is defined on all the feature 
vectors  from the set . 

3. The minimal number of the feature vectors  
is omitted from the set  in order to reach the 
condition . Such vectors  
are reduced which caused the smallest increase 
of the value . The remaining feature 
vectors  form the -th linearly dependent 
cluster . 

4. The maximal number of the features  is omit-
ted from the feature space , while preserving 
the condition  in the new feature 
subspace  ( ). The vector 

 constitutes the minimum (26) of the func-
tion ………………………………… 

The dimensionality of the feature vectors  
from the cluster  is reduced from  to  by a 
successive increase of feature cost level  (24). 

5. The below linear relation between features xi 
from the feature subspace  ( ) is 
formed on this basis: 
  (30) 

where  is the feature 
vector ( ) reduced during the pre-
vious stage, and  
is the optimal vector with all the components  
different from zero ( ). 

6. The set  is reduced by neglecting such feature 
vectors  which constitute linearly dependent 
cluster . If the set  is not empty ( ), 
then the value of the parameter  is increased by 
one ( ) and the next stage is started 
from the step 2. 

The above procedure allows to extract K linearly 
dependent clusters  from the data set . Each clus-
ter  is represented by  linear relations (30). As 
opposed to the -means algorithm, the number  is 
not fixed at the beginning of this procedure. The 
number  of the clusters  reflects the structure of 
the data set . Let us remark that the relation (30) 
allows to form  regression type models. Each com-
ponent  can represent dependent variable (fea-
ture)  and the remaining  components 

 can represent dependent variables. Such re-
gression type models have local properties. This 
means that each model represents feature vectors 

 from one particular cluster . 

5 Concluding remarks 
The problem of extracting linearly dependent patterns 
from data sets is considered in the paper. The pro-
posed approach is based on the minimization of two 
convex and piecewise linear (CPL) criterion functions 

 and . 

Extraction of hidden, linearly dependent patterns is 
considered here as a problem of cluster analysis. The 

-plans algorithm, similarly to the -means algo-
rithm has been proposed as one of the tools for solv-
ing this problem. In this approach each linearly de-
pendent cluster  is represented by some central 
hyperplane . 
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The alternative approach is based on what is de-
scribed in Section 4 as a sequence of the functions 

 and  minimizations. In this ap-
proach there is no need to fix the number  of clus-
ters  beforehand. The extraction of linearly de-
pendent clusters  is linked here to designing the 
regression type models (30). As a result, the data set 

 is represented by the family of  linear models 
(30). Such representation allows to expose the inter-
nal linear structure hidden in the set . 

The usefulness of the extracted linearly dependent 
patterns and models should be verified in many ways. 
In accordance with data mining or exploratory analy-
sis standards, experts in the fields should have the 
final judgments concerning the extracted patterns. 
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In view of the shortcomings of the usual genetic algorithm when solving multi-objective combinatorial op-
timization problems, the paper proposes an alternately evolving genetic algorithm. It adopts alternate strate-
gy and optimizes multiple objectives one by one circularly. The solving results of the Sudoku puzzle indicate 
that this strategy can make the excellent patterns of different objectives all grow rapidly, and the results’ 
comparison verify its feasibility and excellence in the general convergence. The sensitivity of the algorithm’s 
parameter is also analyzed. 

Introduction 
A genetic algorithm (GA) is a random searching algo-
rithm based on biological evolution and natural selec-
tion. It follows the “survival of the fittest” principles 
of the Darwinian evolution to implement probabilistic 
optimization of particular objectives. Due to its paral-
lelism and globally searching ability, GA has been 
widely applied to function optimization, combinatori-
al optimization, artificial intelligence and some other 
fields. Especially in some multi-objective combinato-
rial optimization problems, GA is usually better than 
other algorithms. 

When dealing with multi-objective combinatorial 
optimization problems, the usual genetic algorithm 
usually employs a comprehensive weighed objective 

to replace multiple objectives through constructing an 
evaluation function, and then uses unified genetic 
operators to optimize the weighted objective in a 
unified coding scheme. This method is effective in 
many cases. But for some combinational problems, 
the objectives may conflict with one another in the 
evolutionary process. That is to say, when one target 
gets met, others may deviate from the requirements 
very much. In these cases, the efficiency of the gen-
eral evolution will be very low and the evolutionary 
process may be trapped in a state of random wander. 
By way of contrast, this paper puts forward an alter-
nately evolving genetic algorithm from the opposite 
direction, which adopts alternate strategy to optimize 
multiple objectives one by one circularly. The solving 
results of the Sudoku puzzle verify the strategy’s 
reasonableness and excellence. 

1 The proposal of the alternately 
evolving genetic algorithm 

1.1 Multi-objective combinatorial optimization 
Multi-objective combinational optimization refers to 
the optimization of multiple objective functions of 
combinational variables in order to achieve the glob-
ally optimal solution or satisfactory solution. It is 
widely used in many fields, such as the university 
timetable, train schedules, Latin square, Sudoku and 
some other scheduling problems. Generally it can be 
modelled by the following expression: 

  

  (1)  
Figure 1. The flow char of alternately evolving GA. 
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Where  are combinational varia-
bles;  is the -th objective function; and  
is the -th combinational constraint condition. 

1.2 The proposal of the alternately evolving 
genetic algorithm 

It can be seen from formula (1) that multi-objective 
combinatorial optimization problems will become 
very complex with the increase of the number of 
objective functions and constraint conditions. It has 
been proved in theory that most of combinational 
optimization problems belong to NP complete prob-
lem, whose searching space will increase exponen-
tially and even explode as the problem scale increas-
es. The NP complete character of combinatorial opti-
mization and the complexity of multi-objective opti-
mization cause many classical algorithms not appli-
cable any more. But GA can afford very well for its 
good parallelism and heuristic, and has been widely 
applied to most of combinational optimization prob-
lems. When solving these problems, GA usually 
changes multiple objectives into a comprehensive 
weighed objective, namely: 

  (2) 

where  ( ) refers to the weighted coef-
ficient of the -th objective function. 

By doing this, it then adopts a unified coding scheme 
to transform solution space into genetic space, and 
then promote individuals to a better state by a unified 
fitness evaluating operator, selection operator, cross-
over and mutation operator. This method that changes 
multiple objectives into a single objective is not ap-
plicable to some cases, such as problems with con-
flicting objectives. If we employ a comprehensive 
objective to evolve these problems, the evolutionary 
process may enter a state of random wander because 
of conflicts. From the point of view of Pattern Theo-
rem, different objectives have different excellent 
patterns in a unified coding scheme.  

But the genetic operators especially the crossover 
operator can only consider patterns of one objective, 
and make the objective’s excellent patterns grow 
exponentially, while other objectives stay in a state of 
random evolution.  

Consequently, the overall evolutionary efficiency will 
be very low and multiple objectives cannot get rapid-
ly optimized at the same time. 

 

In view of the shortcomings of the usual GA, the 
paper proposes an alternately evolving strategy from 
another standpoint. It adopts alternate method to 
optimize multiple objectives one by one circularly. 
Take the problem in formula 1 for example, and its 
detailed implementing steps are the following: 

1. Take  as the only objective function to 
evolve, and turn to step 2 when the evolutional 
process arrives at a certain depth. 

2. Take  as the only objective function to 
evolve, and turn to step 3 when the evolutional 
process arrives at a certain depth. 
… 

 . Take  as the only objective function to 
evolve, and turn to step  when the evolu-
tional process arrives at a certain depth. 

 .  Determine whether the m objective func-
tions all achieve optimum or meet requirement. 
If so, terminate the procedure; if not, turn to step 
1 and start the next alternate evolution. 

In the above evolutionary process, every goal’s evolu-
tion can have its own coding scheme and genetic 
operators. And it may be needed to transform coding 
scheme when the step turn to the next one. In order to 
describe each step’s evolutionary depth, we can de-
fine alternate step length , which refers to the itera-
tion times when the -th objective evolves inde-
pendently in the step . Similarly, we can define the 
process of evolving all the  objectives one time as 
an alternate cycle. 

The advantage in the foregoing alternate strategy is 
that every step is single-objective optimization, and 
when proper genetic operators are adopted for every 
objective, the convergent speed will be very fast. But 
every step doesn’t consider other objectives, so these 
objectives’ evolution will be in a random state in the 
step; that is, may converge or may diverge. In order to 
make the overall evolutionary trend be convergent, it 
is very important to control each step’s evolutionary 
depth . If evolve too deeply, the divergent trend 
will be greater than the convergent one; but if too 
shallowly, the evolutionary process will be very slow 
and be similar to the usual GA. Therefore, it is need-
ed to adjust  enough times to search for a better 
one. The flow char of alternately evolving GA is 
shown in Figure 1. 
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2 Experiments 
In order to verify the feasibility and high efficiency of 
the alternately evolving GA, take Sudoku as an ex-
ample which the algorithm is used to solve. Sudoku is 
a numbers game popular in Japan, the UK and the 
USA. In essence, it is a special kind of Latin square 
and can be modelled by multi-objective combination-
al optimization.  

Because of Latin square’s NP complete character, the 
solution space of Sudoku is quite huge, which causes 
many conventional algorithms to be ineffective. In 
the following paragraphs, we firstly give a brief in-
troduction to Sudoku, and then adopt the usual GA 
and the alternately evolving GA to solve it respective-
ly, and verify the excellence of the alternately evolv-
ing GA through the experimental results. 

2.1 Sudoku 
The most common Sudoku puzzle consists of  
grid and  blocks for a total of  cells. One 
example of  Sudoku puzzle is shown in Fig-
ure 2, in which different blocks are marked up by 
different colours.  

When a puzzle with a set of pre-filled numbers is 
designed, the task is to place the numbers 1 through 9 
in each cell, such that the following rules hold: 

1. Constraints on rows: each row must contain the 
numbers  once and only once; 

2. Constraints on columns: each column must con-
tain the numbers  once and only once; 

3. Constraints on blocks: each block must contain 
the numbers  once and only once. 

 

As can been seen, the objective of the puzzle is to 
make the nine groups of the numbers , totally 81 
digits, rationally arrange on the  board, such that 
each row, column and block have no repeated digits. 

2.2 The specific design of the alternately 
evolving GA for Sudoku 

Considering Sudoku’s characteristics, the following 
algorithm can be designed to solve it. 

The coding scheme 
Adopt the symbolic matrix coding scheme, which 
directly maps the  grid into a  matrix 
shown as follows: The matrix element  refers to 
the number filled in the row  and column  of the 

 grid. 

  (3) 

The comprehensive objective function 
For each individual in the population, its fitness can 
be obtained in the following way: 

1. Determine the candidate set of every empty cell 
on the 9 × 9 board. 

2. For each individual, each cell’s value can be de-
termined this way: if the cell has been pre-filled, 
then its value is the pre-filled one; if the cell is 
empty, its value must be randomly chosen from 
its candidate set. By doing this, all the cells’ val-
ues can be determined and an initial individual is 
generated. 

3. Repeat step 2 to generate more individuals until 
the initial population has been yielded. 

Optimization on rows 
1. Fitness function. The optimization on rows 

means only considering the constraints on rows 
without taking into account the other two types 
of constraints. The optimization’s goal is to meet 
the rows’ constraints as much as possible. There-
fore, the fitness function is: 
  (5) 

where  refers to the total punishment on 
rows. 

2. Selection operator. Adopt the combined strategy 
of roulette wheel selection and preserving the fit-
test individuals to the next generation. 

 
Figure 2. 9 × 9 grid 
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3. Crossover operator. Adopt one-point crossover, 
which treats each row of two-dimensional matrix 
as a point, and treats multi-row as multi-point, 
and then randomly determines a point to imple-
ment crossover operation. 

4. Mutation operator. Adopt simple mutation and 
the mutated cell’s new value is randomly gener-
ated from its candidate set. 

Optimization on columns 
Compared with optimization on rows, optimization 
on columns means only considering the constraints 
on columns without taking into account the other two 
types of constraints. The optimization’s goal is to  
meet the columns’ constraints as much as possible. Its 
fitness function is: 

  (6)  

where  refers to the total punishment on the 
columns. 

The genetic operators of the columns’ optimization 
are similar to the rows’. Simply, it only needs to treat 
each column of two-dimensional matrix as a point 
when implementing crossover. 

Optimization on blocks 
Compared with the two optimizations above, the 
fitness function of optimization on blocks is: 

  (7) 

where  refers to the total punishment on the 
blocks. 

The genetic operators of blocks’ optimization are 
similar to the foregoing. Simply, it only needs to treat 
each block as a point and line up these points when 
implementing crossover. 

Genetic parameters 
All of the genetic parameters need debugging repeat-
edly to obtain proper values. Through many experi-
ments, some parameters are set as follows: 

Number of the population’s individuals 300
Preserving probability of the fittest  
individuals 

0.10

Crossover probability 0.85
Mutation probability 0.03
Number of possible mutated points 81
Three kinds of alternate step length for the 
three objectives 

10, 10, 10

2.3 Experiment results and their comparison 
For the Sudoku puzzle in Figure 2, adopt the usual GA 
and the alternately evolving GA to solve it respective-
ly. Their solving results are shown in Figure 3. 

By comparing Figures 3 – 6, it can be known that: 
1. In the solving process of the alternately evolving 

GA, although every evolution’s alternation al-
ways makes punishment fluctuate, the general 
trend of the three kinds of punishment is conver-
gent and the population will evolve to optimal 
state in the end when all of the genetic parame-
ters are set properly. These show that the alter-
nately evolving GA is feasible. 

2. The evolution of the usual GA falls into local op-
timum at about 30 generations, while the one of 
the alternately evolving GA can converge to 
global optimum. Therefore, the convergent capa-
bility of the alternately evolving GA is better 
than the one of the usual GA. 

 
Figure 3. The result of the usual GA. The cells marked up 

by other colours indicate there are repeated numbers. 

 
Figure 4. The result of the alternately evolving GA. 
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3. The alternately evolving GA 
need to evolve every objective 
one by one circularly, so for 
some simple or small-scale 
problems, its convergent time 
will be longer than the usual 
GA’s. But for some complex 
and large-scale problems, the 
usual GA always converges 
slowly and even falls into local 
optimum, so at this moment 
the advantage of the alternate-
ly evolving GA in convergent 
time will present gradually as 
problems’ complexity increas-
es. 

4. Sudoku is a typical multi-
objective combinatorial opti-
mization problem. It can be 
predicted that the alternately 
evolving GA is also effective 
for other multi-objective com-
binatorial optimization prob-
lems. 

2.4 Sensitivity analysis 
To confirm the effect of each ob-
jective’s evolutionary depth to the 
general convergent performance, set 
step length to 3 and 30 respectively 
and other parameters keep constant. 
The results of the two kinds of 
experiment are shown in Figures 7 
and 8. 

As can be seen from the two fig-
ures, when the three kinds of alter-
nate steplength are all set to 3, 
each objective’s evolutionary de-
gree is so shallow that the general 
evolution stays in a state of ran-
dom shake, and the general per-
formance is similar to the usual 
GA’s.  

When the three kinds of alternate 
steplength are all set to 30, each 
objective’s evolutionary degree is 
so deep that the population may 
fall into local optimum at the first 
evolution and all of individuals 
may be exactly the same, and the 

 
Figure 5. The comprehensive punishment’s change in the solving process of the 
usual GA. The graph’s abscissa refers to evolving generations, and the ordinate 

refers to comprehensive punishment. It can be seen from the graph that the 
population’s evolution falls into local optimum at about 30 generations. 

 
Figure 6. The change of each objective’s punishment in the solving process of the 
alternately evolving GA. The graph’s abscissa refers to evolving generations, and 
the ordinate refers to row objective’s punishment, column objective’s punishment 
or block objective’s punishment. The curve’s fluctuation in the graph is the very 

result of alternate evolution, in which the red curve represents the row objective’s 
evolution and its corresponding ordinate refers to row objective’s punishment; the 

green curve represents the column objective’s evolution and its corresponding 
ordinate refers to column objective’s punishment; the black curve represents the 

block objective’s evolution and its corresponding ordinate refers to block 
objective’s punishment. As can be seen from the graph, although every evolution’s 

alternation always makes punishment fluctuate, the general trend of the three 
kinds of punishment is convergent. And when the three kinds of alternate step 
length are all set to 10, the three kinds of punishment all converge to 0 at about 

150 generations, that is to say, the population arrives at optimum. 

 
Figure 7. The change of each objective’s punishment in the solving process of the 

alternately evolving GA when the three kinds of alternate steplength are all set to 3. 
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later evolution is a uniform 
shake. These indicate that each 
objective’s evolutionary depth 
has a great effect to the general 
convergent performance, so it is 
necessary to experiment enough 
times to find the best steplength. 

3 Conclusions 
This paper considering the shortcomings of the usual 
genetic algorithm when solving multi-objective com-
binatorial optimization problems, proposes an alter-
nately evolving strategy.  

The solving results of the Sudoku puzzle indicate that 
the alternately evolving GA’s general convergent 
capability is better than the usual GA’s, and the ad-
vantage of the former in convergent speed will pre-
sent gradually as problems’ complexity increases. 
These show that the alternately evolving GA is feasi-
ble and excellent. 

The alternately evolving GA adopted in solving Su-
doku, is just an easy model of the alternately evolving 
GA, and there is much room for improvement, such 
as: 

1. Adopt adaptive steplengths, which can change 
with objectives and evolving state; 

2. Adopt different coding schemes and genetic op-
erators for different objectives. 

These measures can improve general convergent 
capability and speed. 
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Figure 8. The change of each objective’s punishment in the solving process of the 

alternately evolving GA when the three kinds of alternate steplength are all set to 30. 
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Research in the field of robotics is tightly connected to simulation tools for many reasons. On one side, 
simulation supports the development of new advanced control algorithms and on the other side it is always 
not feasible to build a whole robot system to test some algorithms or it is not safe to perform tests on a real 
system (at least in the first design stages). In the paper we present an integrated environment for the design 
and testing of advanced robot control schemes, including visual tracking, force feedback on a single robot or 
in multi-robot applications. The kernel of our simulation environment is MATLAB/Simulink. The main capa-
bilities are: the simulation of the kinematics and dynamics of manipulators, the integration of different sensor 
systems like vision and force sensors, scenarios for complex robot tasks, the visualization of robots and their 
environment and the integration of real robots in the simulation loop. The advantage of our system is the 
simplicity, which allows easy integration of different robots, sensors and other devices. Some of these can be 
easier simulated by using other tools. Hence, other simulation tools can be used for the simulation of differ-
ent parts of the system and then these subsystems are integrated in out simulation environment. The other 
important feature is easy final testing of developed control algorithms. Namely, for final testing of the con-
trol algorithms the models in the simulation scheme are just replaced by interface blocks for real system and 
the user does not need to consider implementation details. Finally, to show the efficiency and usability of our 
control design environment we outline some typical experimental examples using our robots. We explain 
some typical control design procedures from the “pure” simulation to the testing of algorithms on real robots. 

Introduction 
The ways and methods in robotics research and de-
velopment have always been influenced by the tools 
used. This is especially true when one considers the 
profound impact of recent technologies on robotics, 
especially the development of computers which be-
come indispensable when designing the complex 
systems like robots. Not many years ago, computing 
cost was still a significant factor to consider when 
deriving algorithms and new modeling techniques [1, 
2, 3]. Nowadays, distributed computing, network tech-
nology and the computing power developed by com-
mercial equipment open new possibilities for doing 
systems design and implementation. However, in spite of 
all that the creativity of a human designer cannot be 
left out in the design process. The best solution seems 
to be to provide the designer with proper tools which 
significantly increase his efficiency. Among them, the 
simulation has been recognized as an important tool 
in designing the new products, investigating their 
performances and also in designing applications of 
these products. For complex systems as robots the 
simulation tools can certainly enhance the design, 
development, and even the operation of the robotic 
systems. Augmenting the simulation with visualiza-
tion tools and interfaces, one can simulate the opera-
tion of the robotic systems in a very realistic way.  

Currently, many different simulation tools for robotic 
systems are available. They differ from each other 
depending on which aspect of the robot research they 
support, how open they are or on which platforms 
they work. However, many tools are not always ful-
filling all the requirements of the research and teach-
ing activities in robotic laboratories like reconfigura-
bility, openness and ease of use, etc. 

Reconfigurability and openness are features already 
recognized by many as essential in the development 
of advanced robot control algorithms [4, 5, 6]. Not 
only is it important to have easy access to the system 
at all levels (e.g. from high-level supervisory control 
all the way down to fast servo loops at the lowest 
level), but it is a necessity to have open control archi-
tectures where software modules can be modified and 
exteroceptive sensors like force/torque sensors and 
vision systems can be easily integrated. Reconfigura-
bility should also be reflected when more fundamen-
tal changes to the controller architecture are required, 
in the necessity of quickly being able to make modi-
fications in the original design and verify the effect of 
these modifications on the system. In other words, the 
user should be able to quickly modify the structure of 
the control without having to alter the simulation 
system itself.  
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In the last decade the software has become more and 
more easy to use. This is still one of the main major 
issues when selecting a software tool. First of all, the 
tools are used by many users in a laboratory and not 
all of them have the same expertise. To boost the 
knowledge exchange, it is of benefit that they work 
with the same tools. Next, testing of different control 
algorithms on real robotic systems is in general not 
very user friendly: the algorithms usually have to be 
rewritten for the real-time execution and the different 
implementation details have to be considered [4, 7]. 
This forces the user to devote a large part of the de-
sign time to topics not connected with the main issues 
of the control design, especially when he is not inter-
ested in software implementation issues. The ease of 
use becomes even more important when students are 
working with robots. In most cases they work in a 
laboratory for a shorter period, they are focused on 
their projects and they could become frustrated if they 
have to learn a lot of things not directly connected to 
their tasks. Finally, in research laboratories different 
robot systems are used equipped with more or less 
open proprietary hardware and software architecture. 
Therefore, it is much desired that the control design 
environment is unified, i.e. the same tools can be used 
for all robot systems. 

The simulation tools for robotic systems can be di-
vided into two major groups: tools based on general 
simulation systems and special tools for robot sys-
tems [8]. Tools based on general simulation systems 
are usually represented as special modules, libraries 
or user interfaces which simplify the building of robot 
systems and environments within these general simu-
lation systems (e.g. SolidWorks [9]). On the other 
hand, special simulation tools for robots cover one or 
more tasks in robotics like off-line programming and 
design of robot work cells (e.g. Robcad [10]) or kin-
ematic and dynamic analysis [11, 12]. They can be 
specialized for special types of robots like mobile robots, 
underwater robots, parallel mechanisms, or they are 
assigned to predefined robot family. Depending on 
the particular application different structural attributes 
and functional parameters have to be modelled. 

For the use in research and teaching laboratories, 
robot simulation tools focused on the motion of the 
robotic manipulator in different environments are 
important, especially those for the design of robot 
control systems [13, 11, 12, 14]. Recently, Microsoft 
Robotics Studio (MSRS) [13] has been launched with 
a general aim to unify robot programming for hobby-

ist, academic and commercial developers and to cre-
ate robot applications for a variety of hardware plat-
forms. The system enables both remotely connected 
and robot-based scenarios using .NET and XML 
protocols. Simulation engine enables real-time phys-
ics simulation and interaction between simulated 
entities. Each part of control loop can be substituted 
with the real or simulated hardware. Although the 
system is still under the development, it is not easy to 
add new entity, for example a new robot or a new 
sensor. One of the major drawbacks seems to be the 
low data throughput rate, which does not allow the 
realization of complex control laws at high sampling 
frequency. Therefore, it is not clear yet if MSRS is 
appropriate for research robotics, especially for com-
plex systems. Real time requirements are better 
solved in another programming/simulation frame-
work, MCA2 [15]. MCA is a modular, network trans-
parent and realtime capable C/C++ framework for 
controlling robots and other hardware. The main 
platform is Linux/RTLinux, but support for Win32 
and MCA OS/X also exists. However, it is still a 
complex system and therefore less appropriate for 
education and students projects. 

MATLAB is definitely one of the most used platforms 
for the modelling and simulation of various kind of 
systems and it is not surprising that it has been used 
intensively for the simulation of robot systems. “The 
Robotics Toolbox” [11] provides many functions that 
are required in robotics and addresses areas such as 
kinematics, dynamics, and trajectory generation. The 
Toolbox is useful for simulation as well as for analyz-
ing the results from experiments with real robots, and 
can be a powerful tool for education. However, it is 
not very good for the simulation in Simulink and for 
the hardware-in-the-loop simulation “SimMechanics 
Toolbox” [12] extends Simulink with the tools for 
modelling and simulating mechanical systems. With 
SimMechanics, one can model and simulate mechan-
ical systems with a suite of tools to specify bodies 
and their mass properties, their possible motions, 
kinematic constraints, and coordinate systems and to 
initiate and measure body motions. 

In the following, we present our approach to the inte-
grated environment for the design and testing of robot 
control systems. Our framework is not intended as an 
alternative to the MSRS or MCA2. It is not as com-
plex as MSRS and it does not possess physic simula-
tion capabilities. On the other hand, real time capabil-
ities cannot be compared to the MCA2.  
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The advantage of our system is the simplicity, which 
allows easy integration of new entities and is also 
very appropriate for the education and research robot-
ics. First we present our concept of the use of simula-
tion tools in the control design for research and edu-
cation. Next, the experimental setup in our laboratory 
is described. Finally, to show the efficiency and usabil-
ity of our control design environment we outline some 
typical experimental examples using our service robot. 

1 The concept 
The importance of simulation tools in the develop-
ment of robot control systems has been recognized by 
our team very early. We have been using different 
simulation tools for over 20 years and many of them 
have been developed in our laboratory. In the last 
decade we have been using for the control design 
MATLAB/Simulink based integrated environment 
based on Planar Manipulators Toolbox for dynamic 
simulation of redundant planar manipulators [7]. It 
enables the use of different sensors in the control loop 
and also the real-time implementation of the control-
ler and hardware-in-the-loop simulation. Figure 1 
shows the general simulation scheme in this envi-
ronment.  
A crucial feature inherited in this scheme is indicated 
by the mode switches. Namely, the user can easy 
switch between using model or a real system in the 
simulation loop. This is one of the main features 
which we need for development of robot control 
systems. The Planar Manipulators Toolbox has 
proved to be a very useful and effective tool for many 
purposes, but is has been primary designed for kine-
matic and dynamic simulation of planar manipulators 
and to develop and test control algorithms on the 
lower control level, especially for redundant manipu-
lators. In the last years, the scope of our research is 
oriented more in the development of control systems 
for humanoid and service robots.  

These robots have in general a more complex me-
chanical structure with many degrees-of-freedom.  

So, complex kinematic and dynamic models are nec-
essary to simulate them.  
Furthermore, the control methods and algorithms we 
are developing are now usually a part of the higher 
robot control levels and the low level close-loop con-
trol algorithms are assumed to be a solved issue. 
These high level control algorithms can become very 
complex and may even require parallel computation 
distributed over more computers. 

Considering all new requirements, which are: 
• to simulate the kinematics and dynamics of arbi-

trary chosen kinematic chain describing different 
manipulators, 

• to enable integration of different sensor systems 
like vision and force sensors, 

• to enable simulation of scenarios for complex 
robot tasks, 

• to include the model the robots’ environments, 
• to visualize the robots and their environment and 
• to enable integration of real robots in the simula-

tion loop, 
we had to reconsider the concept of the control design 
environment we will use in future. Based on our good 
experience with MATLAB/Simulink we have decided 
that this environment will be the kernel of our simula-
tion tools. However, some of the above requirements 
can be easier fulfilled by using other tools. For exam-
ple, the visualization of the robot and the environ-
ment can be easily done by dedicated graphics tools. 
Furthermore, advanced robot control strategies rely 
intensively on feedback sensor information. The most 
complex sensor system is the vision system, which 
can have several configurations and can be imple-
mented on a single computer or on a computer cluster 
composed of many computers running different oper-
ating systems.  

To integrate such a diversity of hardware components 
in unique framework we have decided to use the 
Ethernet communication and the UDP protocol. In 
this way, we have maximal possible "degree-of-
openness" of the system. Figure 2 shows a typical 
scheme of our robot integrated environment. 

In this scheme, each block can represent a real system 
or a model of that system.  

Note that because we are using ethernet communica-
tion between the blocks, different software tools on 
different platforms can be used to simulate specific 
parts of the system.  

 
Figure 1. A block diagram of the integrated environment. 
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Consequently, the simulation environment can consist 
of several interacting applications, each representing 
a part of the system. 

2 The experimental setup 
The experimental setup in our Robotics Laboratory 
consists of several robots: the Mitsubishi PA10 robot 
which can be mounted on the Nomad XR 4000 mo-
bile platform, humanoid robot Fujitsu HOAP3 and a 
7 DOF humanoid head. They serve to research new 
approaches in the service and humanoid robotics. 

In the following examples we use the Mitsubishi 
PA10 robot (see Figure 3). The PA10 robot is a gen-
eral purpose seven degrees of freedom robot arm with 
brushless AC Motors and harmonic drive transmis-
sion in each joint.  

 

 

The robot has an open architecture as well as in the 
hardware as in the software, and this provides the 
possibility to control and modify any aspect of the 
robot’s behavior and to include new sensor infor-
mation to the control system. The MHI controller is a 
four layer controller based on ARCNET which allows 
to control the robot in velocity mode at 100Hz. In 
same applications, it turned out that the MHI robot 
controller is not appropriate due to the limited sam-
pling frequency, speed and acceleration limits and 
redundancy resolution algorithms used for the robot 
control. Therefore, we have developed an interface 
which communicates with the robot power system via 
ARCNET, which enables direct access to the velocity 
and torque motor inputs with sampling rates up to 
700 Hz.  

 
Figure 4. Simulink Robot systems library 

 
Figure 3. Experimental setup (Mitsubishi PA10, vision 

system and force sensor) 

 
Figure 2. A functional block diagram of the robot integrated environment in Robotics Laboratory including  

the robot PA10, mobile platform Nomad XR 4000 and sensor systems  
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3 Simulink block library 
In Simulink, a system is modelled by combining 
input-output blocks. To gain the transparency we try 
to represent a system by the block structure with 
several hierarchical levels, i.e. by combining different 
basic blocks subsystems are built which become a 
single block at the higher level.  

In Figure 1 typical robot subsystems can 
be seen: the trajectory generation, the 
controller, the model of the manipulator 
and the environment and the animation of 
manipulator motion.  

Figure 4 shows the Robot systems block 
library. The goal of the library is to pro-
vide blocks which are needed to simulate 
robotic systems and cannot be modelled 
with standard blocks.  

First of all, this are the blocks for robot 
kinematic and dynamic models, the blocks 
for sensors systems, the typical transfor-
mations present in robot 
systems and the special 
interface blocks for ro-
bots, sensors and all other 
communications. 

Additionally, the library 
includes some blocks with 
standard subsystems like 
task space controllers, 
trajectory generation mo-
dules, etc. 

 

3.1 Robot models 
Let the configuration of the manip-
ulator be represented by the vector 

 of  joint positions, and the end-
effector position (and orientation) 
by -dimensional vector  of task 
positions. The joint and task coor-
dinates are related by the following 
expressions 

    

       (1) 
where  is the Jacobian matrix, and 
the overall dynamic behaviour of 
the manipulator is described by the 
following equation 

             (2) 

where  is the vector of control torques,  is the 
symmetric positive-definite inertia matrix,  is the 
vector of Coriolis and centrifugal forces,  is the 
vector of gravity forces, and vector  represents the 
torques due to the external forces acting on the ma-
nipulator. 

 
Figure 6. The dynamic model of the PA10 robot 

 
Figure 7. A block diagram representing the task space controller. 

 
Figure 5. PA10 robot blocks 
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The robot model blocks in the library (see Figure 5) 
represent the basic terms of the system as given in the 
above equations. Hence, the modelling of the robot is 
actually only the transformation of the model equa-
tions into block diagrams. In the library there are 
model blocks for all robots we are using. For exam-
ple, the dynamic model described by the Eq. (2) for 
the PA10 robot, i.e. the block PA10 Dyn Mod in the 
library, is built using the basic block PA10 Inv Dyn 
Mod as shown on Figure 6, where the model matrices 

, hand  of the robot mechanism are calculated. 
The same principle is used for other robots and model 
types. Therefore, if one wants to use a dynamic model 
for another robot, he has only to substitute the block 
PA10 Inv Dyn Mod with an adequate block for the 
desired robot. In the same way, the other common 
subsystem which includes models is built. Figure 7 
shows the task space controller for PA10 robot used 
later in examples. Here, a kinematic model of a robot 
is used to obtain direct kinematic transformation 
(end-effector position vector and rotational matrix) 
and the Jacobian matrix of the robot, which are need-
ed in the control algorithm. 

For hardware-in-the-loop simulation, it is necessary 
to use hardware interfaces with corresponding soft-
ware drivers to include a real robots into the control 
loop. Usually, in case of robotic manipulators inter-
faces for actuators and sensors are needed. In the 
past, it was common to use D/A convertors for con-
trolling the actuators and joint positions were meas-
ured via incremental encoders. However, contempo-
rary robot controllers and sensor systems enable the 
communication via different networks protocols like 
ethernet, Profibus, CAN, etc. In the Robot systems 
library, each robot has special interface blocks which 
allow simple integration of them into the simulation 
loop. For example, for the PA10 robot we have pre-
pared drivers to control the robot using the MHI con-
troller and using the Ethernet and UDP protocol. 

Additionally, we have developed external applica-
tions for the simulation of our robots, which have the 
same interface as real robots. Using this applications, 
the control system realized in Matlab/Simulink is the 
same for the model or the real robot, i.e. the same 
interface blocks are used when a model or a real robot 
is included in the simulation loop. This enables easy 
and safe testing of control algorithms and the tests 
can be made even if the real robot is not available. 
When animation and visualization are also included, 
the simulation is even more realistic. 

3.2 Integration of sensors 
Advanced robotics is characterized by the variety of 
complex sensory system, e.g. vision sensors, force 
sensors, acoustic sensors, laser scanners, proximity 
sensor, etc. Therefore it is extremely important to 
apply as accurate as possible sensor models into the 
simulation environment. Models of sensors are com-
pletely transparent to the design environment, i.e. real 
sensor can be substituted with the simulated one and 
vice versa in the control loop. 

The integration of sensors depends on their character-
istics. Complex sensor systems like vision and acous-
tic sensors, or more advanced laser proximity sensors 
require relatively high computational power for signal 
processing. In many cases, it is difficult to accom-
plish all required data processing on the local com-
puter. Often we have to apply a remote computer or 
even a remote computer cluster in order to obtain 
required computational power.  

In such a case, the subsystems are connected through 
ethernet with UDP protocol. We have developed a 
special protocol classes for different sensors, actua-
tors and other subsystems. However, the performance 
is also affected by the communication delays. There-
fore, it is favourable to process signals of high frame-
rate sensor, such as joint encoders, tachometers, force 
sensors, etc. on the local computer. 

3.3 MATLAB robot language interpreter 
When designing and testing complex robot tasks, it 
has turned out that standard Simulink blocks which 
can generate arbitrary trajectory cannot provide all 
the flexibility needed for complex robot tasks, espe-
cially for experimental work in service and humanoid 
robotics where the desired motion depends on the 
system/environment states. Commonly used solution 
for the definition of robot tasks are robot languages. 
Therefore, we have developed a MATLAB/Simulink 
block which can interpret the robot language. Includ-
ed in the simulation it serves as the robot motion 
generator and supervisor. The developed interpreter 
module for Matlab Robot Language (MatRoL) is 
BASIC-like programming language extended with 
special commands for the robot control and supports 
all MATLAB interpreter commands.  

In this way we have the advantage of a simple robot 
task definition and access to comprehensive MATLAB 
computation capabilities. The usage of the robot lan-
guage is also favourable for the education.  
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Students can learn and accomplish their laboratory 
exercises much faster using robot language and the 
integrated environment allows safe testing of their 
algorithms on models and final tests on the real ro-
bots. 

MatRoL is entirely written in Matlab. It has common 
instructions for the program flow (IF THEN ELSE, 
FOR NEXT, REPEAT UNTIL, GOTO <label>, GOSUB 

<procedure_name> RETURN) and special commands 
for the robot control (FRAME, MOVE, APPROACH, 
DEPART, SPEED, ACCELERATION, FORCE, NULLMOVE, 

TRAJECTORY). Additionally, all Matlab commands can 
be executed within a MatRoL program as an instruc-
tion. In this way we can use powerful Matlab matrix 
computation capability for controlling robot pose and 
for complex computation generally needed when 
vision and force sensors are applied. MatRoL sup-
ports various interpolation modes in Cartesian and 
task space, and supports also redundant robot sys-
tems, e.g. a special command NULLMOVE is used to 
define self-movement when kinematically redundant 
mechanisms are used.  

Each robot in the simulation environment has its own 
MatRoL block, i.e. a special program. Program syn-
chronization is done by assigning global variables, 
which can be signals, vectors, frames, or other. The 
MatRoL supports frame the orientation definition in 
roll-pitch-yaw angles, Euler angles and quaternions, 
while the interpolation is accomplished using the 
quaternions. The script in Listing 1 has been used for 
the vision based manipulation as explained later in 
Section 4.2. 

1 % Case: Visual servo 
2 TRACE 1 
3 ! points(1).d=[0.0,0.0,1.1,0,-pi/2,0]'; 
4 ! points(10).d=[0,0,0,0,0,0]'; 
5 ! mat(10).d=eye(3); 
6 SPEED 0.5 
7 ACC 0.5 
8 MOVE 1 
9 ! ATK_Send('LetterA'); 

10 GRIP 1 
11 GOSUB vservo 
12 GOSUB grip 
13 STOP 
14 % ------------------------ 
15 LABEL vservo 
16 ! disp('VISUAL SERVO'); 
17 LABEL loop 
18   ![xc,var(1)]=Vis_Ser(points(10).d,mat(10.d); 
19   IF (var(1) < 0.005) 
20      GOTO exit 
21   ENDIF 
22 GOTO loop 
23 LABEL exit 
24 ! disp('DONE'); 
25 RETURN 
26 % ----------------------- 
27 LABEL grip 
28 SPEED 0.1 
29 DELAY 1 
30 SPEED 0.1 
31 TDEPART 0 0.03 0 
32 DELAY 0.5 
33 TDEPART 0 0 0.15 
34 DELAY 0.5 
35 GRIP 0 
36 DELAY 0.5 
37 TDEPART 0 0 -0.01 
38 SPEED 1 
39 move 1 

40 TDEPART 0 0.04 0 
41 GRIP 1 
42 RETURN 
43 END 

Listing 1. MatRoL script for the vision-based  
manipulation 

3.4 Visualization and animation 
It is very important to visualize the simulation results. 
Especially in robotics it is necessary to “see” the 
motion of the robot and objects in the working envi-
ronment. In our system we rely on external software 
for the visualization and animation of robots. In gen-
eral, joint angles of robotic manipulators as well as 
the position and orientation of the other simulated 
objects in the scene are passed to the visualization 
tools using TCP/IP or UDP protocol.  

 

 

 
Figure 9. Animation of the HOAP 3 humanoid 

robot using RoboWorks. 
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Currently, we have integrated into our simulation 
environment two visualization software packages - 
RoboWorks [16] and Blender[17]. 

Roboworks incorporates simple, but efficient model-
er. Because of its simplicity RoboWorks package is 
the favourable tool for the visualization of simpler 
systems, i.e. one or two robots in non-complex envi-
ronment. Figure 9 shows the animation of our HOAP 
3 humanoid robot and also in the following examples 
the RoboWorks environment has been used for the 
visualization. 

For more complex scenes we use Blender, an open 
source multi-platform 3D computer animation pro-
gram, which has a lot of features that are potentially 
interesting for engineering purposes, such as the sim-
ulation and programming of robots, machine tools, 
humans and animals, and the visualization and post-
processing of all sorts of data that come out of such 
biological or artificial “devices”.  

Blender supports also scripts (via Python interfaces to 
the core C/C++ code), hence it can be extended in 
many different ways. Among others, Blender has the 
capability of placing moving cameras at any link of 
the kinematic chain, it supports the real time photo 
realistic rendering for the virtual reality simulation 
and has also a physics engine for the simulation of the 
interactions between entities. 

3.5 Real-time simulation 
The real-time performance of the control algorithm is 
very important when dealing with low-level control. 
However, when developing higher level control algo-
rithms real-time may be also important especially 
when high sample frequency improves the perfor-
mance of the system. Therefore, when manipulator-
in-the loop simulation is performed, the simulation 
system which controls the robot system has to pro-
vide real-time capabilities and enable high sample 
frequencies. There are many real-time operating sys-
tems as Real Time Linux, QNX, EYRX, SMX, etc. 
Disadvantages of these operational systems are time-
consuming software development and incompatibility 
with other systems. The algorithms are usually writ-
ten in C or some other low-level programming lan-
guage, where more sophisticated control algorithms 
requires more time and increase the chance of error. 
Due to the above mentioned disadvantages of some 
real-time operation systems, we use the MATLAB/ 
Simulink and the xPC Target operation system when-
ever possible [18]. xPC Target enables real-time sim-
ulation and hardware-in-the-loop simulation using 
corresponding interfaces. It is a good prototyping tool 
that enables to connect MATLAB/Simulink models to 
physical systems and to execute simulation in real-
time on PC-compatible hardware. As xPC Target 
supports also UDP communication, this was also one 
of the reasons to select the UDP for the communica-
tion between different applications in the simulation 
environment. Nevertheless, using MATLAB/Simulink 
and xPC Target environment brings some disad-
vantages. Most of the hardware used for a robot con-
trol, which is available on the market, does not pro-
vide drivers for xPC Target. Therefore, we had to 
develop drivers for our robots and sensors. 

4 Case studies 
To show the efficiency, flexibility and usability of our 
control design environment we outline some typical 
experimental examples using the Mitsubishi PA robot 
and the mobile platform. We explain the complete 
design of the control system different simulation 
schemes used in this procedure from the "pure" Sim-
ulink simulation schemes, where the complete system 
is simulated in MATLAB/Simulink, to the hardware-in-
the-loop schemes, where a real robot and sensor sys-
tems are part of the simulation loop and only the 
controller is realized in MATLAB/Simulink.  

 

 
Figure 10. Animation of the PA10 robot in Blender. 

    
Figure 11. Yoyo simulation: top level block scheme in 
Simulink and animation of the PA10 robot and yo-yo. 
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4.1 Playing yo-yo 
In the first example we use the Mitsubishi PA10 robot 
arm to play yo-yo. The objective of playing the yo-yo 
is to keep the amplitude of the yo-yo at a desired 
level. The yo-yo is tied to the tip of the robot. To be 
able to play the yo-
yo it is necessary to 
know the position of 
the yo-yo and the 
force in the string or 
the velocity of the 
yo-yo (depending on 
the control algo-
rithm). A webcam 
has been used to 
measure the position 
of the yo-yo.  

To measure the 
string force a JR3 
force/torque sensor 
mounted on the end-
effector of the robot 
was used. The exper-
imental setup is 
shown in Fig. 3.  

 

The control should be implemented on PC’s in 
MATLAB/Simulink environment and we wanted to use 
the PA10 motion control board which allows to con-
trol the end-effector positions of the robot. In the first 
step of the control design when different control 
strategies have to be tested, we simulated the whole 
system in Simulink. We used the PA10 kinematic 
model and we had to develop a Simulink model of the 
yo-yo. The top level simulation scheme is shown in 
Figure 11. The main three blocks are the controller, 
the robot model and a special model of the yo-yo 
[19]. As we want to move the robot end-effector only 
in the vertical direction the -axis motion (  and  posi-
tions are fixed to the initial values), we have to use a 
kinematic task space controller. This subsystem can be 
easily composed by combining blocks in our Simulink 
library as it is shown in Figure 12. 

After the best control strategy has been verified using 
this simulation scheme, the next step is to test the 
control when the sensor systems information is ob-
tained via Ethernet connection. Therefore, we have 
developed a special yo-yo simulator, which receives 
the hand position and sends the position of the yo-yo 
and the string force via Ethernet connection using 
UDP protocol (see Figure 15). The simulation scheme 
is the same except that instead of yo-yo Simulink 
model the corresponding UDP interface blocks are 
used (see Figures 13 and 14). 

As the external yo-yo simulator is a real time simula-
tor, also in Simulink real-time simulation should be 
used.  

 
Figure 13. The case with kinematic PA10 robot model and 

external yo-yo simulator. 

 
Figure 15. External yo-yo 

simulator.  

 
Figure 16. Swinging yo-yo motion - Simulation results 

 
Figure 14. Interface for external yo-yo simulator (Yoyo 

model block) 

 
Figure 12. PA10 model with kinematic task space position 

controller 

 
Figure 17. Hardware-in-the-loop simulation  

(real PA10 robot, force sensor and vision systems are  
in the simulation loop) 
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As the sampling frequency in this case is rather low 
(100 Hz for robot control and 25 Hz for vision sys-
tem) and the computation time of the Simulink model 
is small enough, we can use a special block for real-
time synchronization. After tuning the controller pa-
rameters the simulation results for the yo-yo swinging 
height as shown on Figure 16 have been obtained. 

Finally, when the designed control algorithms give 
satisfactory simulation results, we can test the control 
strategy on a real system. In manipulator-in-the-loop 
simulation, the model of the PA10 robot is replaced 
by the corresponding interface blocks. The position of 
the yo-yo is now obtained from the vision system and 
the force sensor via the same interface blocks as 
when the yo-yo simulator has been used. Figure 19 
shows the user interface of the webcam based vision 
system.  

 
 

Figure 22. Vision based manipulation: Simulink block scheme 

 
Figure 21. Experimental setup for vision based 

manipulation of objects 

 
Figure 19. Capturing and identification of the yo-yo 

position with the webcam. 

 
Figure 18. The interface block for PA10 task space  

position control 

 
Figure 20. Swinging yo-yo motion  

- Experimental results. 
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As explained before, special Simulink drivers for 
interfacing the PA10 robot control board, the JR3 
force sensor and the webcam based vision system are 
already part of our Simulink library. Therefore, the 
user just replaces the model blocks. The correspond-
ing scheme is shown in Figures 17 and 18.  

From the top level scheme it can easily be seen that 
the controller part of the system has not been changed 
and is the same as in the previous simulation 
schemes. The final experimental results are shown on 
Figure 20. By comparing them with the simulation 
results on Figure 16 one can see that they are very 
similar. This confirms that simulation tools can be an 
important tool when designing control system.  

4.2 Vision-based manipulation 
In the second example we show the visual tracking 
experiment. The task for the robot has been to com-
pose a text using cubes marked with letters.  

The cubes have been randomly dispersed on the table. 
The robot has to identify a cube with the desired letter 
using vision, to grasp this cube and to place it on the 
table in order to compose the desired text. Note that 
cubes were arbitrary rotated in all three axes. There-
fore, the visual tracking algorithm has to track not 
only the position of a cube but also the object orienta-
tion. Figure 23 shows the experimental setup.  

To detect the object position 
and orientation we have used 
a USB webcam and the “Ar-
ToolKit” - an open source 
software library for building 
Augmented Reality (AR) 
applications [20]. These are 
applications that involve the 
overlay of virtual imagery on 
the real world.  
Although, augmented reality 
is generally not needed in 
robotics, ArToolKot was 
chosen because of its object 
recognition capabilities. Ar-
ToolKit is capable of calcu-
lating 3D object position and 
orientation using single cam-
era. The pose estimation is 
based on exact knowledge of 
the observed object geometry 
and its projection in the cam-
era. 

 

4.3 Playing 
“Power®Ball” 
In the third exam-
ple the robot should 
perform the spin-
ning of a Pow-
er®Ball – a hand 
held gyroscopic toy 
or exerciser. To 
accelerate the rotor 
of the device with a 

robot, we first measured the way a human does it. 
Using the results from the motion capture, we trans-
ferred the movement of the wrist to the end-effector 
movement of the robot. For a successful spin-up a 
synchronization of the exerted torque with the control 
velocity of the circular motion is necessary. Figure 25 
shows the experimental setup. Different control ap-
proaches using feedback information from the veloci-
ty counter and force/torque sensor were applied.  

First, they have been tested using SimMechanics 
model of the PA10 and the model of the Power®Ball. 
Figure 24 shows the block scheme and the animation 
of the system in RoboWorks. Finally, the experiment 
with a real robot in the loop has been done  

 
Figure 25. Experimental setup for 
spinning up the Power®Ball with 

PA10 robot 

    
Figure 23. Vision based manipulation experiment: Robot is picking cube “A” 

     
Figure 24. Power®Ball simulation: top level block scheme in Simulink and  

animation of the PA10 robot on Nomad platform and the Power®Ball 
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The model of the robot and the Power®Ball has been 
replaced with the interface blocks as explained be-
fore. Figure 25 shows the experimental setup. 

5 Conclusions 
The concept of the presented control design environ-
ment is a result of our experience in the use of robots 
inresearch and education. It has proved to be a very 
useful and effective tool for fast and safe develop-
ment and testing of advanced control schemes and 
task planning algorithms, including force control and 
visual feedback. The main part is implemented in 
MATLAB/Simulink and we have developed models for 
the robots and sensors used in our laboratory. To 
integrate the variety of components in an unique 
framework we have decided to allow the use of dif-
ferent tools for their simulation. So, the simulation 
environment can be composed of more than one ap-
plication and the Ethernet is used for the communica-
tion between them. In this way, our environment is 
very open and can be very easily extended and 
adapted to different requirements and applied to any 
types of robotic manipulators. We have augmented 
the simulation with the animation and we show the 
importance of the possibilities offered by the simula-
tion in the “virtual” world. One of the most important 
features of our simulation environment is that the 
testing on real robots is made very easy — the model 
real systems is simply replaced in the simulation loop 
by proper interface blocks. For that purpose, we have 
developed interfaces for the robots and sensors. Addi-
tionally, we have developed external applications 
which simulate certain robot subsystem and use the 
same interface as a real system. In this way, the user 
can test algorithms using the final control system but 
on a system on models which is very easy. Last but 
not least, it is an efficient tool for educational purpos-
es. Thus, it should be of interest to the researchers 
involved in the development of advanced robot sys-
tems, and for teaching laboratories. 

References 
[1] Yehong Zh., R.P. Paul. Robot Manipulator Control 

and Computational Cost. Technical Report MS-CIS-
88-10, University of Pennsylvania Department of 
Computer and Information Science, 1988. 
http://repository.upenn.edu/cis reports/621. 

[2] R.G. Fenton, F. Xi. Computational analysis of robot 
kinematics, dynamics, and controlusing the algebra of 
rotations. IEEE Trans. on Systems, Man, Cybernetics, 
(6):936 – 942, June 1994. 

[3] J.-C. Latombe. Controllability, recognizability, and 
complexity issues in robot motion planning. In Proc. 
36th Ann. Symp. on Foundations of Computer Sci-
ence, pp. 484 – 500, Los Alamitos, CA, USA, 1995. 

[4] J.M. Lambert, B. Moore, M. Ahmadi. Essential Real-
Time and Modeling tools for Robot Rapid Prototyp-
ing. In Proc. 6th Int. Symp. on Artificial Intelligence 
and Robotics & Automation in Space i-SAIRAS 2001, 
Quebec, Canada, 2001. 

[5] G. Alotto, B. Bona, T. Calvelli. Prototyping Advanced 
Real-Time Robotic Controllers on Linux RTAI Sys-
tems with Automatic Code Generation. In Proc. Int. 
Conf. Mechatronics and Robotics 2004, Aachen, 
Germany, 2004. 

[6] V. Lippiello, L. Villani, B. Siciliano. An open archi-
tecture for sensory feedback control of a dual-arm in-
dustrial robotic cell. An International Journal Indus-
trial Robot, 34(1):46–53, 2007. 

[7] L. Žlajpah. Integrated environment for modelling, 
simulation and control design for robotic manipula-
tors. Journal of Intelligent and Robotic Systems, 
32(2):219 – 234, 2001. 

[8] L: Žlajpah. Simulation in robotics. Math. comput. 
simul., doi:10.1016/j.matcom.2008.02.017, 2008. 

[9] RobotWorks – A Robotics Interface and Trajectory 
generator for SolidWorks, www.robotworkseu.com. 

[10] Tecnomatix. ROBCAD/Workcell, User’s manual, 1988. 
[11] P. I. Corke. A Robotics Toolbox for MATLAB. IEEE 

Robotics & Automation Magazine, 3(1):24–32, 1996. 
[12] The Mathworks. SimMechanics, User’s Guide, 2005. 
[13] Microsoft Robotics Studio. MSDN. http://msdn2 

.microsoft.com/en-us/robotics/default.aspx. 
[14] Cyberbotics Ltd. Webots User Guide, 2005. 
[15] Modular Controller Architecture 2 - MCA2: 

http://mca2.org/ 
[16] Roboworks: http://www.newtonium.com/public_html 

/Products/RoboWorks/RoboWorks.htm. 
[17] Blender: http://www.blender.org/. 
[18] D. Omrcen. Developing Matlab/Simulink and XPC 

target real-time control environment for humanoid 
jumping robot. In 16th Int. Workshop on Robotics in 
Alpe-Adria-Danube Region - RAAD 2007, pp. 18–23, 
Ljubljana, Slovenia, 2007. 

[19] L. Žlajpah. Robotic yo-yo: modelling and control 
strategies. Robotica, 24(2):211 – 220, 2006. 

[20] ARToolKit: http://www.hitl.washington.edu/artoolkit. 

Corresponding author: L. Žlajpah, 
"Jožef Stefan" Institute 
Jamova cesta 39, 1000 Ljubljana, Slovenia 
leon.zlajpah@ijs.si 

Received & Accepted: MATHMOD 2009: - 
Revised: January 2010 - 
Accepted:may 22, 2010 



+++ RapOpt –  An Automation Tool  for  Run-to-run Model  Evaluat ion +++  s

67

w
SN

E 20/3-4, D
ecem

ber 2010

S O F T W A R E  N O T E  

RapOpt – An Automation Tool for  
Production-orientated Run-to-run Model Evaluation 

Norman Violet, Niko Rossner, Thomas Heine, Rudibert King 
Berlin Institute of Technology, Chair of Measurement and Control, Germany 

SNE Simulation Notes Europe SNE 20(3-4), 2010, 67-74, doi: 10.11128/sne.20.sw.09997 

Mathematical models have been proven to be a key factor in optimizing production processes in recent years. 
However, in the case of biochemical processes the design is usually done using heuristics, since these sys-
tems show complex internal regulation mechanisms and strongly nonlinear behavior. This makes it difficult 
to find an appropriate model. In those cases, where a structured biochemical model has been successfully 
identified, the yield of the process can be increased significantly. Obtaining a suitable production model is 
usually a difficult and time consuming task, especially for biochemical systems. In this contribution the con-
cept for an automation tool is presented which starts with the few noisy measurements of initial experiments 
to perform a model evolution from run to run. Thereby, the first unstructured model candidates are used for 
an optimal production-orientated process design whose realization will provide additional information about 
the dynamic behavior within the production area, thus, leading to new and improved model candidates. Due 
to the difficult measurement situation in biochemical processes many different model candidates may show a 
similar fit to the data why it is unwise to focus on one model candidate for process design, only. Further-
more, the use of more than one model candidate for the design procedure represents a kind of robustness for 
the planning. This cyclic procedure enables an optimal production design corresponding to the available 
measurement information at any time. 

Introduction 
Mathematical models of biological productions play 
an important role for process planning and optimiza-
tion [1]. Here, the main task of a model is the predic-
tion of optimal substrate feeds in order to maximize 
the economical yield. Usually a human modeler will 
plan a number of experiments using his or her experi-
ence and heuristics. To obtain a mathematical descrip-
tion of the system the trends of the measurements are 
analyzed manually and the most important state vari-
ables and reaction schemes are postulated. Then a 
mathematical model is formulated using balance 
equations and conservation laws. The velocity of each 
reaction step has to be described using empirical 
kinetic equations. After the model implementation the 
values of the model parameters have to be determined 
in a time consuming optimization-based numerical 
identification. In an iterative way, the human modeler 
changes the reaction schemes and the kinetic terms 
until the model shows an appropriate fit to the exper-
imental data. Because of this tedious procedure not 
all promising reaction kinetics will be tested.  

Thus, there might exist many other different model 
structures which would fit the few existing measure-
ments similarly well or even better. After the identi-
fied model was used to plan new feeding profiles, 
often a significant extrapolation outside the domain 
of identification experiments takes place. Here, this 
model is often no longer valid. Therefore, the model-
ing procedure has to be repeated. The result of this 
error-prone and time consuming scheme is highly 
depending on the expertise of the human modeler. 

In the last decade many software tools have been 
presented to simplify the modeling procedure [2]. 
Commercial tools like AspenPlusTM, ChemCADTM or 
gPromsTM are usually highly specialized on a certain 
field of application and rely on established methods, 
while academic institutions rather use prototypic 
realizations of new approaches. They often focus on 
the automation of major modeling steps [3, 4, 5, 6, 8, 
9, 10, 11]. Besides balance equations with reaction 
kinetics, many recent tools like Simpathica [12, 13], 
TAM-B [9, 11], ProMoT [14, 7] and BioChem [20, 
19] also consider temporal logic in order to integrate 
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information from heuristic ob-
servations in the mathematical 
model. While TAM-B uses this 
information to refine the reaction 
scheme of an ODE system, Bio-
Chem uses the temporal logic to 
describe additional constraints 
for a canonical S-System [21]. 
The tool ProMoT is based on 
network theory and provides a 
graphical interface with drag-
and-drop functionality, which 
allows to quickly build a model 
out of standard elements stored 
in a library. It offers different 
input and output standards, 
providing a wide variety of in-
terfaces for further processing. 
The software tool RapOpt [22] 
presented in this paper focuses 
on a data-driven continuous 
model evolution starting with the 
measurements from the first 
experiments. In order to test the 
fitting of different models, 
RapOpt will interchange indi-
vidual kinetics within a given 
basic structure, automatically code and compile the mod-
el files and thus create a multi-model system environ-
ment. The refinement of each model in every iteration 
cycle is orientated towards product maximization. 
The paper is organized as follows. In section 1 the 
progress of the run-to-run model evolution will be 
introduced in general, whereas only the central func-
tionalities are described in this contribution. The final 
section is devoted to an example of a multi model 
process design and its experimental realization is 
presented. 

1 Run-to-Run model evolution with 
RapOpt 

1.1 Definition of a model family 
In order to initialize RapOpt, the user has to define 
the system’s states that should be considered. For the 
first crude, unstructured model it is assumed that all 
substrates may influence the reaction rates of the 
specified states. Additionally, measured data is re-
quired which can either be obtained from initial ex-
periments in Erlenmeyer flasks and/or from the data-
base of a process control system of a fermenter.  

Furthermore, the user has to define those dependen-
cies in the reaction rates which are supposed to be 
interchanged by RapOpt as well as the permitted 
kinetics for this process (see Figure 1). Choosing all 
dependencies as changeable will cause a huge num-
ber of model candidates as it will be explained later in 
this section. At this point, the model family is com-
pletely defined and the investigation of its individual 
members concerning the available data will follow. 
To clarify the definition of a model family, a short 
example is introduced. 
The growth of the biomass  is an autocatalytic 
process whose specific growth rate  is influenced 
by three substrate concentrations ,  and . The 
balance equation of a (fed-)batch fermentation with-
out cell death then reads 

  (1) 

In this basic structure of the model family, the reac-
tion rate  is a product of the three kinetics ,  
and  depending on the different substrates ,  
and . The a priori unknown kinetics for the specif-
ic growth rate - and analogously of every other un-
known reaction rate - can be described using empiri-

 
Figure 1. Examples of commonly used rate equations for biological systems that are 
stored in the kinetic library without the corresponding maximal specific growth rate 

. The library also contains information about the parameter bounds and the initial 
parameter values. To the right, a set of curves is shown to illustrate the shape of the 

kinetic when varying its parameter(s). 
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cal kinetic expressions as shown in Figure 1. Besides 
the name of the kinetic and the mathematical expres-
sion, the library also contains meaningful initial val-
ues for the parameters in order to guarantee a typical 
behavior during simulation. Moreover, minimal and 
maximal values are given. These avoid the degenera-
tion of kinetics. To create all members of a model 
family, all interchangeable kinetic terms will be per-
mutated automatically by RapOpt using the list of the 
permitted kinetics, beginning with the least parame-
terized terms. In order not to create senseless models, 
a simple logic is implemented that for example avoids 
the use of strictly inhibiting kinetics in a growth rate 
when substrate is the dependency. Methods from 
TAM-B [9, 18, 11] shall be used to eliminate inap-
propriate models in future. Nevertheless, the kinetic 
library contains more than 50 different empirical 
expressions to describe building rates, which can lead 
to a huge number of models. In the example, see 
Eq. (1),  candidates for  can be 
generated, which have to be identified. 

In the case that only very few measurements are 
available initially, the tool just activates the three 
most often used kinetic terms which contain at most 
two parameters to create different initial model can-
didates. In most cases the few initial measurements 
can be fitted similarly well with different kinetics, 
even if some reaction rates contain only one parame-
ter. All created models constructing the model family 
and their corresponding parameter files will be coded 
automatically by RapOpt in a MATLAB m-file for 
easy interpretable documentation as well as coded 
and compiled in C for accelerated simulation. A short 
select_model command allows the user to change 
between different models, whereby a multi-model 
environment can be easily embedded in existing 
MATLAB programs which will be detailed below.  

1.2 Parameter identification for all members of 
a model family 

As pointed out in the previous section, the permuta-
tion of kinetics can lead to a large number of model 
candidates, for each of which the parameters have to 
be identified in a nonlinear optimization procedure. 
The numerical burden for a nonlinear parameter iden-
tification depends on the degree of the nonlinear 
couplings, the optimization algorithm, and on the 
quality of the initial values and measured data. In 
RapOpt, the time-consuming calculations for all 
model candidates are accelerated using three short-cut 
methods beside a multiple shooting approach [17]. 

Sequential Parameter Identification   The depend-
encies among the design parameters can be cut off 
with a sequential identification procedure. Normally 
in an identification, the ODE system has to be simu-
lated to calculate the value of the maximum likeli-
hood (ML)-objective. In a nonlinear system, each 
equation of the ODE system is usually coupled to 
many other equations. By using interpolated meas-
urements instead of the simulations for all measured 
states, these equations can be decoupled, such that a 
parameter in one equation does not affect the results 
of other equations. Thus, the identification problem is 
partitioned in a series of identifications. The first 
problem of this sequence only contains a few design 
parameters. By replacing the data interpolations with 
the model simulations step by step, the forthcoming 
identifications grow piecewise until the original iden-
tification problem is solved. 

Determination of Initial Values   The sequential 
identification is used for the first model candidate 
only and provides a well fitted initial model. For all 
further model candidates the similarity between the 
different models is used to generate initial parameter 
values for the next identification. This presumes a 
designated order, in which consecutive models only 
differ in one kinetic term. The parameters of the cur-
rent identification are initialized with the optimal 
parameters of the former model which ensures a con-
verging identification procedure. The new parameters 
of the changed expression (e.g. Figure 1) are deter-
mined within the given bounds such that the kinetic 
term is as close as possible to that of the former can-
didate. For this process no time-consuming simula-
tion of the ODE system is necessary. 
As an example, Figure 2 shows how some kinetics 
from Figure 1 are equalized to a Monod equation 
with given parameter  within the given range 

. In RapOpt this range will be determined 
according to the experimental data used for parameter 
identification. The kinetic Moser is not shown in this 
figure, because by setting  it can be exactly 
transformed in a Monod kinetic. As a result of this 
kinetic equalization, the initial simulation of the new 
model is very close to the final simulation of the 
previous model candidate. 

Sequence of Identification   Depending on the num-
ber of model candidates, there might not be enough 
time to identify all of them. Therefore, most promis-
ing models have to be identified first. In RapOpt this 
is achieved using a hierarchical tree structure.  
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The top level consists of the model candidate with the 
most simple kinetic terms (usually all Monod) as a 
parent for further variations. The second layer is de-
rived from the first by replacing one dependency with 
each of the activated reaction equations and thus 
creating several children. Therefore, in the appearing 
tree structure, adjoining models along the branch 
differ in one term only. Moreover, all children of a 
model only differ in one term as well. The following 
heuristic is used to choose the most promising model 
candidates for the next identifications. After the iden-
tification of the first model, all of its direct children 
will be identified. The child with the best fit to the 
measured data will be the new parent, whose children 
will then be tested. This identification procedure 
continues until all leaves of one branch of this sys-
tematic tree have been reached. At this point, every 
dependency was interchanged with all activated ki-
netics from the library even though not all permuta-
tion have been identified yet. Then, the procedure 
continues with the model in the data tree which 
shows the second best fit to the measurements, and so 
on. This strategy is based on the assumption, that a 
better model always arises from a good model by 
further changes in individual dependencies and there-
fore many promising models are identified at an early 
stage. However, the best model can be located some-
where in the tree. Still a process design with appro-
priate model candidates can be started already as 
explained next while the identification procedure con-
tinues to find even better models. 

1.3 Multi-model trajectory planning 
At an early stage of process development only few 
measurement information is available. Many of the 
model candidates created in Section 1.1 and 1.2 will 
fit the measurements similarly well with differences 
in the objective values in the order of the measure-
ment noise. Nevertheless, they all have different 
structures, with different parameter sensitivities ac-
cording to the measurements given. A design proce-
dure that is based on the best model only, runs the 
risk of showing a bad extrapolation of the model 
behavior around the planned trajectory either caused 
by a wrong mathematical structure or by parameters 
that had been insensitive during identification and 
have now a significant effect in process design. 
Moreover, judging a model by its objective value is 
delusive, due to the fact that a gradient-based optimi-
zation could have stopped in a local minimum.  

Not rarely, a better objective can be found if the op-
timization is restarted at the last minimum, because of 
an untrained Hessian matrix. By considering more 
than one model in the planning procedure, these prob-
lems can be addressed. The extrapolation to an ex-
treme dynamical behavior, that a single model could 
predict, is now partly covered by the others.  

Moreover, the difficulty of finding the best model is 
circumvented by optimizing the feeding profiles ac-
cording to the yield predicted by all models. The 
simplest objective function for a multi-model trajec-
tory planning would be to maximize the mean or 
median of the product amount. More robust trajecto-
ries can be obtained if the objective is formulated 
using the minimal product yield obtained over all 
models. 

1.4 Preparing the next evolution 
As more measurement information becomes available 
from run to run, two different evolutions can take 
place. At first, an automated data analysis will be 
done in order to investigate whether or not the ODE 
structure has to be refined by intra-cellular storages of 
nutrients and products to slowly obtain a more and 
more structured compartment model. If new states are 
postulated, the procedure will restart using the sim-
plest kinetics. Otherwise, more complex kinetic terms 
will be tried out for the best models of the last cycle. 
The percentage of models that should be carried over 
to the next cycle can be investigated as follows. 

 

Name Parameter 
Monod  
Ming  

Sokol Howell  
Haldane 
Moser  

 

 
Figure 2. Parameters of different kinetics adjusted such that 
they fit the Monod kinetic ( ) in a least squares sense. 
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Let  be the number of permitted kinetics of the last 
cycle and  the number of new kinetics for the forth-
coming. If  is the number of dependencies wherein 
the kinetics are inserted, then md models were for-
merly considered and  would have to be 
identified in the next cycle. Reusing a certain fraction 

 of old structures can reduce the number of models if 

  (2) 

  (3) 

holds. It has to be observed that reusing models will 
lead to several identical models, when new kinetics 
are inserted for terms that formerly distinguished the 
models from each other. Therefore, a routine has to be 
implemented that eliminates all duplicated models. 
Nevertheless, this method promotes the actual evolu-
tion, since further modifications are based on the 
properties of the fittest models only. 

2 Experimental  part 
The development of the RapOpt software-tool for a 
run-to-run optimization was followed in parallel to 
the synthesis of an optimization, based on a multi-
model approach. Therefore, the first experimental 
results obtained from a multi-model planning which 
is presented here, did not make use of all possibilities 
concerning automatic modelling as described above. 
Instead, some modeling steps had been done manual-
ly to describe the growth and production behavior of 
the bacteria Paenibacillus polymyxa, see below. Early 
experiments with this organism have pointed out that 
a simple unstructured model has to be refined by a 
storage term for phosphate, giving rise to the follow-
ing low-structured model family. 

   (4) 
   (5) 

   

    (6) 

   

    (7) 

   (8) 

   (9) 

   (10) 

   (11) 
   (12) 

   (13) 
   (14) 

The balance equations for biomass  and the prod-
uct macrolactin  contain variable unknown kinet-
ics ,  that depend on the concentrations of the 
substrates glucose (index ’c’), ammonium (’am’), 
phosphate (’ph’) and polyphosphate (’pp’). For each 
of these variable kinetics one of the three allowed 
kinetics Monod, Moser, Ming for the growth and 
Monod, Haldane, Ming for the production from Fig-
ure 1 was inserted by RapOpt to define an individual 
member of the model family. Since there are 6 varia-
ble kinetic terms in the model family and three differ-
ent permitted kinetic terms,  different mod-
els had been set up automatically. After the automatic 
computational implementation of all models had been 
completed as described in the previous section, a 
parameter identification for every single model had 
been carried out. The result of these identifications 
are shown in Figure 3 as a histogram, where the 
number of models with a certain amount of the objec-
tive  is given. 

The histogram clearly illustrates that many models 
can describe the measurements with similar quality. 
As argued in the previous section, using the model 
with the best objective value ignores the fact that the 
measured data might not be informative enough to 
clearly discriminate one model from the others as 
well as the problem of local minima in the objective 
of the parameter identification. Nevertheless, it is 
obvious that a lot of model structures are not able to 
fit the underlying measurement information. The 
question remains how many of the suitable model 
candidates should be used for the upcoming process 
design. In this case, the best 4 model structures ac-
cording to the objective value were added to the 5 
manually built models that already existed.  

 
Figure 3. Histogram of the final ML-objective for the 

parameter identifications of all 729 models. 
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Hence, in this point we left the route given in Section 
1, as RapOpt missed some functionalities when the 
experiment was scheduled. In Table 1 the kinetics and 
their corresponding parameter values for the inter-
changed dependencies of these models as well as its 
objective value after parameter identification are 
listed. Table 2 shows the yield coefficients and the 
parameters of the kinetics that had not been inter-
changed. 
During the identification of the parameters these 9 
models showed a very similar outcome as shown in 
Figure 4 for one of the experiments used in the identi-
fication process.  

It points out that different model structures show a 
similar fit to the measurements after parameter identi-
fication. When using these models for a multi-model 
trajectory planning, the individual trajectories differ a 
lot, as can be seen in Figure 5 as grey solid lines. The 
underlying process design is based on an objective 
that maximizes the mean of all nine predicted prod-
ucts, shown by the black solid line. When the process 
was run (measurements shown as open circles) none 
of the models at this early state could fully describe 
the behavior. Especially the predicted yield, here the 
antibiotic macrolactin, differs among the candidates. 

no. 
growth production 

       
1 m. 

0.249 
Ming Moser Ming 

0.005 
Monod Ming Sokol Howell 

51.9 k = 0.0158 k = 0.088  = 0.909 k = 0.0059 k = 0.0413 k = 0.037 k = 0.897 
361 

0.347 
Monod Moser Monod 

0.115 
Monod Monod Haldane 

52.5 k = 0.786 k = 0.095  = 0.783 k = 0.012 k = 0.025 k = 0.031 km = 12.06 ki = 0.018
316 

0.335 
Monod Moser Monod 

0.095 
Ming Monod Haldane 

52.7 k = 0.724 k = 0.091  = 0.812 k = 0.007 k = 0.003 k = 0.037 km = 6.717 ki = 0.018
2 m. 

0.403 
Monod Haldane Monod 

0.110 
Ming Monod Haldane 

54.2 k = 0.470 km = 0.078 ki = 1.150 k = 0.003 k = 0.002 k = 0.041 km = 9.433 ki = 0.018
3 m. 

0.410 
Monod Haldane Monod 

0.099 
Monod Monod Haldane 

55.8 k = 0.398 km = 0.068 ki = 0.940 k = 0.002 k = 0.010 k = 0.043 km = 9.592 ki = 0.020
4 m. 

0.326 
Monod Moser Monod 

0.057 
Ming Monod Sokol Howell 

56.6 k = 0.594 k = 0.100  = 0.867 k = 0.004 k = 0.001 k = 0.040 k = 14.477 
5 m. 

0.398 
Monod Haldane Ming 

0.099 
Ming Monod Haldane 

57.9 k = 0.379 km = 0.068 ki = 0.970 k = 0.001 k = 0.001 k = 0.051 km = 10.75 ki = 0.021
568 

0.262 
Ming Moser Monod 

0.090 
Ming Monod Haldane 

59.0 k = 0.376 k = 0.087  = 0.544 k = 0.001 k = 0.019 k = 0.041 km = 10.27 ki = 0.030
424 

0.317 
Monod Moser Monod 

0.105 
Ming Ming Haldane 

60.3 k = 0.469 k = 0.082  = 0.826 k = 0.004 k = 0.005 k = 0.048 km = 11.06 ki = 0.019

Table 1. Inserted kinetic terms of nine model candidates that were used for multi-model trajectory planning. For the 
mathematical expressions of the kinetic terms see Figure 1. Model numbers denoted by . had been built manually. 

no. 

  yield coefficients 
           

1m. 0.2503 4.340 1.9254 2.9309 0.1848 0.0228 12.936 1.7753 0.0782 15.232 0.3716 
361 0.0500 0.005 0.1090 22.095 0.1891 0.0468 10.237 1.9250 0.0626 19.048 0.1401 
316 0.0883 0.025 0.1183 21.638 0.1897 0.0471 8.0091 1.8984 0.0642 19.104 0.1442 
2m. 0.0624 0.048 0.1113 22.034 0.1932 0.0475 10.753 1.6069 0.0642 21.728 0.1445 
3m. 0.0573 0.005 0.1099 22.450 0.1969 0.0484 11.778 1.8260 0.0702 18.953 0.1419 
4m. 0.0728 0.061 0.0834 19.965 0.1892 0.0467 13.746 1.6376 0.0639 21.134 0.1306 
5m. 0.0561 0.054 0.1104 22.682 0.1958 0.0487 11.705 1.8195 0.0700 19.046 0.1395 
568 0.0616 0.061 0.0892 22.752 0.1868 0.0476 11.223 1.7779 0.0636 20.289 0.1318 
424 0.0534 0.049 0.0940 22.308 0.1940 0.0488 12.344 1.6834 0.0701 20.000 0.1442 

Table 2. Parameter values of those kinetics that had not been interchanged (Eq. (13) and (14)) as well as the identified yield 
coefficients of all nine models. Model numbers denoted by  had been build manually. 
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However, the obtained yield of macrolactin was high-
er than the one obtained by our partners of the biolog-
ical department in first tests and taking into account 
that macrolactin is a secondary metabolized product 
these first results are promising. Moreover, these data 
are now used in the aforementioned model evolution. 

Furthermore it is noticeable that the simulated phos-
phate concentrations show differences between the 
individual model and a bad fit in the first part of the 
experiment. The range can be partly explained by the 
obviously different implementations of the assumed 
polyphosphate reactions which cannot be fitted since 
there are no measurements available. Beside of that it 
is reasonable to assume that phosphate is involved in 
a reaction not covered by these early model candi-
dates. The model evolution will take care of that later 
on. The difference between planned trajectories of 

 and the measurements at the end of the experi-
ment can be explained by the violation of the glucose 
concentration constraint; the models were not able to 
cope with this condition. It has to be noted that the 
feeding container for the glucose substrate run dry 
during the last 10 hours of the experiment.  

 

This explains the feeding profile of  in Figure 5 and 
theviolation of the lower boundary of . The last part 
of the experiment was re-calculated in this Figure to 
reflect the realized feeding profile to allow a better 
comparison between planned trajectories and meas-
urements. 

3 Conclusion 
In this contribution, it was shown how RapOpt ena-
bles an automatic modeling based on a multi-model 
approach. Moreover, by connecting this automated 
modeling procedure with a multi-model process de-
sign an evolutionary model development was estab-
lished that focuses from the beginning on the product 
output of the process. Therefore, the modeling proce-
dure can be performed in parallel to the actual pro-
duction process leading quickly to a certain amount of 
product while the model will be continuously refined. 
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Figure 4. Simulation run of all nine models 

for one of the experiments used for 
parameter identification. Measurements of 

the concentration of biomass , 
macrolactin , ammonium , glucose 

 and phosphate  are given by open 
circles, the different model simulations by 

grey solid lines. 

 
Figure 5. Optimized trajectories of the different models in a process design that 

considers all nine models. First and second row as in Figure 4. Third row: optimal 
feeding profiles used for ammonium, phosphate and glucose feed. Constraints are 

shown as lines with triangulars. 
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Specie concentrations for chemical equilibrium can be found in various ways such as solving a system of al-
gebraic equations or solving a dynamic model to steady state. The algebraic equation system for reacting 
systems consists of multivariate polynomials with multiple solutions. Some traditional and modern methods 
for solving such systems are discussed together with their advantages and disadvantages. The dynamic mod-
el results from ordinary differential equations (ODEs) based on dynamic material balances. It is shown how 
the ODE system contains all the information in the algebraic equation system. Based on the comparison of 
methods, it is suggested that solving the dynamic model to steady state in many ways is the simplest way for 
computing speciation data at the equilibrium of a reacting system. 

Introduction  
Reactive  systems are widely used in the process 
industry, including  the  capturing field. 
Equilibrium concentra- tions of the species available 
in the reactive systems are considered   as an 
important  source of information regarding the 
reaction kinetics. Computation of the equilibrium 
concentrations with known equilibrium  coefficients 
is important for checking the equilibrium with the 
experimental data. Equilibrium  concentrations are 
important also for the modelling of the systems. 

In chemical engineering, the values of the equilibrium 
concentrations are often found by solving a set of 
algebraic equations, [1]. The algebraic equation set 
consists of the relations from setting the reaction rates 
to zero in tandem with the atom or charge balances; 
the latter ensure mass conservation. Alternatively,  a 
method like minimization of Gibbs free energy ([2], 
[3], [4] & [5]) can be used. Usually  such methods 
also result a set of equations to solve for the equi- 
librium compositions. The set of equations to be 
solved is usually  a set of non-linear polynomials in 
several variables. A number of methods are applicable 
for solving such systems of non-linear polynomials 
with their own advantages and disadvantages.  The 
use of some of these methods  for solving for the 
equilibrium  concentrations  are discussed in this 
paper. 

Alternatively, the dynamic mole balances (ODEs) can 
be solved until the steady state is reached. This gives 
the equi- librium concentrations. 

 
The relationship between the algebraic equation 
system and the ODEs is discussed, including  
advantages and disadvantages of the two approaches. 

The paper is organized as follows: first, the algebraic 
equations for chemical equilibrium are discussed, 
together with the possibility of multiple solutions. 
Methods for solving such algebraic equations are then 
briefly covered. Next, it is shown how dynamic 
models for concentrations are related to the algebraic 
equations, with examples. The methods are illustrated 
through computing a speciation curve which is 
relevant for post combustion   capturing.  Fi- 
nally, some conclusions are drawn and further work is 
discussed. 

Nomenclature 
   Concentration             

   Monoethanolamine     
  Protonated MEA      

   Rate of reation       
  Time         
  Stoichiometric matrix       

 

1 Equilibrium Concentrations with 
Algebraic Equations 

In chemical engineering, the equilibrium concentra-
tions are often specified as the solution of 
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  (1) 
  (2) 

where  indicates a linear combination of the ele-
ments of . Here  is a nonlinear set of 
equations, while the linear equations typi-
cally are based on the idea of conservation of mass.  

The use of minimization of Gibbs free energy is one 
of the alternative methods to find the equilibrium 
compositions in a reactive mixture. The numerical 
value of the standard state Gibbs energy of reaction 

 is used to determine the reaction coordinate 
(  at equilibrium [3]. The Eq. 3 provides the relation 
between the equilibrium coef_cient, the  term and 
the component fugacities 

  (3) 

The reaction coordinates can be found by represent-
ing the component fugacities in terms of the mole 
fractions. With use of the known Ka's and simplifica-
tions to the Eq. 3 a set of polynomials as presented by 
Eq. 4 will be resulted  

  (4) 

where  is a non-linear combination of the reaction 
co- ordinates when . Ultimately, the Gibbs free 
energy method can also result a set of non-linear 
polynomials to solve for the equilibrium composi-
tions.  
In either case, numerical methods should be used if 
the situation is complicated for normal hand calcula-
tions. Only the  case will be used 
for the analysis in the rest of the paper while stating 
that the facts are common for all the similar cases.  

Use of an iterative method like Newton's method is 
an option for solving a system of algebraic equations, 
[6]. A drawback of this method is that it gives only 
one possible solution among all possible solutions 
satisfying  or . The solu-
tion is dependent on the initial guess used to start the 
iterations.  

Having a good guess will not always guarantee the 
expected results as systems of polynomials can have 
both stable and unstable solutions, as well as physi-
cally unrealistic solutions (negative concentrations or 
complex roots).  

 

Sup-pose the reaction is a third order polynomial in 
the concentration of specie , leading to the ODE  

  (5) 

The possible solutions are ,   and  for , 
which can be depicted as in Figure 1.  
Since  is negative between  and  the 
value of the concentration should decrease providing 
that any initial guesses between and  will 
converge to .  

All the initial guesses between   and will 
settle due to the positive values of , leav-
ing  as an unstable solution. In general it is viable 
that the steady state solution of a dynamic model with 
polynomial reaction rate ),  

 

is either complex (not physical), real and negative 
(not physically realizable), or real and positive. In the 
latter case, the solution may be stable or unstable. 
Only stable solutions are of interest.  

Alternatively to Newton's method, a method such as 
Buchberger's algorithm for the Gröbner basis [7] can 
be used to solve the algebraic equation system. The 
Gröbner basis forms a “triangular“ set of polynomial 
“bases“ similar to triangular result of Gaussian elimi-
nation. As an illustrative example, consider the am-
monia synthesis reaction, Eq. 6  

  (6) 

 

 
Figure 1. Possible solutions of the polynomial  

given by  Eq. 5:  
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The equilibrium coefficient ( ) is found 
in [3].  

 
Figure 2. Calculation of Gröbner basis using Maple.  

 

The initial  and  concentrations in the reactor are 
taken as  and . The system of algebraic equations 
to solve for the equilibrium concentrations is given 
below, where Eq. 7 gives the equilibrium coefficient 
relating the concentrations. Nitrogen and hydrogen 
atom balances are given in Eqs. 8 and 9  

  (7) 

  (7) 

  (9) 

where  is the total concentration given by Eq. 10  

  (10) 

The Gröbner bases can be found using Maple [8]; 
Figure 2 shows the steps in Maple when  and 

are denoted  and , respectively. In Figure 
2, concentrations of ,  and NH3 are represented 
by the symbols ,  and , respectively.  

The resulting equations imply that  

 

 

 

From the equations above,  is found by solving a 
fourth order polynomial in , which yields 4 solu-
tions in the complex field; the solutions may be real 
positive or negative, or complex. The two subsequent 
equations give  and  directly from .  

In conclusion, there are 4 triples ( , , ) of 
solutions. In order to be a physically realistic solu-
tion, every element in a triple must be real and posi-
tive. Furthermore, it is necessary to check whether the 
remaining physically realistic solutions are stable or 
unstable.  

Finally, it must be determined which of the physically 
realistic and stable solutions belong to realistic initial 
concentrations .  

The disadvantages of the Gröbner basis method are: 
(i) much computer memory is required, (ii) the com-
putational time is high, (iii) the method is numerically 
ill-posed with current algorithms, and (iv) some post 
treatment is required to select the physically correct 
solution. The advantage is that all solutions are found, 
and it is not necessary to “guess“ any initial value in 
an iteration procedure.  

In [9], it is recommended to instead use ideas from 
continuation/homotopy to find all solutions; continua-
tion has better numerical properties than current im-
plementations of the Gröbner basis method.  

2 ODEs for Generating Equilibrium 
Concentrations 

Solving an ODE system until steady state is reached, 
is an alternative to solving a set of polynomials to get 
the equilibrium compositions. Additional information 
such as forward and backward reaction rates are re-
quired, but as long as their ratio equals the equilibri-
um constant, the steady state equation should be cor-
rect.  

As long as only the steady state solution is required, 
exists, and is unique, and ODE solver can be looked 
upon as a special kind of root finder.  

Many other such methods exist, in addition to stand-
ard solvers such as the Newton method, see e.g. [10].  
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Batch reactors with perfect mixing and a constant 
volume have concentrations given by  

  (11) 

where  is a vector of concentrations with ele-
ments ,  is a vector of overall reaction 
rates for the m reactions with elements , and 

is the stoichiometric matrix.  

With a given initial condition , and assuming the 
existence of a steady state, the steady state can be 
found by solving this set of ODEs until , or for 
a sufSciently large time. The concentrations at the 
steady state gives the equilibrium concentrations and 
is easily found with known realistic initial conditions.  

It is simple to show that these ODEs contain the same 
information as in the system of algebraic equations 
being discussed earlier.  

2.1 Partitioning into Reaction Invariants and 
Reaction Variants  

The following partitioning into reaction invariants 
and variants is discussed in [11]. Let us introduce 
fictitious species with concentration  which are 
linear combinations of the real species with concen-
tration  . Stacking the concentrations  into vector 
,  can then be written as  

 

We can then formulate the dynamic model for  as  

 

As long as  is invertible, this differential equation 
for s holds exactly the same information as the differ-
ential equation for c in the previous subsection. 

Let us now choose matrix  in a particular way: let 
 be composed of submatrices  and  ,  

 

where the columns of  lie in the nullspace  
of ,  while the columns of  lie in the column 
space  of  ; the nullspace   of  consists 
of all possible vectors  such that . 

 

The the column space of contains all the linear 
combinations of the columns of  [12].  

Linear algebra tells us that it is possible to choose 
columns in  and   such that  is invertible 
[12]. With this structure of  , the differential equation 
for s becomes  

 

 

 

 

Here, are the reaction invariant Sctitious concentra-
tions, while  are the reaction variant fictitious con-
centrations.  

Since the columns of , . 
 , we have  

 

Thus,  

 

Furthermore  

 

is square and invertible with rank  when  is of 
full rank; when  is not of full rank, superfluous reac-
tions can be removed to ensure full rank of . Since 

 is invertible, it follows that in steady state  

 

In conclusion, this shows that the steady state solu-
tion of the differential equation Eq. 11 for c is equiva-
lent to the solution found by simultaneously setting  

 

 

Here,  corresponds to  in Eq. 2, while the con-
stant corresponds to .  
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Using linear algebra software such as Matlab, Maple, 
etc.,   can easily be computed, while the constant 
is given from the initial conditions  But finding 
the solutions of this set of equations can be difficult 
as already explained.  

2.2 Case Study 

This example will illustrate how the ODEs are related 
with the algebraic equations using an example found 
in  capturing systems [13]:  

 

 

 

 

where  

 

Here ; and  are the equilibrium coefficient, 
forward reaction coefficient and backward reaction 
coefficient of reaction , respectively. For the set of 
reactions considered, the stoichiometric matrix  is  
 

 

when the species are considered in the order , 
 , , , , , 

 and  The overall reaction rates  of the 
system are given as  

 

 

 

 

 

In order to solve the dynamic model based on the 
mole balances, the forward and backward reaction 
coefficients are required. The values of the forward 
reaction coefficients can either be found in the litera-
ture (e.g. in [14]), or fixed at some chosen value.  

With given forward rates, the backward reaction 
coefficients are chosen in such a way that the equilib-
rium coefficients are correct. The mass conservation 
of each specie contributes with an ODE to be solved 
in time. Since the reactor contains nine species, the 
ODE system consists of nine equations which can be 
stacked into a vector-matrix formulation as in Eq. 11.  

The nullspace  of  and the column space 
 of  are found using the computer algebra 

system MuPAD within the word processor Scientific 
Workplace, and are given by the following basis vec-
tors  and  respectively:  
 

 

 

Using the linear combinations of basis vectors in the 
nullspace  of  the columns in   can be cho-
sen.  
The following column vectors of  are used here: 

, 
, 
 

. 



+++ Comparison of  Computat ional  Methods for  Reaction Equi l ibr ium +++  

 

SN
E 

20
/3

-4
, 

D
ec

em
be

r 
20

10
 

T N 

80 

Hence,  

   

The columns of   are chosen to be the basis vectors 
of , i.e.  . 

   

The reaction invariant set of equations if found for 
the fictitious species  

 

  

 

 

Since , this shows that constant, or 
. 

The reaction variant equation set is found for the 
fictitious species : 

 

where matrix is an invertible matrix, hence in 
steady state the condition  is also satisfied.  

This example shows that the ODEs,  con-
tains all the information available from the system the 
system of algebraic equations, . 

3 Results of the ODEs 
A dynamic model of the case study is simulated to 
steady state to find the equilibrium concentrations. 
The equilibrium coefficients for this reacting system 
can be found in e.g. [13], [15], and [16].  

The dynamic model is simulated for a sufficiently 
long time and the steady state solution is taken as the 
equilibrium concentrations.  

It can be shown that the equilibrium results depend 
on the initial concentrations of  and , 

and , respectively. It is of interest to 
construct a so called speciation diagram, see Figure 3.  

The speciation diagram shows the equilibrium mole 
fractions of the various species, as a function of the 
so called  loading, i.e. as a function of the frac-
tion  .  

In the speciation diagram of Figure 3, a temperature 
of 40° C is assumed, and the results are in good 
agreement with the reference work [13].  

4 Conclusions 

The equilibrium concentrations of a reactor can be 
found by solving a set of algebraic equations satisfy-
ing Eqs. 1 and 2. In the case of polynomial algebraic 
equations, the roots lie in the complex field. Howev-
er, only real and positive roots are physically realistic.  
 

 

 
Figure 3. Speciation curves at 40 °C 
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Furthermore, among the real and positive roots, some 
solutions represent unstable steady states, and the 
stable steady state roots are thus the only acceptable 
equilibrium concentrations.  

A basic method for solving algebraic equations is 
Newton's method; this method only finds one root, 
and the root that is found depends on the chosen ini-
tial guess . There is no guarantee that the chosen  

leads to the most physically realistic solution. To 
study all solutions using Newton's method, it is nec-
essary to use the method repeatedly, each time using 
a different value of .  

When the algebraic equations are polynomials in 
several variables, the algebraic equations can be 
transformed to Gröbner bases using Buchberger's 
algorithm. Thereafter, all possible sets of solutions 
can be found using a standard solver for single varia-
ble polynomials.  

Finally, it is necessary to postprocess the solutions in 
order to find the physically acceptable equilibrium 
concentrations. However, Buchberger's algorithm is 
quite demanding when it comes to computer memory 
and computation time. Thus, it may be better to use 
continuation/homotopy methods to find all solutions.  

Another alternative is to solve the dynamic model of 
a batch reactor to steady state. Comparing the dynam-
ic model  with the algebraic equations, it is 
easily shown that the dynamic model contains all the 
information from the algebraic equation system 

. Additionally, dynamics of the 
reaction system is included in the dynamic model.  

Clearly, simulating an ODE to steady state where we 
do not care about the transient behavior, is similar to 
using e.g. Newton's method; the ODE solver can be 
considered as just another root solver. Ensuring that 
steady state is reached with the ODE solver, is com-
parable to ensuring that the Newton solver has con-
verged to the root. In both cases, we iterate on 

 such that . 

The advantage of using a physically realistic dynamic 
model with an ODE solver, is that we know that the 
dynamic model has the equilibrium solution as the 
steady state solution, and that we can choose a realis-
tic initial value for the ODEs such that the equilibri-
um solution is found.  
 

Clearly, ODEs exists with complex dynamics such as 
limit cycle behavior where no steady state solution 
exist, or with bifurcations where the steady state 
solution is extremely sensitive to the chosen initial 
value or numerical inaccuracies. But these complex 
dynamic cases will also be difficult to solve with 
alternative methods.  

The above factors indicate that both solving the alge-
braic equations using Newton's method, and solving 
the ODEs using an ODE solver should be equally 
accurate in steady state.  

Since it is just as simple to formulate the ODEs as 
formulating the algebraic equations, since it is sim-
pler to suggest physically reasonable initial values 
than guessing an initial iterate for the Newton solver, 
and since the ODE solver automatically will lead to a 
stable steady state, we suggest that using an ODE 
solver is favorable.  

Using an ODE solver to find the equilibrium concen-
trations has been illustrated through computing the 
speciation diagram relevant for post combustion CO2 
capturing using MEA.  
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SLOSIM Officers 
President Rihard Karba, rihard.karba@fe.uni-lj.si 
Vice president Leon Žlajpah, leon.zlajpah@ijs.si 
Secretary Aleš Beli , ales.belic@fe.uni-lj.si 
Treasurer Milan Sim i , milan.simcic@fe.uni-lj.si 
Repr. EUROSIM Rihard Karba, rihard.karba@fe.uni-lj.si 
Deputy B. Zupan i , borut.zupancic@fe.uni-lj.si
Edit. Board SNE Rihard Karba, rihard.karba@fe.uni-lj.si 
Web EUROSIM Milan Simcic, milan.simcic@fe.uni-lj.si 

 Last data update December 2009

UKSIM – United Kingdom Simulation 
Society 
UKSIM has more than 100 members throughout the 
UK from universities and industry. It is active in all 
areas of simulation and it holds a biennial conference 
as well as regular meetings and workshops. 

 www.uksim.org.uk 
 david.al-dabass@ntu.ac.uk 
 UKSIM / Prof. David Al-Dabass 
Computing & Informatics,  
Nottingham Trent University 
Clifton lane, Nottingham, NG11 8NS 
United Kingdom 

UKSIM Officers 
President David Al-Dabass, 

david.al-dabass@ntu.ac.uk
Secretary A. Orsoni, A.Orsoni@kingston.ac.uk
Treasurer B. Thompson, barry@bjtcon.ndo.co.uk
Membership chair K. Al-Begain, kbegain@glam.ac.uk 
Univ. liaison chair R. Cheng, rchc@maths.soton.ac.uk 
Repr. EUROSIM Richard Zobel, r.zobel@ntlworld.com  
Edit. Board SNE Richard Zobel, r.zobel@ntlworld.com 

 Last data update March 2009 (partially)

CEA-SMSG – Spanish Modelling and 
Simulation Group 
CEA is the Spanish Society on Automation and Con-
trol In order to improve the efficiency and to deep 
into the different fields of automation, the association 
is divided into thematic groups, one of them is named 
‘Modelling and Simulation’, constituting the group. 

 www.cea-ifac.es/wwwgrupos/simulacion 
 simulacion@cea-ifac.es 
 CEA-SMSG / María Jesús de la Fuente, 
System Engineering and AutomaticControl department, 
University of Valladolid, 
Real de Burgos s/n., 47011 Valladolid, SPAIN 

CAE - SMSG Officers 
President María J. la Fuente, maria@autom.uva.es 
Repr. EUROSIM Emilio Jiminez, emilio.jiminez@unirioja.es
Edit. Board SNE Emilio Jiminez, emilio.jiminez@unirioja.es

Last data update March 2009

LSS – Latvian Simulation Society 
The Latvian Simulation Society (LSS) has been 
founded in 1990 as the first professional simulation 
organisation in the field of Modelling and simulation 
in the post-Soviet area. Its members represent the 
main simulation centres in Latvia, including both 
academic and industrial sectors. 

 briedis.itl.rtu.lv/imb/ 
 merkur@itl.rtu.lv 
 LSS / Yuri Merkuryev, Dept. of Modelling 
and Simulation Riga Technical University 
Kalku street 1, Riga, LV-1658, LATVIA 

LSS Officers 
President Yuri Merkuryev, merkur@itl.rtu.lv 
Repr. EUROSIM Yuri Merkuryev, merkur@itl.rtu.lv 
Edit. Board SNE Yuri Merkuryev, merkur@itl.rtu.lv 

Last data update December 2008

ROMSIM – Romanian Modelling and 
Simulation Society 
ROMSIM has been founded in 1990 as a non-profit 
society, devoted to both theoretical and applied as-
pects of modelling and simulation of systems. 
ROMSIM currently has about 100 members from 
both Romania and Republic of Moldavia. 

 www.ici.ro/romsim/ 
 sflorin@ici.ro 
 ROMSIM / Florin Stanciulescu,  
National Institute for Research in Informatics, Averescu 
Av. 8 – 10, 71316 Bucharest, Romania 

ROMSIM Officers 
President Florin Stanciulescu, sflorin@ici.ro 
Vice president Florin Hartescu, flory@ici.ro 

Marius Radulescu, mradulescu@ici.ro 
Secretary Zoe Radulescu, radulescu@ici.ro 
Repr. EUROSIM Florin Stanciulescu, sflorin@ici.ro 
Deputy Florin Hartescu, flory@ici.ro 
Edit. Board SNE Florin Stanciulescu, sflorin@ici.ro 
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EUROSIM 2013 
 

8th EUROSIM Congress on Modelling and Simulation
 

The City Hall, Cardiff, Wales, United Kingdom 10-13 September 2013 

 

 
EUROSIM Congresses are the most important modelling and simulation events in Europe. 
For EUROSIM2013, we are soliciting original submissions describing novel research and 
developments in the following (and related) areas of interest: Continuous, discrete (event) 
and hybrid modelling, simulation, identification and optimization approaches. Two basic con-
tribution motivations are expected: M&S Methods and Technologies and M&S Applications. 
Contributions from both technical and non-technical areas are welcome.  
 
Congress Topics  
 

The EUROSIM 2013 Congress will include invited talks, parallel, special and the poster 
sessions. The Congress topics of interest include, but are not limited to:  
 
Intelligent Systems and Applications  
Hybrid and Soft Computing  
Communication Systems and Networks  
Case Studies, Emergent Technologies  
Workflow Modelling and Simulation  
Web-based Simulation  
Security Modelling and Simulation  
Computer Games and Simulation  
Neural Networks, Fuzzy Systems & 

Evolutionary Computation  
Autonomous Mental Development  
Bioinformatics and Bioengineering  
Circuits, Sensors and Devices  
 

e-Science and e-Systems  
Image, Speech & Signal Processing  
Human Factors and Social Issues  
Industry, Business, Management  
Virtual Reality, Visualization and 

Computer Games  
Internet Modelling, Semantic Web  

and Ontologies  
Computational Finance & Economics  
Systems Intelligence and  

Intelligence Systems  
Adaptive Dynamic Programming and 

Reinforcement Learning  
 

Methodologies, Tools and  
Operations Research  

Discrete Event /RT Systems  
Mobile/Ad hoc wireless  

networks, mobicast, sensor  
placement, target tracking  

Control of Intelligent Systems  
and Control Intelligence  

Robotics, Cybernetics, Control 
Engineering, & Manufacturing  

Energy, Power, Transport,  
Logistics, Harbour, Shipping  
and Marine Simulation  

Semantic & Data Mining  
 

Congress Venue / Social Events  
 

The Congress will be held in the historic and magnificent City Hall in the heart of Cardiff, the 
capital city of Wales. The Gala Dinner will be held in the main hall of the National Museum of 
Wales. Social activities include visits to Cardiff Castle and Caerphilly Castle.  
 
Congress Team: K. Al-Begain, A. Orsoni, R. Zobel, R. Cant, D. Al-Dabass; kbegain@glam.ac.uk 
 
Info: www.eurosim2013.  



Accelerating the pace of engineering and science

515.000.000 KM, 380.000 SIMULATIONEN 
UND KEIN EINZIGER TESTFLUG.

DAS IST MODEL-BASED DESIGN.

Nachdem der Endabstieg der beiden

Mars Rover unter Tausenden von 

atmosphärischen Bedingungen simuliert 

wurde, entwickelte und testete das 

Ingenieur-Team ein ausfallsicheres 

Bremsraketen-System, um eine 

zuverlässige Landung zu garantieren.

Das Resultat – zwei erfolgreiche 

autonome Landungen, die exakt gemäß 

der Simulation erfolgten.

Mehr hierzu erfahren Sie unter:

www. mathworks.de/mbd
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