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In the area of intelligent systems development some deterministic or nonde terministic decision algorithms 
and mechanisms should be used to enable agents to behave intelligently. We are trying to enhance agent rea-
soning and especially agent decision m aking with a usage of trust and reputation of particular intelligent el-
ements (agents) as well as  some social groups. There can be large agent societies, where collaboration be-
tween agents i s the best way and sometime the only possibility to achieve non-trivial go als. Often it i s very 
difficult to find best counterparts for collaboration. Our approach works with trust and reputation principles 
which are inspired from real-world societies and we try to shift them into artificial societies to make their in-
teraction and cooperation more effective. 

Introduction 
Trust is ve ry important aspect in our everyday inter-
action with people, groups and i nstitutions in our 
society. We s hould have a  tr ust in the  s urrounding 
environment, people and institutions as well. We are 
often rated and judged on the basis of  our  trustwor-
thiness and this defi nes a dif ferent m anner of t he 
interactions in our social life. We behave more openly 
towards subjects on account of the strong confidence 
and trustworthy subjects can access different types of 
information which can be confidential. In the case of 
abuse of the information, the t rust of the subject rapidly 
decrease and it is usually very hard to restore it again. 

Recent researches shows [5, 6] that system base d on 
trust and reputation have great potentiality, for exam-
ple in the e -commerce and autonomous distributed 
computer syste ms. This can be see n for e xample on 
the leadi ng a uction se rver eBay, whe re t he selection 
of seller (from the buyer point of  view) is based also 
on his or her reputation. All participants in the system 
are treated on the bases  of his or her reputation. 
Trustworthiness of a seller so as of a bu yer is repre-
sented by s ome value , which is update by the eBay 
system and depends on cu mulating positive and non-
positive ratings from other sellers or buyers. This reputa-
tion system , from  our point of view, can be consid-
ered as relatively simple and closely aimed system. 

In more sophisticated systems [3], we must deal with  
trust as strictly subjective and context specific metric, 
because it is assessed from the unique perspective of 
the elem ent which has  to trust s omebody or s ome-
what and our interest is lim ited only to those actions 
(context) of a trustee that ha ve relevance t o the trust  
value.  

In our proposa l, we need to take into account m any 
specific problems which come with trust based rea-
soning. 

This paper describes preliminary proposal core for an 
agent reasoning framework based on trust and reputa-
tion principles. We proposed how a trustworthy value 
will create/receive, store and  represent an d use to  
agent decision. Our fram ework does not c reate ne xt 
multi-agent architecture.  

We are trying to  bu ild new layo ut based on kno wn 
and well form alized ba ses (such as  BDI [11]). This 
layout allow t o agents to use trustworthy value to be 
more ef fectively in decision m aking and i nteracting 
with other agents. 

The remainder of t his paper is organized as follows:  
in Chapter 1, we descri be theoretical background of  
trust and reputation in different disciplines of the real 
word; his typical chara cteristics and iss ues which are 
need t o be take int o acc ount whe n are  used i n suc h 
context. Description of the core  of  ou r fr amework 
proposal – agent reasoning – is in Cha pter 2. We go 
from som e bases term s and notations  and d escribe 
defined formulas. Finally, Chapter 3 concludes our pa-
per, discusses open issues and our future work. 

1 Trust and reputation meaning 

1.1 Trust 
Trust as an explicit concept is not the one that has a 
mutually accepted definition. We have identified the  
existence of t rust and reputation in m any disciplines 
of human behavior, for example: economists, sociol-
ogists and computer science [1, 2, 8].  
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In different areas we have different definitions as well 
as several different definitions in one discipline. 

For our purposes, we adopt som e followi ng defini-
tion, which is used in co mputer science for th e com-
putation model of trust and reputation rating systems: 
trust is a su bjective ex pectation an ag ent has abou t 
another's f uture be havior ba sed on history of thei r 
encounters [1]. For our m odel, trust is internal rating 
(value) of  each  ag ent tow ards other ag ents in  th e 
system. It is based on bias or on reputation. Trust is 
evaluated in  time, wh en is need ed to  make an  ag ent 
decision, it’s not persistent value in ag ent belief base 
and may vary in time. 

1.2 Reputation 
Reputation is an agent’s mental attitude toward other 
agents gai ned duri ng previ ous e xperiences (e ven 
indirect) with suc h agents. Based on trust meaning 
description, reputation in our m odel is realized as set 
of values which are given from past agent interaction 
or received recommendation. Repu tation is sto red in 
agent belief base ( knowledge data base or s omething 
else) when agent finished some interaction and made 
necessary eval uation or when a gent receives som e 
recommendation from other agent(s) in environment. 

Typically, it is di fficult to gain reputation from inter-
action in the large scale mu lti-agent syste ms. The 
interaction generally r uns i n sm all agent gr oups, 
where agents are close by distances or by their pur-
poses. In the  case, that  thes e age nt groups (or just  
each single agent from  group) wa nt to communicate 
with each other’s is good to use recommendations. To 
get the best possible recommendation, we need to ask 
most trustworthy entity (a gent) as we can. Recom -
mendation trustworthy value and also self-trustworthy of 
target agent mainly depend on recommendation enti-
ty. If we trust to this entity , recommendation will be 
more valuable for our purposes. 

There are many approaches and mechanism to ensure 
trustworthy entities in system. We can use PKI [10] – 
certification au thorities and roo t au thorities as we 
know from security of i nformation system s. Toward 
to our approaches, it is m ore applicable to use web of 
trust [9] between agents and groups.  

It allows us to use system  more distributive without 
central entities – possibly poi nts of failure. This web 
of trust is also m ore closely to the real  word princi-
ples and is suitable to the agent and m ulti-agent sys-
tems principles. 

1.3 Recommendation 
The reputation value usually depends on recommen-
dations. In rec ommendation process alway s pa rtici-
pate th ree ag ents: th e querying ag ent , ans wering 
agent  (recommender) and the target of recommen-
dation ag ent . In t he recommendation cas e, age nt 
get indirectly trust value from recommendation agent 
to target agent [3]. This given recommendation value 
can be accepted as the agent’s trust value to the target 
agent at or serves just for updating of the trust value 
previously co unted. This recounting tru st value d e-
pends on many aspects, also mainly on how trustwor-
thy a recommender agent is. 

1.4 Context and individualization of trust 
There are many aspects, which comes with reasoning 
based on trust and reputation. These aspects are need 
to be take into account and will be described in thi s 
subsection. The primary aspect whic h is closely con-
nected with terms such as trust and re putation is sub-
jective reception and individualization. In a real word, 
each of us  trust in s uch de gree to our friends . This 
trust degree is based on his outer  behavior but also is 
mainly depend on our internal “ metrics”, which we  
using to m easure his trustwort hy. This m etrics are 
strictly individual for each of us.  

Typical example is human quality “prejudice” – with-
out knowing a bout s omething m an , b ased on  his 
visage ( for e xample) we m ake opinion to his tr ust-
worthy. Someone, who also does not know , makes 
another opinion, w hich ca n be a bsolutely different 
from our opinion. The sam e visage , the s ame man, 
the sam e knowledge a bout him may mean different 
trustworthy into him. 

This is just simple example to demonstrate that t rust 
is strictly subjective and mainly depends on our inter-
nal evaluating our perceptions for each entity (human, 
agent). This perception and internal eval uating m ay 
vary i n tim e – it depends on ability of evaluating 
entity: learning in time based on p revious experienc-
es. In di fferent cases, the  perceptions may by for all 
entities the same (each age nt have sam e sensors) but 
internal evaluating are different.  

Perception is represented in to i nternal ag ent m ental 
state and b ased on  agent kn owledge is dif ferently 
interpreted – in this case, we call it as agent personality. 

Another very important aspect is that trust and reputa-
tion are both context dependent [1, 7].  
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It m eans that trust a nd reputation are  not one-
dimensional values – they are at least two-
dimensional.  

We must say in  which context the entity is trustwo r-
thy, if we talk about entity trust worthiness. We can’t 
simply say: “he is trustworthy” or not. He or she must 
be trustworthy in some context – in some quality.  

Context may be for example: “can cook” or “econom-
ic advice”. If we need advice in some economic prob-
lem, we ask someone w ho is trust worthy i n c ontext 
“economic advice”, because advice from som eone 
who is trustwort hy in “ca n cook” i n our economic 
problem may not be fine. In th e next case, one entity 
may be in some context trustworthy and i n another 
not.  

For example: if our friend Bob is a doctor, then hi is 
trustworthy in the context “can save our life”, but if 
we need t o cook apple pie, we will go for someone 
who is trustworthy in the context “can cook”. So, Bob is 
trustworthy as a doctor, but he is untrustworthy as a chef. 

With this cont ext aspect m any other problems and 
open issues come. At first, if we would like to evalu-
ate some experiences a fter an interaction, we need to 
decide in w hich c ontext or contexts t he i nteraction 
was done. Based on this decision, we may update our 
belief base and finally we can do interaction evalua-
tions.  

From one int eraction dif ferent reputation value in 
different co ntexts m ay be obtaine d. Another im -
portant but implementation difficult aspect is reputa-
tion transference – transference of one’ s reputation 
from one  context to a nother [2]. For example: when 
we know t hat Bob is trust worthy as doctor, does it 
means that Bob is trustworthy as chef or not trustwor-
thy as chef – is this decidable?  

This problem may be decided on the bases of context 
similarity – we need t o find algorithm which is able 
to com pare t wo di fferent context (context is com -
posed from at tributes – will be described i n the sec-
tion 3.3) and decide similarity degree between them.  

Similarity degree allows us to deci de if the transfer  
from one cont ext to a nother is possible. This transfer-
ence problem is quite com plex problem and is outside 
the scope of this paper. 

 

 

Two case s o f trusts a nd reputation c ontexts in the  
system are possible [1]: 

1. Uniform context. In t he uniform context  envi-
ronment, we rate all the agents i n the same con-
text (every agent is related to the sam e subj ect 
matter). For e xample, we have a set of a gents 
providing em ail service which have related at-
tributes, so we can rate every agent in this service 
context. We omit all others context in this simple 
mail service system and we do not define context 
for reputation because it is known and only one. 
 

2. Multiple contexts. In t he sec ond case, we have 
multiple context environm ents. In the m ultiple 
contexts e nvironment, a ny a gent’s reputation is 
clearly co ntext d ependent. We n eed to  tak e in to 
account sim ilarities and differences am ong the 
contexts. Transference of one’s reputation fro m 
one context to another may be used. 

 
In our framework proposal, we use m ultiple contexts 
environment, which is most suitable for distributive multi 
agent systems and reflect the real world principles. 

2 Framework for agent reasoning 
Before we start to form alize our framework core  
components, we need to show from which phases the 
reputation is built and trust evaluating process is 
composed. It a llows us t o understand f ollowing for-
mal notation and the used principles. 

2.1 Reputation building and trust evaluating 
If we want to make decision based on trust value, we 
need to do s ome steps. Firs t of all, we need t o do 
some monitoring of trustee performance – monitoring 
phase.  

Based on this, we m ake some experiences with trus-
tee or we gather some information about him or her  
from the reputation. Asking for a reputation of trustee 
is use d, when direct m onitoring – expe rience of an  
agent is not possible. 

From the phas e of m onitoring of  an  ag ent's p erfor-
mance we  need t o i nterpret some facts, st ore them  
into some belief base (knowledge base) and then we 
make d ecision if t his ex perience was good , b ad or 
neutral.  
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This phase is called interpretation phase. Recom -
mendation process, when another agent (recommend-
er) gives us some inform ation about tr ustee is also 
kind of experience and they also need to be stored in 
agent’s belief base.  

The experiences in the belief base needs to be stored 
with time stamps. This means that every interaction or 
recommendation stored in the belief base will be 
dated with unique (actual) time stamp. This is use ful 
to ensure that negative or positive experience gained 
long time ago will have not the same impact as fresh 
experience. 

After the interpretation phase, the trust value evalua-
tion phase ca n start. Given set of e xperiences in a  
time allow us to use trust update al gorithm which  
update agent t rust value in a context.  This algorithm 
has m any dif ferent i nputs – suc h as  age nt mental 
states, age nt individual preferences, e nvironment 
specific preferences and so on . There is out  of scope 
of this paper to describe trust evaluating process, this 
will be our task for future work. 

From all the previous phases, final ensured trust value 
can be used as one of many input parameter for agent 
decision making. If t he agent’s decision will be eval-
uated as  satisf ying or not, a gent ca n i ncrease or de -
crease weight function based on trust value parameter 
in the future decision making process. 

2.2 Trust and reputation value representing 

In som e m odels [2, 4] the trust/reputation value is 
represented as a binary value , typically , it 
means . In  our 
framework, we wou ld lik e to  exp ress su ch kind of 
partial trustworthy or partial untrustworthy for model-
ing trust and recommendations effects closely.  

Toward this, we define trust value as natural number 
in an interval , where  represent the worst  
possible rating and y represent the best possible rating 
of agent’s trustworthy. 

It is not im portant if  and  or 
, . Decisions about this interval will be 

implementation specific. However it is important  t o 
ensure that th e tru st value must ch ange from  to   
with d ifference , w hich respect to m odel requi re-
ments and trust evaluating manners of the agent system. 

 

2.3 Framework notation 

Basis entity of each a gent system is an agent. We 
define set  of a gent  as set  of all possi ble agents in 
the system: 

  

To store reputation or incoming recommendation into 
the belief base and to make trust evaluation process it 
is need to determ ine context in which the reputation 
or recommendation was done.  

Toward this,  we need to  de fine c ontext. I n our pro-
posal the context defi nition is based on the term s 
attribute and attribute domain. Attribute domain 
means possibly range of attribute. So, we define set of 
all po ssible att ribute domains  , whe n eac h e lement 
from this set is a domain: 

 . 

One dom ain  m ay be f or e xample set of  natural 
numbers  , next domain   for e xample set of 
real num bers , bo olean ty pe   or  
set of named constants (enumerated type)  

, etc. Finally, we define set  of all 
attributes , where  each attribute from this set is  
always projected to such domain: 

 , 
  

Attribute  m ay b e fo r ex ample In telligence Quo-
tient value ( IQ). We can define domain   for this  
attribute as set of natural numbers in ra nge from 0 to  
200:  a . The tup le – attribu te 
and his domain – can be written as .  

Example of at tribute se x (as an e xample of anothe r 
attribute ) ba sed o n nam ed constants d omain: 

, . 

At this  m oment, we can use previ ous definition t o 
define t he ter m context. We ca n t heoretically define  
context as a set o f tup les: attribute × value, whe re 
value is element from the attribute domain.  
For exam ple, context “i ntelligent m ale” or “i ntelli-
gent female” may be defined as follows: 

• “intelligent male” =  
• “intelligent female” =  
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But in  t his co ntext d efinition, th ere is problem to  
express so me k ind of inequality. In t he previous ex-
ample we can see that  “in telligent male” is  only t he 
male who has exactly the s ame IQ as number 100.  
Actually, eve ry male who have I Q e qual or greater 
than 100 may be “intelligent male”. Toward this, we  
need to add new elem ent into context definition, this 
element will define range of val ues which attribute 
can take. This element represents an operator and we 
define set ‡ as set of all basic operators: 

  

These operators have meaning of usual relation oper-
ators. Theirs ap plication to t he domains  of  so me 
attribute creates range of values, whic h is a subset of 
 . For eac h attribute domain      it is necessary  
to define a function, which makes a mapping for each 
operator and some parameters to a subset of the orig-
inal domain.  

When the usual mathematical sets and the usual oper-
ators are used the evaluation is simple: in the dom ain 

 fo r attribu te IQ fro m the previous ex ample the 
result of application  is the range:  

.  

For other cases, where attribute dom ain is for exam -
ple an enumerated type or other special domains, they 
should be evaluated by a function defi ned explicitly. 
Result of  application  is undefi ned 
without sp ecial fun ction, wh ich defines th e resu lt of 
these c omparison. In the other cases a pplication on 
the same domain is transparent:  results 

; there is no need for a comparison function  
definition. 

Finally, we can define context as set of triples: attrib-
ute × ope rator × value (from  attribute dom ain); and 
set of all context  as follows: 

  
  

From all the pre vious de finitions, we provide basic  
terms definitions toward our notation: trust, reputa-
tion an d recommendation. Trust in our pr oposal is 
defined as a function . Result of this function is 
actual trustworthy value  f rom some unified domain   

   (descri bed i n Section 2.2) in such c ontext 
 into another agent . 

  

 

As we say in Section 2.1, we nee d t o e nsure that  
recommendation and reputation will be m arked with 
some timestamp, which allow us to use more relevant 
information in the belief base. Timestamp help us to 
determine freshness of this information. At this point, 
we define time set  as set of all time units in which 
interaction updates belief base was done. 

  

In a recommendation function, we need to implement 
source of rec ommendation (recommender agent) and 
target of re commendation (t arget a gent). As we say  
above, it is v ery useful to know when the recommen-
dation was done. So we ca n define recommendation 
function  which maps agents, context and time mo-
ment to a value from an attribute domain. 

  

And fi nally, reputation f unction  is defined as a  
mapping t o a  gained value on s ome uni fied domain 
from a tar get agent in s uch context  in time – it is 
defined as follows: 

  

2.4 Agent belief base 

We provide d form al bases of our fram ework in the 
previous ch apter. This ch apter ex tends th ese b ases 
and define how information is interpreted and stored 
in agent’s belief base. This descri ption is provided 
from the point of  view of an evaluated agent. In our 
framework, we recognize three s ources of i nfor-
mation to evaluate trustworthy. These sources are: 

1. Recommendation – inform ation ab out an agent 
trustworthy in a context, this is obtained indirect-
ly from another agent. 

2. Reputation – inf ormation a bout an a gent t rust-
worthy in a context, this is obtained directly from 
own e xperience with he r o r him ; or this is ob -
tained from observing or premises. 

3. Facts – information about an a gent attri butes – 
qualities. 

Last m entioned sources a re the  facts. Fa cts about 
agents are  c reated a nd updated i n tim e and they a re 
based on some received recommendations or they are 
based on reputation.  
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We define fact with a function , where inputs are an 
agent  and attribute . Result of this func-
tion is a value from attribute  domain and an  opera-
tor . 

  

For exam ple the fact a bout agent  (in respect to 
example from the previ ous chapter where attribute is 
IQ and his domain is in the  range  write the 
following:  – which m eans: we 
know, that agent  has attribute (quality) IQ and this 
attribute is equal to the value  (fr om attribute  
domain ). 

Retrieving a nd m aintaining the facts about other 
agents are  needed for i nferencing a nother attributes 
and f or b uilding an other reputation i n s uch c ontext 
based on the inferred attributes. If we know that con-
text  is composed from some set of attributes and we 
have no direct e xperience in the  c ontext , w e can 
build default trust worthy from the known attributes 
obtained from othe r c ontexts. This inferencing deals 
with reputation transference – described in Sec-
tion 1.4.  

At this  m oment we can provide sim ple exam ple of  
attribute inference from some reputation: 

• Let the context  “intelligent male” be defined 
as: , 

• reputation of agent  in a context  “intelligent 
male” is 100, which means (in a unified reputa-
tion domain) maximal trustworthy, 

• we can infer from this reputation two facts: 

o , 

o , 

• let context  “male” be defined as: 
, 

• let context  “intelligent” is defined: 
, 

• we can infer reputation from the facts for a in 
context  and  without direct experience or 
without given recommendation in these context: 

o , 
o . 

 

 

This very simple example of inferencing and reputa-
tion transference shows, t hat it is possible to infer 
reputation from the facts, respectively infer facts from 
the reputation. In som e complicated cases, sim ilarity 
degree must be used to decide which attributes can be 
inferred and which cannot be inferred. 

2.5 Trust evaluation 

Based on definitions mentioned in the previous sub-
section, we propose i n less formally way the trust  
evaluation algorithm . In th is evaluation process we 
must co mbine reputation history with recommenda-
tions. Resu lts of th is evaluation are used fo r ag ent 
decision making about with whom it is good to coop-
erate and with whom it is not good. 

After eac h i nteraction or re ceived recommendation, 
the age nts ca n m ake an ev aluation and update their 
belief base s. On t he base s of s uch eval uations the  
trust val ue of their counterparts is updated. Eval ua-
tion mainly depends on the reputations and facts. In a 
case when no interaction has b een m ade in th e past 
and no reputation value has been set, t he agent uses 
some default politics to bind i nitial trust  value int o 
some “default value”. There are many default politics 
to bind default trust value, for example: 

• “paranoid” – the agent never trusts anyone until 
he or she prove his or her own trustworthy fairly, 

• “neutral” – the agent takes a neutral position, it is 
capable to cooperate on the bases of positive rec-
ommendation, 

• “friendly” – the age nt is open to cooperate with 
anyone without previous experience. 

This default politics may vary in time for each agent. 
In typically cases whe n an agent is new in an agent  
system, he is “friendly” and he is trying to make more 
friends. After time, when he was well profiled in the 
system and is  trust worthy i n his pe rimeter, it m ay 
change our politics to “n eutral” or “paranoi d” for 
example. 

Building agent interaction history (reput ations set) 
can be called to be learning process. Generally, agent 
increase trust to  another agent, if he or she evaluates 
interaction as “satisfying” [7]. In “not satisfying”  
case, agent decrease the trust value.  
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During the agent learning process, if the decision of 
interaction (cooperate/defect) is based on other agent 
recommendations, the agent will also update its trust  
after any agent gives a recommendations.  

For example, if Alice recommend to Carol that Bob is 
very good auto mechanic and Carol decide to go to  
Bob for he r c ar repair, t hen Carol update trust int o 
Alice also in such c ontext as “rec ommendation” if 
will be satisfied (or not) with Bob service. 

2.6 Agent decision based on trust 

There are a lot of  input parameters which can enter 
agent decision procedure, and the trust value can be 
one of them . In our a gent s ystem, we s uppose that  
trust value is one of the m ain input parameter. We 
propose the decision function, which uses agent belief 
base – facts, r eputation and recom mendations – and 
maps it in a si mple case to a bina ry value : cooper-
ate/refuse (true/false, +/–). This value enters the deci-
sion procedure as a rec ommendation param eter to 
interact or not. 

There ar e ma ny v ariants of decision functions value  
types (ranges); they can be defined also as domain of 
attributes. For exam ple, in  a sophisticated case, t he 
return value can be defined on interval , which 
may mean: 

• : strong recommendation – do not interact, 

• : light recommendation – you should not interact 

• : no recommendation (unable to eval uate rec-
ommendation or neutral position), 

• : light recommendation – you should interact, 

• : strong recommendation – do interaction! 

Internal e valuation m echanism of decision functions 
can be generally describes a s follow. At fi rst, age nt 
must esti mate som e threshold val ue which is c om-
pared to trust domain range and defines delimiter for 
assignation return value.  

If th e in ternal trust value i nto ag ent i n su ch con text 
was higher or equal, agent decide to return “+”, ot h-
erwise “ –” (depends  on return value dom ain). F or 
example, we estimate threshold to 80 and our trust to 
an agent is 90: the resulting value was then “+” (for a 
simple case) or “2” (for a sophisticated case). 

 

 

Estimate function f or thre shold value differs due to  
agent m etal state and m any othe r as pects. To define 
threshold as a constant (for example 0.5) is a sim ple 
way to implement the estimate function. More sophis-
ticated algorithm may use history of interact ions: for 
example pair “ cooperate” decision wi th “ non-
satisfied” results of inte raction a nd update t hreshold 
value toward t his. It  is out of scop e of th is p aper t o 
define all implementing variants for estimate function. 

2.7 After decision belief base update 

If an agent decide to interact and it is base d on trust 
decision functions, the feedback from  interaction 
(agent was satisfied or not)  update agent belief base. 
Agent updates our interaction history and may update 
trust t o recom menders when interaction was m ade 
based on rec ommendation. We c ombine interaction 
history with feedback value to provide probability of 
next successful interaction in such context.  

Updating reputations int o e ach recommender a fter 
every interaction which was made on the recommen-
dation based i s also com plex problem . We need t o 
deal with feedback value, given reputation value and 
interaction history i n t he context “recomm endation” 
for each of the recommenders.  

This recomm ender rating is also very important for 
building set of agents, which are good in t he recom-
mendation context and w hich are  not. This learni ng 
process allows us to be more effectively in time. 

3 Conclusion and future work 
In this paper we pre sent preliminary framework pro-
posal for m ultiple context model of trust and reputa-
tion which may allow agent reasoning based on trust . 
We describe critical co mmon trust a nd reputation 
problems which are  needed to be taken into account 
in sol ving rea soning proble m based on t rust princi-
ples. This proposal is ba sed on  known interaction 
protocols for t he most used agent a rchitectures s uch 
as BDI. Agents build their belief base: stores interac-
tions history retrieves  recommendations and infer 
facts and infers decisions. 

Our m odel m akes e xplicit dif ference between trust 
and reputation. We defin e reputation as a qu antity 
inferred from  interactions which can be hi ghly rela-
tive toward to e valuating agent m ental state a nd the  
interaction history.  
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We define trust as agents  (t rustor) internal qua ntity 
toward to trustee in a context . It can be inferred from 
facts or f rom reputation a nd recommendations about  
the trustee. It  always represents strictly indivi dual 
metrics. We show t hat trust  and reputation ratings 
should be contex t and  ind ividual dependent qu anti-
ties. 

The framework notation, which was presented, allows 
us t o sim ulate our proposal in future work. We will 
concentrate on form alization of the trust evaluating 
process before we simulate the system model. Also there 
are still a lot of works on formalization context trans-
ference process and c ontext inference from agent attrib-
utes facts.  

These tasks are very c omplex problems and must be 
well mapped to provide more effectively trust  decision 
function, which is a core of our framework. 
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