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Abstract.  The response Networks (WSNs) are a novel 
technology combining sensory and distributed computing 
to sense large areas live and in detail. Since this emerging 
technology is at a point where it can be adopted for an 
increasing number of applications, reliability and interfer-
ence of different networks become serious issues. This 
paper gives an overview of potential interference sources 
and their effects on the energy consumption for WSNs 
operating on the 2.4 GHz band of the IEEE 802.15.4 stand-
ard. It concludes with several practical solutions for devel-
oping reliable and robust WSN applications.  

Introduction  
Specifications. Wireless Sensor Networks (WSNs) are 
an emerging technology in the area of sensory and dis-
tributed computing. A WSN consists of sensor nodes, 
also called motes. Many sensor nodes, theoretically up 
to thousands or even millions, build a WSN. A single 
sensor node is a small and inexpensive device that is 
built of the following main parts: one or more sensors, a 
data processing unit, a wireless communication inter-
face and an energy source.  

The sensor nodes are designed to be spread without 
pre-configuration. They connect to a multi-hop ad hoc 
network and report their measurements or information, 
computed from the measurements, to a base station. 
This base station, also referred to as sink, is a gateway 
to another network, which is likely to be the Internet, or 
a computer that stores or reacts according to the re-
ceived data.  

1 Interference on the Physical Layer  
The common communication interfaces for WSNs 

are based on the IEEE 802.15.4 standard [1]. It was 
originally developed for Low-Rate Wireless Personal 
Area Networks (LR-WPANs). WSNs normally use this 
standard behind its purpose of single-hop personal area 
communication and implement multi-hop communica-

tion over large areas. There is a high likelihood that the 
Physical Layer of most WSNs is at least partly managed 
by the communication module of the nodes [2].  

There are three frequency basebands available, also 
known as the Industrial, Scientific and Medical (ISM) 
frequency bands. The detailed properties of these bands 
are named in Table 1.  

Region 
Frequenzy 

band 
(MHz) 

Commu-
nication 
Channel 

Data rate 
channel 
(kb/s) 

World-
wide 

2,400 – 
2,483.5 16 250 

North  
America 902 – 908 10 (2003) / 

 30 (2006) 
40 (2003) / 
250 (2006) 

Europe 868 – 868.8 1 20 (2003) /
 100 (2006) 

Table 1. The Industrial, Scientific and Medical (ISM) bands 
used in IEEE 802.15.4. 

Many developers focus on the 2.4 GHz band, since it is 
available worldwide, it supports the highest data rate 
and many transmit modules are available. The trend of 
using this single frequency band leads to a crowded 
band due to the great amount of different applications 
using it. Additionally, other devices emit waves on this 
band: Bluetooth devices and Wireless Local Area Net-
works (W-LAN), wireless DECT phones, baby phones 
and other proprietary wireless devices. Microwave ov-
ens and harmonics of monitors can also have the effect 
of interfering with the 2.4 GHz band. A technical report 
of the Jennic Cooperation [3] investigated the effects of 
different interference sources. This report reveals that 
W-LANs are the main source of interference, which is 
also noted in other publications [4].  
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W-LANs based on the IEEE 802.111b standard have 
the same baseband and much more sending power than 
WSNs and can be seen as a major interference source, 
especially in urban areas. IEEE 802.11b as well as IEEE 
802.15.4 separates their band into channels. 802.11b 
divides the band into 14 channels: each is 22 MHz wide 
and the Channel Centre Frequencies have a distance of 
5 MHz between each other. Thus the channels overlap. 
For WSNs, there are 16 channels provided, each is 2 
MHz wide and they are also distanced 5 MHz between 
each other. The counting of the WSN channels starts at 
11, since there are more channels available on the lower 
frequency bands (see Table 1). Figure 1 gives an illus-
trative overview of the channels of both standards. W-
LANs are often configured according to a rule of 
thumb: by using channels 1, 7 and 13 W-LANs do not 
interfere with each other. This would lead to the fact 
that the channels 15, 16, 21 and 22 are chosen for 
WSNs. In North America, the recommended channels 
for W-LANs are 1, 6 and 11, since channel 13 and 14 
are not used.  

Thus the theoretically best choices for WSNs are 
channels 15, 20, 25 or 26. Boano et al. [5] show the 
effects of an interference source on different MAC-
protocols: NULLMAC, X-MAC [6], Low Power Prob-
ing [7], Low Power Listening [8] and CoReDac [9]. 
They also identify mechanisms to make MAC-protocols 
more robust against interference and to improve the X-
MAC protocol that is implemented in ContikiOS in 
order to be more robust against interference on the 
Physical Layer. 

 

 

2 Interference 
on the MAC-Layer  
The Medium Access Con-
trol (MAC) Sublayer 
regulates the medium 
access and therefore is the 
most crucial operation for 
duty cycling of the nodes. 
Different nodes have to be 
awake at the same time to 
communicate. There are 
plenty of MAC-protocols 
for WSNs published, of 
which good overviews can 

be found in the literature [10, 11]. As shown in the pre-
vious section, the frequency band of the Physical Layer 
is crowded and the number of channels is limited. 
Hence, having two WSNs using a single channel is a 
risk that has to be taken seriously.  

The effects of two WSNs on the same channel that 
are operating locally close to each other are different to 
the effects of interference on the Physical Layer, since 
there is not a pure jamming of the medium, but a com-
petition for it. There are two possible scenarios of 
WSNs operating in range of each other on the same 
channel: 
• Two or more WSNs using the same MAC-protocol: 

The networks behave equally on the MAC-Layer. 
The effects on the applications are not enormous, 
since most MAC-Layers are designed to provide 
scalability.  

• Two or more WSNs with different MAC-protocols. 
This scenario was not taken into account when most 
WSN MAC-protocols were designed. A common as-
sumption is that fairness needs not to be considered, 
since WSNs are typical signal applications with all 
nodes working together [10, 11]. This scenario is in-
vestigated in the following.  

2.1 MAC-Layer Protocols  
In the following, two MAC-protocols are studied in 
further detail and, like most protocols, they have been 
designed for stand-alone usage, thus competition was no 
design concern.  

 
 
 

Figure 1. Channels of the 802.11b and 802.15.4 standard. 
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X-MAC is a short preamble MAC-protocol. It uses 

an enhanced version of Low Power Listening (LPL) to 
save energy. The nodes turn off their radios for most of 
the time. If a node is about to send, it turns on its radio 
and sends short preambles (strobes) until it receives an 
acknowledgement.  

If it receives an acknowledgement, the message is 
send. Non-sending nodes wake up after a sleep time for 
a short listening period to monitor the channel for 
strobes. Due to this behaviour, the idle listening time is 
reduced [6].  

 
Figure 2. Idle Listening timing of X-MAC and Low Power 

Probing. (Do not scale from this drawing). 

Low-Power Probing (LPP) is roughly the inverse ap-
proach to X-MAC. Instead of the sender announcing its 
will to send a message, the receiver is announcing its 
possibility to receive messages. When using LPP, all 
nodes are duty cycled and wake up for just a short time. 

If a node is awake, it sends small packets (probes) to 
signal being awake and then it listens for a short time. A 
sending node turns its radio on and listens for the probe 
of the node that it wants to send to. When receiving it, 
the message is send [7].  The ideal idle listening cycle of 
X-MAC and LPP is shown in Figure 2. The cycles de-
fined by the default parameters of the ContikiOS im-
plementation generate a roughly comparable usage of 
the medium as the following figure reveals. 

 
 
 

3 Energy Estimation  
Since sensor nodes are likely to be battery powered, 
energy consumption is the key factor for the lifetime of 
a WSN. The estimation of the lifetime of a WSN can be 
complex, hence the network structure changes every 
time a node fails. The reliable estimation of the energy 
consumption of a single node is the base for further 
estimations. Today simulators offer a good estimation 
for energy consumption of single nodes in a friendly 
environment. In the following, COOJA, the simulator 
included in ContikiOS, is used. The TelosB sensor node 
[12] is the used hardware device. ContikiOS supports 
module on-time counters, thus the energy consumption 
can be estimated by multiplying the on-times of differ-
ent modules by typical currents of the different mod-
ules. The used formula including the current factors is 
given in Equation 1.  

The factors are taken from the shell power applica-
tion included in ContikiOS and are discussed by Dun-
kels et al. in the publication of the software-based on-
line energy estimation [13]. Similar factors can be found 
in other publications [12, 14]. In Table 2, measured 
values are compared with estimated values of a COOJA 
simulation. The used program was a simple non-
interfered direct communication between a sender and a 
base station. The messages were sent randomly delayed 
in an interval of less than 5 seconds, and the energy was 
measured at the sender with the help of an Agilent 
66321D Mobile Communications DC Source for a dura-
tion of 60 seconds. A section of the measurement is 
plotted in Figure 2 in full detail. NULLMAC is a proto-
col without any duty cycling, thus all modules are 
turned on all the time. The peaks of X-MAC and LPP 
show the radio being turned on for receiving or sending. 

 
 NULLMAC X-MAC LPP 

Estimated current (mA) 20.52 1.21 1.47 
Measured current (mA) 18.89 0.95 1.07 

Table 2. Measured and estimated currents of a TelosB sensor 
node. The measurement value is the mean value of a 60 sec. 
measurement. The estimation is based on the on-time coun-

ter simulated by COOJA for about 40 min. 

 

[ ] [ ] [ ] [ ]
lpmcpu

mA545.0lpmmA8.1cpumA7.17transmitmA20listen=[mA]current  electric Estimated
+

×+×+×+×

Equation 1. Energy consumption estimated by on-times of different modules with typical currents of the different modules.
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The estimation may seem to be imprecise, but since 

the measurement has just been taken for 60 seconds in 
the running program and the estimation used default 
factors, which may vary from node to node due to non-
conformity of the electronic components. Although 
randomly send intervals are used, the results can be still 
seen as good indicators for the lifetime of a node. 

 

 
Figure 3. Simulation setup: nodes and their  

communication range. 

 

3.1 Simulation Setup  

A real-world experiment for MAC-
protocol interference is hard to set-
up, since the timing of the nodes is 
very important for stimulating cer-
tain patterns of behaviour and for 
causing a competitive situation. 
Therefore this paper relies on simu-
lation.  

The experiment was simulated 
for five different numbers of sensor 
nodes. Each of these different net-
work sizes was simulated with and 
without interference, thus in total 10 
simulations were completed. The 
main network operates with X-MAC 
while interference network uses LPP.  

A single LPP node was in the 
range of all X-MAC nodes. In Fig-
ure 3 the network organisation is 
illustrated.  

 
The main network runs an application sending a mes-
sage every 5 seconds, concluding in 100 messages in 
total. The message consists of a timestamp and a coun-
ter. The interfering WSN sends a message every second. 

3.2 Simulation Results  
The simulation reveals that by an enforced bad timing, 
the rate of successfully delivered packets takes a 
nosedive. The duty cycle intervals are synchronous and 
X-MAC is not able to overcome this interference dead-
lock. The number of received packets is shown in Table 
3. The table also shows logged errors of the MAC-
Layer. Analysing only this logged data can help to esti-
mate the delivery rate at the sending node, but is not 
accurate enough to guarantee delivery. For example, 
acknowledgements with packet sequence numbers and 
checksums are mechanisms to ensure a reliable delivery. 
But these mechanisms produce additional traffic and 
consume more energy.  

Since no mechanism was implemented to ensure de-
livery, the total energy consumption of the WSN was 
not seriously affected. A cancelled send attempt is not 
consuming much energy, because X-MAC is announc-
ing its sending with short strobes.  

 

Figure 2. Measured current drawn by different MAC-Layer protocols on a  
TelosB node shown as a 3 sec. long section. 

(mean value line calculated of full 60 sec. easurement). 
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But by relating the estimated used energy to the suc-

cessfully send packets, the impact of the interference is 
significant: The non-interfered WSN needs about 0.03 
mA for a successfully sent packet and the worst effected 
interfered network (two X-MAC sender network) con-
sumes about 0.11 mA per packet.   

 

Number of 
sending nodes 

Received packets 
at the base station 

Errors logged 
at the sender 

1 99/100 0 

2 56/200 
10 sending 

drops 

3 159/300 
144 cyclic 

redundancy 
check (crc) 

4 400/400 0 

5 500/500 0 

Table 3 Received packets at the base station and logged 
errors at the sending nodes. 

4 Conclusion  
It was shown that the channels for WSNs are crowded 
and that there is the increasing chance of two or more 
WSNs operating locally close to each other on the same 
802.15.4 channel. In this case, as shown in the simula-
tion, competition for the medium access can occur. The 
following methods can be used in order to improve the 
robustness against interference either on the Physical 
Layer (channel jamming) or in form of competition of 
two different MAC-protocols. The list does not include 
mechanisms to guarantee delivery.  

 
• Pre-deployment channel investigation: The creator of 

a WSN should be aware of potential interference 
sources and could make some measurements to find 
potential interference sources. The possibilities might 
be limited for large or ad-hoc networks, but for in-
door deployment at least a W-LAN channel check 
should be done.  

 

 

 

• Random sending intervals on Application Layer: A 
simple way to improve the robustness, without modi-
fying any of the lower layers, is to send data in ran-
dom intervals.  

• Packet buffer and train: Boano et al. [5] recommend 
holding packets in a buffer so that cancelled send at-
tempts can be redone. The buffer can also be emptied 
at once with a so-called train when first sending was 
successful . 

• Low power sending: Messages should be sent with 
just the power needed to reach the next hop. This 
helps to save energy, since multi-hopping consumes 
less energy than directly transmitting to a more dis-
tant node and is less interfering.  

• Channel Hopping/Spread Spectrum: By changing the 
channel permanently, the effect of a single interfered 
channel is minimised. Eavesdropping is also getting 
more difficult. On the other hand, this adds complexi-
ty and management overhead. The nodes have to be 
synchronised, which is a complex task in multi-hop 
or ad-hoc networks. Bluetooth uses Channel Hop-
ping.  
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